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Abstract

This document proposes a revision to the clause 7.8 to resolve the related comments from the WG ballot.

**Comments list on D1.0:**

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 134 | Editorial | 7.8.1 | 3278 | 801.1ag-2007 has long been integrated into 802.1Q. | Reference appropriates clauses of 802.1Q instead. | ok | Accepted |
| 135 | Editorial | 7.8.3.2 | 3325 | Section title is too generic. There are many kind of requests from NMS to ANC outside of scope of FDM | Rephrase title to 'NMS maintenance requests to ANC' | ok | Accepted |
| 136 | Editorial | 7.8.3.3 | 3341 | "ANC is allowed to do" seems awkward. | Change text to "ANC is allowed to include" | ok | Accepted |
| 137 | Technical | 7.8.5 | 3364 | FDM-specific attributes only roughly specified without taking attributes into account listed in 7.8.8, and without proper notation of number of occurency. | Extend list of FDM-specific attributes to reflect attributes shown in section 7.8.8 with proper denotation of number of occurences. | Dublicate of #138 | Open |
| 138 | Technical | 7.8.5 | 3364 | Descriptions on 7.8.5 are inconsistent with the information model on 8.1.2.9. | Change the texts of 7.8.5 accordingly. Will be provided in a separate contribution. | Agreed in principle, but requires more input | Open |
| 139 | Editorial | 7.8.7.2 | 3485 | Figure 71 exposes 'TEC' and 'TEI' despite text only mentioning 'TE'. Distinction between TEC and TEI is superflous and should be avoided. | Rename both, TEI and TEC to 'TE' to align figure to explanatory text. | ok | Accepted |
| 140 | Editorial | 7.8.8 | 3600 | "The following table" is not the correct way to reference a table.  | Put in a reference to the table which when clicked brings one to the table | ok | Accepted |
| 141 | Editorial | 7.8.8 | 3605 | The landscape tables are undesireable because they make the PDF display as narrower than window width when using fit to page window. Also, even though they are wide, there are lots of carriage returns in the entries and some attributes in Table 10 are wrapped with a hyphen. Also, the column widths of the tables are wonky rather than evenly spaced (e.g. wide for 802.22 in table 10 and much narrower for 802.1ag and 802.11.In table 9, one of the IEEE 802.3 entries goes out of its block. Allso applies to Table 8 | Use a different format. It isn't clear that there is a beneift to displaying all the entries in a one page window format. Consider a subclause per technology type or not doing all the specs on one page width | Table will be divided into 3 tables, each sub-table rotated by 90° with technologies stacked on each other. Hao will create proposal to verify that approach makes sense. | Revised |
| 142 | Technical | 7.8.8 | 3605 | Spanning Tree is not defined in 802.1ag-2007, it is defined in 802.1Q-2014. Also, 802.1ag-2007 is not part of 802.1Q | Change 802.1ag-2007 to 802.1Q-2014 | ok | Accepted |

**Proposed Text Changes:**

Please replace clause 7.8 of IEEE802.1CF 1.0 with the following text.

* **Fault Diagnostics and Maintenance (FDM)**
* **Introduction**

Fault denotes a deviation of a system from normal operation, which may result in the loss of operational capabilities or the loss of redundancy in case of a redundant configuration. A fault may occur on a network element (NE), cause the malfunction of the logical and physical resources, and will, in severe cases, lead to the complete unavailability of the faulty NE. A fault may also occur on a link and cause communication performance deterioration, connectivity loss, etc., thus affecting quality of service.

For example, fault instance in a wireless local area network scenario typically appears as the problem of a hardware or software failure of AP and STA that established communication, the problem of a setup mistake, the problem of the overloaded channel, and the problem caused by radio propagation.

As a consequence of faults, the appropriate alarms related to the physical or logical resources affected by the faults shall be generated by the capable NE. Such alarms shall contain all the information provided by the fault detection process.

Fault diagnostics and maintenance (FDM) provide the capabilities for detecting, isolating, reporting, and mitigating the failures during the life cycle of network session. These capabilities allow the access network operator to monitor the health of the network, quickly determine failing link location and/or fault condition, and take necessary measures to recover the faults.

FDM includes protocols defined by IEEE 802 provided as FDM tools across network interfaces, and relative management agents that reside in each NE. Examples of such FDM tools include IEEE 802.3ah, IEEE 802.1Q for Ethernet links, and IEEE 802.11k and IEEE 802.11v for wireless links.

The NMS performs management functions for the access network and denotes the human interface to the access network operator. To provide to the NMS the fault management capability implies that the element manager (EM) in ANC needs to provide information about failures, configuration of parameters, root cause from diagnostics, and results of recovery and testing.

* **Roles**

In a real deployment, network management service (NMS) and element manager (EM) in ANC play an important role for configuring FDM functionality across multiple elements in the network, and for automating the monitoring and troubleshooting the network faults. Such FDM functions can mimic the actions of an expert and carry out troubleshooting steps faster, hence minimizing service downtime.

* **Network Management Service (NMS)**

The NMS is mainly supported by EM in ANC, but it may also involve direct access to other network elements. Since NMS is in the operator domain, the requirement and its detailed function blocks are out of scope of this document.

R11 represents the management interfaces between NMS and the EM in ANC so as to connect the system of any vendor to the NMS.

* **Access network control (ANC)**

As a central controller in the access network, the ANC containing multiple element managers (EMs) provides the foundation for network operators to manage access networks in an efficient manner. It allows the NMS to operate the FDM information within the subordinate elements and achieve management interoperability among multi-vendors. It contains functions to manage NEs directly and provides support to the applications in the OSS through NMS.

Control interfaces—i.e., R5, R7, R8, R9—are used to exchange necessary information between ANC and subordinate elements for basic FDM functions:

* configuration of the parameters, thresholds and FDM process
* notification of the alarms of fault and result of recovery
* various fault management information for aggregation
* testing request for specific NE and testing results

In order to detect faults, network element such as TE, NA, BH, and AR may use autonomous self-check to monitor internal status and measurement procedures to observe the performance of physical ports. The FDM agents within each NE which carry out basic FDM operations and provide functional support to the EM in ANC are usually vendor specific.

Data interfaces—i.e., R1, R6, and R3—are used to carry test requests and results in order to provide additional information.

* **Use cases**

This section describes some FDM use cases for deployment. These use cases are not meant to be exhaustive.

* **Alarm notification to NMS**

When a fault occurs on the link—e.g., between TE and AN—and affects communication quality, either NE may detect the fault from its own perspective and notify the ANC. In order to ease fault isolation and recovery, it is necessary for the NE to provide its local information in addition upon requirements.

By using FDM functions, ANC may be able to diagnose the cause of the fault and take corresponding countermeasure actions for recovery. In the case that ANC is not able to diagnose the root cause, it notifies NMS about the relevant aggregated information.

NMS may get alarm notifications from EMs in ANC provided by multiple vendors. NMS can do fault isolation by human interaction utilizing expert knowledge.

For some faults there is no need for any short term action, since the fault condition will only last for a short period of time and then disappear.

* **NMS maintenance requests to ANC**

NMS may send request to ANC for multiple purposes. For example:

* NMS requests for configuring the subordinate elements through ANC
* NMS requests for polling configuration and capability profiles of the subordinate elements through ANC
* NMS requests for polling aggregated information from ANC about the specified NE
* NMS requests for initiating tests, e.g., requiring ANC to schedule loopback test (Ethernet ping) to pinpoint the fault location
* NMS requests ANC to initiate fault recovery when root cause has been identified. The fault recovery process may include replacement of a malfunction NE and repair of the faulty unit, etc.
* **Automatic fault recovery by ANC**

In a lot of scenarios, ANC can do fault isolation and recovery on its own. When the root cause is identified, ANC may autonomously take recovery actions in order to minimize the time of service degradation or disruption.

For some faults, additional tests and diagnostics under the control of ANC may be necessary in order to obtain the required level of details.

In a scenario where multiple NAs operate in overlapping areas, ANC is allowed to include enhanced features for providing better services to the TE, such as interference coordination, load balancing, mobility support, etc. It may be necessary for ANC to monitor multiple communication interfaces simultaneously and perform the FDM functionalities in a coordinated fashion.

As shown in Figure 69, NA1 is requested to provide the diagnostic report for the ANC to verify whether a neighboring NA (NA2) operating on the same wireless channel causes severe mutual interference. The ANC automatically initiates the recovery actions on the corresponding NAs, e.g., re-assigns channels, to mitigate the interference.

The diagnostic report may also indicate that NA1 has encountered a software or hardware problem. In this case, ANC may initiate individual recovery procedure on NA1 such as reboot, software update, etc, to regain its capability.



**Figure 69 Multiple NAs controlled by the same controller**

* **Functional requirements**

Automatic discovery of FDM capabilities of remote entities should be supported.

The parameters and thresholds, as well as the process flows and actions, should be configurable.

Notifying and polling from a remote entity about FDM information, such as alarms, counters, thresholds, events, MIB variables, status codes, discovery, system logs, etc, should be supported.

The functions to detect faults that affect hardware, software, and communication performance should be supported.

The functions to determine the root cause of the fault should be supported.

The functions to isolate or replace the faulty resource for recovery should be supported.

* Aggregated alarms, events, etc.
* **FDM-specific attributes**
* **Alarms**

Alarms describe the characteristics of the faults in a pre-defined form, which will be notified to the management entity. The set of generic attributes are defined through:

 {1} Alarm-ID: Unique identifier of alarm

 {1} AlarmParameter: Fault characteristics parameters

 {1} ProbCause: Probable cause of the alarm

 {1} Events: information about the event reported from the NEs, e.g type, severity, and etc

 {1} State: state of the alarm

* **Link monitoring statistics**

Link monitoring task is scheduled by the management entity and creates the statistics of the communication link.

 {1} LM-ID: unique identifier of the link monitoring task

 {1} Host-ID: identifier of the NE which carries the link monitoring task

 {1} State: state of link monitoring task

 {1} NBInfo: information about the reachable neighbor entities, such as identifiers, MAC addresses, and communication statistics, etc

 {1}EnInfo: information about the particular wireless environment, e.g radio resource measurements, channel scan reports, etc

 {1} Events: events created as well-defined threshold is crossed, status code defined by 802 specifications, and notified exceptions and anomaly

* **Test statistics**

 {1} Test-ID: unique identifier for the test task

 {1} TestConfig: configuration parameters for the test

 {1} TestResult: results of the test

* **SelfCheck statistics**

 {1} SC-ID: unique identifier for the self check task

 {1} Host-ID: Host-ID: identifier of the NE which carries the link monitoring task

 {1} HWinfo: information about the hardware of the host

 {2} SWinfo: information about software of the host

 {3} MIBinfo: local MIB of the host

 {4} Loginfo: information from the system log of the host

 {5} Cominfo: information of the recent communication activity

* **NA**

 {1} FDMCapability: FDM capabilities of the NA

 {1} FDMConfig: parameter set for the FDM functions of the NA

* **BH**

 {1} FDMCapability: FDM capabilities of the BH

 {1} FDMConfig: parameter set for the FDM functions of the BH

* **ANC**

 {1} FDMCapability: FDM capabilities of the ANC

 {1} FDMAggregationConfig: parameter set for the FDM aggregation functions of the ANC

* **NMS**

 {1} FDMRules: policy rules for management fault in the network

* **FDM-specific basic functions**
* **Capability discovery**

The discovery procedure identifies the devices in the network along with their FDM capabilities, such as supported functions and configurable parameters and thresholds.

The procedure typically involves the discovery of a TE by NA. It may also involve discovery of any directly connected NEs using protocols defined by IEEE 802.

Local NE should be able to respond with its FDM capability to a remote NE, when receiving discovery request. It should also be able to notify local FDM capability to the remote NE actively.

The FDM capability of each NE should be forwarded to the EM in ANC to enable relevant FDM functions. Such information, together with ANC’s control capabilities, can then be accessed manually by operator through NMS.

* **FDM registration**

NMS should complete the registration process to fully enable its FDM functionality. By sending request to a specific ANC, NMS registers to receive alarms and other FDM information. ANC should send a confirmation to NMS to indicate whether the requested registration has been implemented successfully.

NMS may initiate configuration request to ANC after registration.

* **Fault isolation**

Fault isolation is to pinpoint one or more root causes of the faults, and help take correct actions to recover from the failure condition.

The implementation of isolation algorithm and procedure can be tailored based on the following (for example):

* the information and correlation set provided by aggregation
* the ANC’s capability and configuration
* operators’ network management experience

When the root cause and effect of the fault are identified, ANC may autonomously take recovery actions in order to minimize the time of service degradation or disruption.

If the root cause of the fault cannot be provided, the alarms and correlated information will be forwarded to NMS for further analysis.

* **Fault recovery**

After a fault has been detected and the root cause has been identified, countermeasure actions and procedures are necessary to recover the system and/or network. Fault recovery provides such mechanisms to get the system out of the failure state. The recovery actions depend on the nature and severity of the faults, the hardware and software capabilities of the NE, and the current configuration of the NE.

For a single faulty NE, ANC may request to enable the redundant resource, to replace the faulty parts, to reset the hardware, or to reinitialize the software. For datapath having connectivity fault, ANC may initiate the spanning tree protocols to discover an alternate path.

If there is no proper recovery countermeasure determined, the faulty part of the NE or subnetwork has to be isolated to limit the failure effects.

Fault recovery can be manually initiated by operator through NMS. In this case, NMS sends a request to ANC to execute the specified fault recovery action.

The corresponding alarm shall be cleared, as soon as the system recovery is confirmed.

* **Detailed procedures**
* **FDM configuration**

Terminal represents the physical device that tries to discover an appropriate access network by searching the radio environment for messages that indicate the existence of an access network and decoding announcement information received over the air based on configuration and policy data stored locally.

* After registering its FDM capability to ANC, the NMS sends FDM configuration message to ANC with the configuration parameters. Such configuration request includes the following information:
* Address of network devices, alarm notification structure, performance criteria, link monitoring parameters, report interval, rules for isolation and recovery, etc.
* ANC receives the configuration message and replies ACK. Then it converts the configurations and applies them to the appropriate subordinate entity or multiple entities within AN, and even forwards to TE if necessary.
* The relevant entity, such as NA in this case, acknowledges the configuration message and enables the relevant functions.



**Figure 70 Procedure of FDM configuration**

* **Remote failure indication**

Remote failure indication is provided to notify a remote NE that local NE is nonoperational because of software, hardware or communication interface problems, etc.

NE may use autonomous self-check circuits and daemon programs to validate the availability of hardware and software. As a result, failure event should be notified to a remote NE. For instance, a dying gasp event notification to a remote NE indicating local power down failure has occurred. The definition of specific failures is implementation-specific and depends on different IEEE 802 technologies.

NE may be able to generate the alarm based on the failure event and relevant information provided by the detection process. The alarms should be forwarded to ANC in the form of unsolicited notification as soon as possible if they are not suppressed by individual NE, where they are stored, retained, cleared, and accessed manually by operator through NMS.

If forwarding is not possible at this time, e.g., due to communication breakdown, the notification shall be sent as soon as the communication capability has been restored.

Detailed procedures of remote failure indication are defined as follows:

* NE detects the fault and generates an appropriate alarm report forwarding to ANC through control interfaces. The procedure involving TE and ANC is shown in Figure 71 (a).
* Alternatively, the failure event may be first sent to a remote NE through data interfaces following IEEE 802 protocols. On the remote NE, incoming events will be identified, then trigger the generation of alarm. Figure 71 (b) shows such procedure involving TE, NA, and ANC.
* The alarm report may associate with a series of failure events from one or multiple NEs. It may also carry the following information:
* The type of the fault (e.g., communication, quality of service, processing error, equipment, environmental)
* The severity of the fault (e.g., cleared, indeterminate, critical, major, minor, warning)
* The time when the fault was detected
* The probable cause of the fault (e.g., transmit failure, receive failure, threshold crossed)
* The units at fault. For the hardware faults, the smallest replaceable unit at fault. For the software faults: the faulty software component (e.g., corrupted files or software codes).



**Figure 71 Procedure of remote failure indication**

* **Link monitoring**

Link monitoring is a mechanism to monitor the performance of the communication and the implementation of protocols for connection setup and connection operation.

Link monitoring is accomplished by NE with data interfaces using measurements on physical or logical resources, and administered by ANC that permits the inclusion of diagnostic information. For evaluating the quality of services (QoS) and quality of experiences (QoE), the information provided as KPI may include counters, thresholds, events, MIB variables, status codes, discoveries, system logs, etc. Specifically, the following information can be supplied by NE to ANC for further FDM processing:

* Communication statistics in a specified time window, e.g. count of error frames, duplicate frames, retransmissions, channel busy ratio,
* Radio resource measurement, e.g. RSSI, LQI, signal-to-interference-noise ratio (SINR)
* Events and status code during network entry, network re-entry and disconnection
* Variables in the local Management Information Base (MIB), including health-related device monitoring MIBs; e.g., CPU utilization, memory consumption, temperature indicators, system fan status, etc.
* Neighbor information and topology provided by discovery protocols, e.g. LLDP
* Environmental information provided by e.g. IEEE 802.11 channel scan and diagnostics
* Records from system logs
* Threshold crossing event when well-defined thresholds are specified by ANC.

Within each NE, all information acquired by link monitoring shall be provided to EM in ANC when requested. And it can be manually accessed by operator through NMS.

The threshold crossing report may trigger the generation of alarm. It should be forwarded to ANC as soon as possible if they are not suppressed by individual NE.

Detailed procedures of link monitoring are defined as follows:

* ANC sends the link monitoring request to NE via the control interface to initiate the monitoring process. The request may carry the following information:
* transaction ID
* type
* parameters (e.g., the measurement frequency, duration of measurement at each time)
* report condition
* report interval
* granularity interval
* Upon receiving the request, NE starts the monitoring process that may involve a second NE. As shown in Figure 72 (a), NE1 sends additional measurement request to NE2 via data interface in order to retrieve the results from the remote NE. In the case of retrieving MIB information such as device monitoring results, only one local NE is involved, shown in Figure 72 (b).
* When report condition is met, NE1 should send link monitoring report to ANC which may carry the following information:
* transaction ID
* type
* time stamp
* link monitoring data

The monitoring report can be sent for one time, conditionally, or periodically as indicated by the request. If it is indicated to report conditionally, the relevant threshold should be included in the link monitoring request.



**(a) link monitoring that involves a remote NE**



**(b) device monitoring**

**Figure 72 Procedure of link monitoring**

* **Testing**

Testing can be used in different phases of the FDM to assist fault mitigation. For example:

* when a fault has been detected and if the information provided by the alarm report is not sufficient to localize the faulty resource, tests can be executed to better localize the fault;
* during connection operation, NE may periodically execute tests to support proactive maintenance;
* once a faulty unit has been repaired or replaced, before it is restored to service, tests may be executed to verify its working condition.

Besides the local test on the hardware and software, remote test is a mechanism provided to actively recognize the performance of the links or the availability of remote NEs. The descriptions of remote test specified by IEEE 802 are summarized as follows:

* *Loopback test.* This type of test involves a local NE sending out information and the remote NE echoing back some information to the source. When the loopback test is carried out on the direct link, all data received should be echoed back to the transmitter. When it is carried out across multiple links, unicast bi-directional request and response messages are implemented as the Ethernet ping scheme. Timestamps embedded in this ping message can be used to measure round-trip delay and one-way jitter.
* *Continuity check test.* The multicast unidirectional heartbeat message is used to detect connectivity fault anywhere between TE and AR based on the configuration of the maintenance points along the path.
* *Linktrace test, a.k.a. Ethernet traceroute.* Initial NE can transmit a multicast message in order to discover all the maintenance points and path, for example from the TE through access network to AR. Each maintenance point along the path and the terminating point returns a unicast Linktrace Reply to originating point.

Testing procedure can be initiated by ANC or manually by the operator through NMS. The former is defined as follows:

* ANC sends request to NE to initiate the testing procedure. The request may carry the following information:
* transaction ID
* type
* parameters
* The NE executes the test and report the following information to ANC:
* transaction ID results



**Figure 73 ANC-initiated testing procedure**

* **Management information aggregation**

In order to ease fault isolation and recovery, it is necessary for ANC with sufficient resources to aggregate FDM information which is separately provided by multiple NEs.

Typically, FDM information includes the unsuppressed alarms which are forwarded to ANC and stored as a list of active alarms. It also includes the information associated with individual FDM functions, such as link monitoring and testing. Management information aggregation allows the ANC to have a comprehensive view of the overall health status of the network.

As a single fault may result in the generation of multiple alarms and events and may spread over a wide geographical area from affected entities over time, alarms captured in the active alarm list may be correlated to each other. The alarms can be partitioned into sets where the alarms within one correlated set have a high probability of being caused by the same fault. A correlated set may also contain events and other information that are considered to be related with the fault.

Management information aggregation also enables NMS to retrieve the active alarms as well as other FDM information from ANC. As shown in Figure 74, NMS sends an aggregation request to ANC including:

* transaction ID
* filtering criteria, e.g.,TE ID
* report interval
* list of attributes to specify the requirements for the ANC

When the ANC receives the aggregation request, it should send an aggregation response immediately to the NMS with the following:

* transaction ID
* list of FDM information as specified

The ANC may periodically respond to NMS with the above information at the specified interval until the termination by NMS.



**Figure 74 Management information aggregation procedure**

As a result, the output of management information aggregation should be used for failure isolation to find the root cause of the fault.

* **Mapping to IEEE 802 technologies**

Table 9 provides an overview about the FDM functions and procedures of fault diagnostics and maintenance (FDM) supported by the various IEEE 802 technologies with some of the references to the related sections of the specifications.

Table 9 IEEE 802 technology specific FDM overview with specification references

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 802.3-2015 | 802.1Q-2014 | 802.11-2012 | 802.16-2012 | 802.22-2011 |
| Capability discovery | 57.3.2.1  | - | 4.5.3.3, 4.5.3.4 8.3.3.2, 8.3.3.5-8.3.3.10 10.23.3.2 | 6.3.9.714.2.7 | 7.7.117.14.2 |
| FDM registration and configuration | 30.3.6.2  | Yes | Annex C.3 | 13.1.213.1.313.1.6\* | 13.1.113.1.2.113.1.4 |
| Fault isolation | - | Yes  | - | - | - |
| Fault recovery | - | Yes | - | Yes\* | - |
| Remote failure indication | 57.2.10 57.2.12  | Yes | 4.3.13.8 8.4.1.7 | 13.1.213.1.3.113.1.6 | 13.1.113.1.2.113.1.4 |
| Link monitoring | 57.2.10 57.5.3  | - | 4.3.8, 4.3.1310.11, 10.23 | 6.3.2.3.336.3.168.4.1213.1.3.4 | 7.7.187.1913.1.2.4 |
| Testing | 57.2.11 5.2.2.2.4 19.2.3.2.2 | 20.1-20.3 | - | Yes\* | 7.14.2.1 |
| Management information aggregation | - | Yes | - | Yes\* | - |

\* Process also defined in WiMAX Forum specification [B10]

Table 10 provides the mapping of FDM specific attributes, in form of examples of MIB objects, in the various IEEE 802 technologies.

Table 10 IEEE 802 technology specific attributes for FDM, example MIB objects

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 802.3-2015 | 802.1Q-2014 | 802.11-2012 | 802.16-2012 | 802.22-2011 |
| Configurations | 30.3.6 | 17.7.7 | Annex C.3  | 13.1.2，13.1.6 | 13.1.1, 13,1,4 |
| Device and communication status | 30.3.6 | 17..7.7 | Annex C.3  | 13.1.2 | 13.1.1.1.1 |
| Link monitoring parameters | 30.3.6 |  –  | Annex C.3 , | 13.1.3.4 | 13.1.2.4 |
| Events | 30.3.6 | 17..7.7 | Annex C.3  |  –  |  –  |
| Communication alarms | –  | 17..7.7 | Annex C.3  | 13.1.2, 13.1.3.1, 13.1.6 | 13.1.1, 13.1.2.1, 13.1.4 |