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1. Overview

1.1 Scope
The scope of this document is to define a standard for Spectrum Characterization and Occupancy Sensing (SCOS). It establishes a high-level architecture, defines functional entities and their interfaces, specifies command & control messages and parameters, and defines metadata describing the nature and configuration of the sensing system and the data it gathers. It also describes operating characteristics and behaviors of the components of the SCOS system, with reference implementations for common use cases. Further, it defines measurement parameters in such a way that data gathered by an 802.22.3 compliant system can be consistently and meaningfully interpreted by users.

The focus of this standard is on management and control of a sensor network, the ability for a variety of users to interrogate system capabilities and task scanning functions, the definition of a simple reference implementation for the sensing devices, and for the sensing data to be transmitted to an end-point.

The SCOS architecture is intended to provide incentive for the evolution and implementation of the following three areas of specialization: sensor technology, data acquisition/distribution, and data analysis.
1.2 Purpose

The purpose of the Spectrum Characterization and Occupancy Sensing (SCOS) system is to characterize and assess the occupancy of spectrum resource towards supporting it’s more efficient and effective use. The intent of the SCOS is to create a high-level architecture to support different spectrum sensing technologies and deployments, to enable specialization and provide incentive, to promote broad adoption of sensing technologies and subsequent economies of scale, and to ultimately achieve broader availability and usage of sensing information from different sources. This will enable clients to acquire and use spectrum sensing information from a multiplicity of predefined independent systems to serve their goals.
Various national regulators and government authorities are developing regulatory and policy frameworks to allow cooperative spectrum sharing approaches in order to optimize spectrum utilization. There is emphasis on greater spectrum efficiencies, spectrum sharing and spectrum utilization, which requires not only database-driven configuration of the radios, but systems that can provide spectrum occupancy at a particular location and at a particular time. 

1.3 Application

Greater efficiencies in spectrum utilization through spectrum sharing and optimized resource allocation, require not only coordinated use by radio systems, but also better information on spectrum occupancy at a particular location and time. 

The Spectrum Characterization and Occupancy Sensing (SCOS) System has many applications which include: 

(1)
Policy and Planning

(2)
Radio Planning, Management and Engineering

(3)
Regulatory Enforcement where systems can Detect (RF incursion), Locate (source), Classify (by type and severity), Resolve/Remediate

(4)
Research and Technology Development
2. Normative references

The following referenced documents are indispensable for the application of this document (i.e., they must be understood and used, so each referenced document is cited in text and its relationship to this document is explained). For dated references, only the edition cited applies. For undated references, the latest edition of the referenced document (including any amendments or corrigenda) applies.

[1] NIST, “Standards for Security Categorization of Federal Information and Information Systems,” FIPS Pub 199, February 2004.

[2] NIST, “Security and Privacy Controls for Information Systems and Organizations,” NIST Special Publication, 800-53, Revision 5, August 2017.

[3] RFC-3339, "Date and Time on the Internet: Timestamps", Klyne, Newman, July 2002.

[4] IETF RFC 2616, “Hypertext Transfer Protocol – HTTP/1.1, June 1999.

[5] IETF RFC 8259, “The JavaScript Object Notation (JSON) Data Interchange Format, December 2017.

3. Definitions

For the purposes of this document, the following terms and definitions apply. The IEEE Standards Dictionary Online should be consulted for terms not defined in this clause. 

Action: Sensor function that the sensor owner implements and exposes to the API. Actions give the sensor owner control over what the sensor can be tasked to do, e.g,, instrument control, data acquisition, data processing.
Admin: Privileged Sensor/Manager account type with full permissions. 
Acquisition: The combination of data and metadata created by an action (though an action does not have to create an acquisition). 

Antenna: Sensor hardware component that converts environmental electromagnetic fields into a voltage.

API: Application Programming Interface
Capability: Available actions, installation specifications (e.g., mobile or stationary), and hardware specification (e.g., frequency range of receiver).

Client: Manager account with permissions to query SCOS capabilities, request information on sensed data, and/or request scheduled sensing actions.
GUI: Graphical User Interface

Host controller: Sensor hardware component that provides web services; controls signals/messages to antenna, preselector, and/or receiver; and processes/packages data.

HTTP: Hypertext Transfer Protocol
IP: Internet Protocol
Manager: SCOS entity with hardware resources and software that allows clients to interact with the SCOS platform via web-based GUI and (optional) data service. 
Preselector: Sensor hardware component that can provide preselection filtering, improved sensitivity via low noise amplification, calibration signal sources, etc.

Receiver: Sensor hardware component that captures discrete raw data (e.g., baseband representation of the signal) and can apply digital signal processing algorithms to achieve a desired metric.
REST: Representational State Transfer

Schedule: The collection of all schedule entries (active and inactive) on the sensor.

Scheduler: A Sensor process responsible for executing the schedule.

Schedule Entry: Input to the sensor schedule that describes action, start and stop times, interval, and priority.
SCOS: Spectrum Characterization and Occupancy Sensing

SCOS Owner: Manager account type which can approve actions to be performed by the SCOS platform. 
Sensor: SCOS entity with hardware resources and software that allow users (e.g., Manager) to interact via web-based API and (optional) data service.
Sensor Operator: Manager account type which can register sensors via authentication key exchange.
SDR: Software Defined Radio

SLA: Service Level Agreement
Task: A representation of an action to be run at a specific time.

Task Result: A record of the outcome of a task.

User: Unprivileged Sensor account type which can create schedule entries and view, modify, and delete things they own, but which cannot modify or delete things they don't own.

4. System Concept
Figure 1 illustrates a SCOS context diagram. SCOS is a service provider and Clients are end users. External Clients can discover SCOS capabilities, request data, and request actions to be performed by sensor(s). 
[image: image1.png]=7

GUI and (optional) data service

Manager

APl and (optional) data service

Sensor

SCOS





Figure 1. SCOS context diagram
4.1 Entities

The two entities that comprise the SCOS platform are the Manager (server application) and one or more Sensor(s) operating in the field. Together, Manager and Sensor(s) comprise the SCOS Platform.
· Manager: SCOS entity that allows clients (whether individuals or other systems) to interact with the SCOS Platform via web-based Graphical User Interface (GUI) and (optional) data service. It exposes the capabilities of the SCOS platform to users, manages tasks requests by users, and ultimately controls the registered sensors. 
· Sensor: SCOS entity that allow users (whether individuals or other applications, e.g., Manager) to interact via web-based API and (optional) data services. The API allows users to discover capabilities, schedule actions, and download data. Sensors package data with required metadata in a standardized data format.
4.2 Interactions
Figure 2 describes the basic interactions between Client, Manager, and Sensor. The categories of interactions are sensor controller service, capabilities, schedule, acquisition, and data service. 
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Figure 2. Interactions between Client, Manager, and Sensor
4.3 General Requirements

The primary goals of the SCOS architecture are to achieve broad sensing and data aggregation. To meet these goals, SCOS developers are required to meet general requirements categorized and described in the following subsections.
4.3.1 Connectivity, Control, and Access

The following requirements are related connectivity, sensor control, and data access. 

· Connectivity and access: Sensors are to provide easy-to-used control via IP network. Manager is to be accessible to authorized users via the Internet. 

· Discoverable capabilities: Entity capabilities and resources are discoverable, so they can be fully utilized by end user applications.

· Data access: SCOS entities are to make data available to authorized users.
· Data standardization: Compliance with a common metadata/data specification is required to allow for collaborative research, large-scale analytics, and sharing of sophisticated tools and methodologies. Data compliance is the subject of Section 8.

4.3.2 Security

The following requirements are related to system and information confidentiality, integrity, and availability. 

· Security categorization: Information and systems are to be rated at the appropriate level of information security according to range of risk levels [1]. 
· Service Level Agreement (SLA): A contract between SCOS (service provider) and Client (end user) is required to define the level of service expected from the service provider.
· Security controls: Safeguards or countermeasures are required to avoid, detect, counteract, or minimize security risks to physical property, information, computer systems, or other assets [2]. Examples of relevant security controls include:

· End user authentication to prevent unauthorized users from accessing internal entity functionality
· Provisioned and configured Operating Systems (OSs)
· System administration to manage users and implement data access controls
In general, security requirements are implementation specific.
4.3.3 Design Flexibility

The following requirements support the evolution of SCOS technology and broad deployments.
· REST API: Entities are required to expose Representational State Transfer (REST) APIs as an easy-to-use a means for end users to interact with the application over an Internet Protocol (IP) network. REST does not bind the service provider or end user applications to specific implementations.
· Extensible technologies, algorithms, and metrics: SCOS infrastructure enables evolution of centralized and edge processing, sensor technologies, and metrics. SCOS entities and associated interfaces add functionality independent of end user applications. 
· Hardware, software, and OS agnostic: Sensor and Manager implementations are not bound to specific hardware, software, or operating system to allow for cost-performance tradeoffs to be considered during design process. 
Additional security requirements specific to Sensor and Manager are the subject of Sections Error! Reference source not found. and Error! Reference source not found., respectively.

5. Sensor
This section provides models and requirements associated with the Sensor hardware and software.
5.1 Hardware
Figure 3 provides a block diagram of the basic sensor hardware model. Sensors are not required to have each component shown in the block diagram. There can be more sophisticated hardware models, e.g., with multiple antennas and/or multiple receivers connected to a single host controller. Integration can also be achieved, e.g., a mobile phone is an example of all components integrated into a single unit. Sensor definition, measurement type, and algorithm metadata requirements are defined in Section 7.
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Figure 3. Sensor hardware model

· Antenna: Optional sensor hardware components that convert environmental electromagnetic fields into a voltage. An RF cable connects the antenna with the next hardware component.

· Preselector: Optional sensor hardware components that can provide preselection filtering, improved sensitivity via low noise amplification, calibration signal sources, etc. 

· Receiver: Required sensor hardware components that capture discrete raw data (e.g., baseband representation of the signal) and can apply digital signal processing algorithms to the raw data to achieve a desired metric.
· Host Controller: Optional sensor hardware components that can provide control signals and messages to the preselector and receiver. Host controllers often provide data processing, data packaging, and web-accessible services.
5.2 Software

Sensor software provides a platform for operating a sensor, such as a software-defined radio (SDR), over a network. The goal is to provide a robust, flexible, and secure starting point for remote spectrum monitoring.
5.2.1 Functional Requirements
The following are functional requirements of the Sensor software:

· Provide status: Offer standard HTTP status codes to indicate the success or failure of API calls, storage available, time since last calibration, time since last restart, etc.
· Advertise capabilities: Capabilities are available actions. Actions are a function that the sensor owner implements and exposes to the API. Actions should be used to constrain Sensor tasks to the valid operational ranges of hardware components (e.g., frequency range of antenna, preselector, and receiver)
· Provide onboard scheduler: Task scheduling is to be provided on the sensor. Tasks are to be executed according to start/stop times, interval, and/or priority.
· Responsive schedule entries: Sensors are to be responsive to requested schedule entries by authorized users.

· Provide task results: Task results are to be recorded for each task after the action function returns, and includes metadata such as when the task started, when it finished, its duration, the result (success or failure), and a freeform detail string. 
· Categorize security level of acquisitions: Acquisitions are to be tagged with the appropriate security categorization (i.e., low, medium, or high) to enable responsible data management.

· Access acquisitions: Acquisitions and metadata are accessible directly though API, while data is retrievable in an easy-to-use archive format with its associated metadata.
5.2.2 Application Programming Interface (API)
The following subsections describe the required Sensor API endpoints to provide the core functionality across four key areas: sensor status, sensor capabilities, sensor scheduling, and obtaining the sensor results.  . Note: {version} in the path indicates the API version. The API uses standard HTTP status codes to indicate the success or failure of the API call. Responses and request bodies use the JSON objects specified below. 
5.2.2.1 Status Endpoint

The status interface allows users to request status from the sensor and receive a status object in response.
5.2.2.2 Status Objects

The status request object below is used to perform a status request. Data clients or sensor managers may perform a status request for a sensor.
Table 1: Status Request Object

	Property
	R/O/C
	Type
	Unit
	Description
	Value

	sm_id
	O
	String
	NA
	The unique ID of the sensor manager making the request.
	

	sd_id
	R
	String
	NA
	The unique  ID of the sensor.
	

	client_id
	O
	String
	NA
	The unique ID of the data client making the request.
	

	message_type
	R
	String
	NA
	The type of the request (status, capabilities…)
	status_request


The status response object below is returned after a status request to describe the sensor status.

Table 2: Status Response Object

	Property
	Required
	Type
	Unit
	Description
	

	sm_id
	O
	String
	NA
	The unique ID of the sensor manager making the request.
	

	sd_id
	R
	String
	NA
	The unique  ID of the sensor.
	

	client_id
	O
	String
	NA
	The unique ID of the data client making the request.
	

	scheduler
	O
	string
	N/A
	The scheduler status (idle, running, dead)
	

	location
	O
	Location
	N/A
	Sensor location information
	

	system_time
	R
	Datetime
	ISO-8601
	The current system time on the sensor
	

	last_calibration_time
	O
	Datetime
	ISO-8601
	The last date/time that the sensor was calibrated.
	

	message_type
	R
	String
	NA
	The message type
	status


Table 3: Location
 Object

	Property
	Required
	Type
	Unit
	Description

	gps
	O
	boolean
	N/A
	Indicates whether the location information was pulled from GPS

	modified
	O
	datetime
	ISO-8601
	Time of the last location update

	description
	O
	string
	N/A
	A textual description of the sensors location

	latitude
	true
	double
	decimal degrees
	The sensor’s latitude

	longitude
	true
	double
	decimal degrees
	The sensor’s longitude


5.2.2.3 Capabilities Endpoint

The capabilities interface allows entities to request the capabilities of a sensing object. 
5.2.2.4 Capabilities Objects

The capabilities request object is used to request the sensing capabilities of a sensor. 

Table 4: Capabilities Request Object

	Property
	R/O/C
	Type
	Unit
	Description
	Value

	sm_id
	O
	String
	NA
	The unique ID of the sensor manager making the request.
	

	sd_id
	R
	String
	NA
	The unique  ID of the sensor.
	

	client_id
	O
	String
	NA
	The unique ID of the data client making the request.
	

	message_type
	R
	String
	NA
	The message type.
	capabilities_request


The capabilities response object is used to describe the capabilities of a sensor in response to a capabilities request.

Table 5: Capabilities Response Object

	Property
	R/O/C
	Type
	Unit
	Description
	Value

	sm_id
	O
	String
	NA
	The unique ID of the sensor manager making the request.
	

	sd_id
	R
	String
	NA
	The unique  ID of the sensor.
	

	client_id
	O
	String
	NA
	The unique ID of the data client making the request.
	

	sensor
	R
	Sensor
	N/A
	A description of the sensor. (Note: this utilizes that same Sensor JSON object described in Error! Reference source not found.
	

	actions
	R
	Action[]
	N/A
	An array of Action objects describing each Action the sensor can perform
	

	message_type
	R
	String
	NA
	The message type
	capabilities


The Sensor object is utilized within the capabilities response object. 

Table 6:Sensor Object

	Name
	Required
	Type
	Unit
	Description

	sensor_spec
	R
	HardwareSpec
	N/A
	Metadata describing the sensor hardware

	antenna
	R
	Antenna
	N/A
	Metadata describing the sensor’s antenna

	preselector
	O
	Preselector
	N/A
	Metadata describing the preselector.

	signal_analyzer
	R
	SignalAnalyzer
	N/A
	Metadata describing the signal analyzer.

	computer_spec
	O
	string
	N/A
	Description of host computer. E.g. Make, model, and configuration.

	mobile
	O
	boolean
	N/A
	Indicates if the sensor is mobile

	latitude
	O
	double
	decimal degrees
	The latitude of the sensor.

	longitude
	O
	double
	decimal degrees
	The longitude of the sensor.

	altitude
	O
	double
	meters
	Height above mean sea level.

	speed
	O
	double
	m/s
	Speed of the sensor.

	bearing
	O
	double 
	degrees
	Direction (angle relative to true North).

	gps_nmea
	O
	string
	NMEA
	NMEA message from the gps receiver


Antenna Object

The Antenna object is utilized within the Sensor object and contains the following name/value pairs:
	Name
	R/O/C
	Type
	Unit
	Description

	hardware_spec
	R
	HardwareSpec
	N/A
	Metadata describing the hardware.

	type
	O
	string
	N/A
	Antenna type. E.g. "dipole", "biconical", "monopole", "conical monopole".

	low_frequency
	O
	double
	Hz
	Low frequency of operational range.

	high_frequency
	O
	double
	Hz
	High frequency of operational range.

	polarization
	O
	double
	string
	Antenna polarization. E.g. "vertical", "horizontal", "slant-45", "left-hand circular", "right-hand circular".

	cross_polar_discrimination
	O
	double
	N/A
	Cross-polar discrimination.

	gain
	O
	double
	dBi
	Antenna gain in direction of maximum radiation or reception.

	horizontal_gain_pattern
	O
	double[]
	dBi
	Antenna gain pattern in horizontal plane from 0 to 359 degrees in 1 degree steps.

	vertical_gain_pattern
	O
	double[]
	dBi
	Antenna gain pattern in vertical plane from -90 to +90 degrees in 1 degree steps.

	horizontal_beam_width
	O
	double
	degrees
	Horizontal 3-dB beamwidth.

	vertical_beam_width
	O
	double
	degrees
	Vertical 3-dB beamwidth.

	voltage_standing_wave_ratio
	O
	double
	volts
	Voltage standing wave ratio.

	cable_loss
	O
	double
	dB
	Cable loss for cable connecting antenna and preselector.

	steerable
	O
	boolean
	N/A
	Defines if the antenna is steerable or not.

	azimuth_angle
	O
	double
	degrees
	Angle of main beam in azimuthal plane from North.

	elevation_angle
	O
	double
	degrees
	Angle of main beam in elevation plane from horizontal.


5.2.3 HardwareSpec Object

The HardwareSpec object has the following properties:
	Name
	Required
	Type
	Unit
	Description

	id
	R
	string
	N/A
	Unique id of hardware. E.g., serial number.

	model
	O
	string
	N/A
	Hardware make and model.

	version
	O
	string
	N/A
	Hardware version.

	description
	O
	string
	N/A
	Description of the hardware.

	supplemental_information
	O
	string
	N/A
	Information about hardware, e.g., url to on-line data sheets.


5.2.4 Preselector Object

	Name
	Required
	Type
	Unit
	Description

	
	
	
	
	

	preselector_spec
	O
	HardwareSpec
	N/A
	Metadata to describe/specify the preselector.

	cal_source_spec
	O
	HardwareSpec
	N/A
	Metadata to describe/specify the preselector calibration source.

	lna_spec
	O
	HardwareSpec
	N/A
	Metadata to describe/specify the preselector low noise amplifier.

	filter_spec
	O
	HardwareSpec[]
	N/A
	Metadata to describe/specify the preselector RF bandpass filters.

	rf_paths
	O
	RFPath[]
	N/A
	Metadata that describes preselector RF paths.


5.2.5 RFPath Object

The RPatph object may appear in the Preselector object and contains the following properties:
Table 7:RFPath Object

	Name
	Required
	Type
	Unit
	Description

	low_frequency_passband_filter
	O
	double
	Hz
	Low frequency of filter 1-dB passband.

	high_frequency_passband_filter
	O
	double
	Hz
	High frequency of filter 1-dB passband.

	low_frequency_stopband_filter
	O
	double
	Hz
	Low frequency of filter 60-dB stopband.

	high_frequency_stopband_filter
	O
	double
	Hz
	High frequency of filter 60-dB stopband.

	gain_lna
	O
	double
	dB
	Gain of low noise amplifier.

	noise_figure_lna
	O
	double
	dB
	Noise figure of low noise amplifier.

	type_cal_source
	O
	string
	N/A
	E.g., "calibrated noise source".


Table 8:SignalAnalyzer Object

	Name
	Required
	Type
	Unit
	Description

	sigan_spec
	O
	HardwareSpec
	N/A
	Metadata to describe/specify the signal analyzer.

	low_frequency
	O
	double
	Hz
	Low frequency of operational range of the signal analyzer.

	high_frequency
	O
	double
	Hz
	High frequency of operational range of the signal analyzer.

	noise_figure
	O
	double
	dB
	Noise figure of the signal analyzer.

	max_power
	O
	double
	dBm
	Maximum input power of the signal analyzer.

	a2d_bits
	O
	int
	bits
	Number of bits in A/D converter.


Table 9: Action Object

	Property
	Required
	Type
	Unit
	Description

	name
	R
	string
	N/A
	The name of the action

	summary
	R
	string
	N/A
	A short description of the action

	description
	O
	string
	N/A
	A detailed description of the action


5.2.5.1 Schedule Interface

The schedule interface allows entities to view, create, and modify sensor schedules. Schedule entry requests are performed with the ScheduleEntryRequest object.  
5.2.5.2 Status Objects

Table 10: ScheduleEntryRequest

	Property
	Required
	Type
	Unit
	Description

	sm_id
	O
	String
	NA
	The unique ID of the sensor manager making the request.

	sd_ids
	R
	string[]
	NA
	The unique  ID of the sensor.


	client_id
	O
	String
	NA
	The unique ID of the data client making the request.

	name
	true
	string
	N/A
	The unique name/identifier for the schedule

	action
	true
	string
	N/A
	The name of the action that will be executed

	start
	O
	datetime
	ISO-8601
	Requested time to schedule the first task. If unspecified, the task will start as soon as possible

	stop
	O 
	datetime
	ISO-8601
	Requested time to end execution of tasks under this schedule. 

	relative_stop
	O*
	integer
	seconds
	Seconds after start when the task will end

	interval
	O
	integer
	seconds
	Interval between tasks. If unspecified, the task will run once and then become inactive

	is_active
	true
	boolean
	N/A
	Indicates if tasks will continue to be executed for the schedule 

	is_private
	true
	Boolean
	N/A
	True if the entry and data are only visible to admins

	priority
	O
	integer
	N/A
	Priority of the entry. Lower numbers indicate higher priority

	callback_url
	O
	string
	N/A
	The URL to call after the action executes

	validate_only
	O
	Boolean
	N/A
	If true the input will only be validated and no ScheduleEntry will be created


Table 11: ScheduleEntry Object

	Property
	Required
	Type
	Unit
	Description

	sm_id
	O
	String
	NA
	The unique ID of the sensor manager making the request.

	sd_id
	R
	String
	NA
	The unique ID of the sensor.

	client_id
	O
	String
	NA
	The unique ID of the data client making the request.

	id
	C
	string
	N/A
	The id for the ScheduleEntry (URL in NTIA implementation)

	name
	R
	string
	N/A
	The unique name for the ScheduleEntry

	action
	R
	string 
	N/A
	The name of the action that will be executed

	start
	C
	datetime
	ISO-8601
	Requested time to schedule the first task. If unspecified, the task will execute as soon as possible

	stop
	C
	datetime
	ISO-8601
	Requested time stop scheduling tasks

	interval
	O
	integer
	seconds
	Number of seconds between tasks. If unspecified, the task will run exactly once and the schedule will become inactive

	is_active
	C
	boolean
	N/A
	Indicates if tasks will continue to be executed for the schedule

	validate_only
	O
	
	
	

	is_private
	O 
	boolean
	N/A
	Indicates whether the entry, and resulting data, are only visible to admins

	priority
	O
	integer
	N/A
	Priority of the entry. Lower numbers indicate higher priority

	callback_url
	O
	string
	N/A
	The URL to call after the action executes

	next_task_time
	O
	datetime
	ISO-8601
	The time at which the action will execute next under this schedule

	next_task_id
	O
	uint
	N/A
	The id for the next task that will be executed under this schedule

	created
	true 
	datetime
	ISO-8601
	The datetime stamp when the schedule was created

	modified
	true
	datetime
	ISO-8601
	The datetime stamp when the schedule was last modified

	owner
	O
	string
	N/A
	A URL to the details of the user that created the schedule

	task_results_id
	O
	string
	N/A
	The id to the results from the schedule


Table 12: ScheduleOverviewRequest Object

	Property
	Required
	Type
	Unit
	Description
	Value

	sm_id
	O
	String
	NA
	The unique ID of the sensor manager making the request.
	

	sd_id
	R
	String
	NA
	The unique  ID of the sensor.
	

	client_id
	O
	String
	NA
	The unique ID of the data client making the request.
	

	offset
	O
	uint
	N/A
	The schedule index at which to start the list of results
	

	limit
	O
	uint
	N/A
	The number of schedules
	

	message_type
	
	
	
	
	ScheduleOverviewRequest


Table 13: ScheduleOverview Object

	Property
	Required
	Type
	Unit
	Description

	count
	R
	uint
	N/A
	The number of schedules

	next
	R
	string
	N/A
	A URL to the next set of ScheduleEntry (facilitates paging)

	previous
	R
	string 
	N/A
	A URL to the previous set of ScheduleEntry objects

	results
	true
	ScheduleEntry[]
	N/A
	The current set of schedules as specified by the limit and offset parameters


Table 14: ScheduleError Object

	Property
	Required
	Type
	Unit
	Description

	sm_id
	O
	String
	NA
	The unique ID of the sensor manager making the request.

	sd_id
	R
	String
	NA
	The unique  ID of the sensor.

	client_id
	O
	String
	NA
	The unique ID of the data client making the request.

	detail
	R
	string
	N/A
	A message explaining the error.

	protected_objects
	R
	string[]
	N/A
	An array of URLs to the acquisitions associated with the ScheduleEntry


5.2.5.3 Tasks Interface

The tasks interface allows entities to request information on upcoming and completed tasks.
5.2.5.4 Tasks Objects
Table 15: Completed Tasks Request Object
	Property
	Required
	Type
	Unit
	Description
	Value

	sm_id
	C
	String
	NA
	The unique ID of the sensor manager making the request.
	

	sd_id
	R
	String
	NA
	The unique  ID of the sensor.
	

	client_id
	C
	String
	NA
	The unique ID of the data client making the request.
	

	schedule_name
	O
	string
	N/A
	The unique id of the schedule
	

	task_id
	O
	uint
	N/A
	The id of the task in the schedule
	

	offset
	O
	uint
	N/A
	The index at which to start the list of results
	

	limit
	O
	uint
	N/A
	The maximum number or results requested.
	

	message_type
	R
	string 
	N/A
	The message type.
	delete_result, archive, schedule_results, 


Table 16: TasksCompletedOverview Response Object
	Property
	Required
	Type
	Unit
	Description

	sm_id
	C
	String
	NA
	The unique ID of the sensor manager making the request.

	sd_id
	R
	String
	NA
	The unique  ID of the sensor.

	client_id
	C
	String
	NA
	The unique ID of the data client making the request.

	count
	true
	uint
	N/A
	The number schedule results

	next
	true
	string
	N/A
	The URL of the next set of schedule results

	previous
	true
	string 
	N/A
	The URL of the previous set of schedule results

	results
	true
	TaskResultOverview[]
	N/A
	TaskResultOverview for each schedule entry dictated by the limit and offset parameters


Table 17: TaskResultOverview  Object

	Property
	Required
	Type
	Unit
	Description

	task_results_available
	true
	uint
	N/A
	The number of results available for a particular schedule

	schedule_entry
	true
	string
	N/A
	The schedule name (NTIA uses URL)

	archive
	R
	string
	N/A
	The URL of the archive

	task_results
	R
	String
	N/A
	The URL to the tasks completed for the schedule entry. 


Table 18: ScheduleTasksCompleted Response Object

	Property
	Required
	Type
	Unit
	Description

	sm_id
	C
	String
	NA
	The unique ID of the sensor manager making the request.

	sd_id
	R
	String
	NA
	The unique  ID of the sensor.

	client_id
	C
	String
	NA
	The unique ID of the data client making the request.

	count
	true
	uint
	N/A
	The number schedule results

	next
	true
	string
	N/A
	The URL of the next set of schedule results

	previous
	true
	string 
	N/A
	The URL of the previous set of schedule results

	results
	true
	TaskResult[]
	N/A
	TaskResultOverview for each schedule entry dictated by the limit and offset parameters


Table 19: TaskResult  Object

	Property
	Required
	Type
	Unit
	Description

	self
	true
	string
	N/A
	The url for the TaskResult

	task_id
	true
	uint
	N/A
	The task id

	started
	R
	datetime
	ISO-8601
	The datetime stamp for when the task started

	finished
	C
	datetime
	ISO-8601
	The datetime stamp for when the task finished

	duration
	C
	time
	HH:MM:SS.SSSSSS
	The duration of the action

	status
	R
	string 
	N/A
	success, fail, in-progress

	data
	R
	TaskData[]
	N/A
	The TaskData that results from the action

	schedule_entry
	R
	string
	N/A
	The ScheduleEntry id

	detail
	O
	String
	N/A
	Any details generated by the task execution. 


Table 20: TaskData Object

	Property
	Required
	Type
	Unit
	Description

	recording_id
	R
	uint
	N/A
	The recording id. 

	metadata
	R
	SigMF (see section 8 Data Specification)
	N/A
	The SigMF metadata associated with the action

	archive
	R
	string
	N/A
	The URL to the tar archive for the acquisition


Table 21: ScheduleTasksUpcoming Response Object

	Property
	Required
	Type
	Unit
	Description

	sm_id
	C
	String
	NA
	The unique ID of the sensor manager making the request.

	sd_id
	R
	String
	NA
	The unique  ID of the sensor.

	client_id
	C
	String
	NA
	The unique ID of the data client making the request.

	tasks
	R
	Task[]
	N/A
	The description of each upcoming Task


Table 22: Task Object

	Property
	Required
	Type
	Format
	Description

	schedule_entry
	R
	string
	URL
	The id for the schedule entry. NTIA uses URL. 

	action
	R
	string
	N/A
	The name of the action that will be performed

	priority
	R
	int
	N/A
	The priority of the action for the schedule where lower numbers indicate higher priority 

	time
	R
	datetime
	ISO-8601
	The time at which the action will be performed


5.3 User Accounts

This section describes sensor authentication, user accounts, and permissions.
Authentication is performed via tokens. Tokens are automatically generated for all users. Non-admin user accounts do not initially have a password and so cannot log in to the browsable API. To set a password for a user (for testing purposes), an admin can do that in the Sensor Configuration Portal, but only the account's token should be stored and used for general purpose API access.
Sensor account types include:

· Admin: Sensor account type with full control over the sensor and can create schedule entries and view, modify, or delete any other user's schedule entries or acquisitions. Admins can create non-privileged user accounts. Admins can mark a schedule entry as private from unprivileged users.
· User (Sensor Operator): Unprivileged sensor account type which can create schedule entries and view, modify, and delete things they own, but which cannot modify or delete things they don't own. Actions marked admin_only are not schedulable, and schedule entries marked private by an admin (along with their results and acquisitions) are not visible to users.
6. Manager

This section provides models and requirements associated with the Manager hardware and software. 

6.1 Hardware
Manager is hosted on a server or virtual machine. Resources and configuration can be customized to meet design and SLA requirements.
6.2 Software
Manager is a web applications that simplifies the management and tasking of a network of sensors. 
6.2.1 Functional Requirements

The following are software requirements for the Manager software:

· Operations: Sensor locations, status, and other diagnostics are displayed in operations view to allow for early detection of problems.

· Client requests: With appropriate permissions, Clients can download acquisitions already acquired. Based on SCOS platform capabilities, Clients can also request new actions to be scheduled.

· Distributed sensing actions: Schedule actions for groups of sensors 

· SCOS Owner control: Clients can request new actions to be scheduled, but actions are not scheduled without SCOS Owner approval. It is the SCOS Owner’s prerogative to optimize data acquisition to maximize profit.

6.2.2 Interfaces

The following are required Manager services with associated functions:
· Sensor Controller Service: Allows Sensors to attach to the Manager, be authenticated and made an active node in the SCOS platform. Once a Sensor is authenticated and registered to a Manager, the sensor controller service can discover Sensor capabilities, schedule actions on the appropriate set of Sensors to fulfil the sensing request of the Client(s), and query current tasks and the state of a Sensor.
· Data Service: Receives acquisitions from each associated Sensor, provides acknowledgement of successful data transfer, and distributes data to Clients according to policies established by SCOS Owner.
6.2.2.1 Status Interface
Table 23: Status Request Object

	Property
	R/O/C
	Type
	Unit
	Description
	Value

	SM_ID
	R
	String
	NA
	The unique ID of the sensor manager making the request.
	

	SDID
	C
	String
	NA
	The unique  ID of the sensor.
	

	client_id
	R
	String
	NA
	The unique ID of the data client making the request.
	

	message_type
	R
	String
	NA
	The type of the request (status, capabilities…)
	sensor_status, sensors_request


6.2.2.2 Status Objects

Table 24: Sensors Response Object

	Property
	R/O/C
	Type
	Unit
	Description
	Value

	sm_id
	R
	String
	NA
	The unique ID of the sensor manager making the request.
	

	client_id
	R
	String
	NA
	The unique ID of the data client making the request.
	

	sensors
	R
	String[]
	N/A
	An array of sensor IDs. 
	

	url
	R
	String 
	N/A
	The url of the sensor
	

	ownerEmail
	R
	String
	N/A
	The sensor’s owner’s email
	

	newAcquisitions
	R
	uint
	N/A
	The number of new acquisitions
	

	message_type
	R
	String
	NA
	The type of the request (status, capabilities…)
	sesnsors


The manager also uses the same status response object described in 5.2.2.2.
6.2.2.3 Capabilities Interface

The capabilities interface uses the same object defined in 5.2.2.4
6.2.2.4 Schedule Interface

The schedule interface uses the same object defined in 5.2.5.1
6.2.2.5 Data Interface

The data interface allows for the manager to be notified of data, save data, and allows entities to search and retrieve data. 
Table 25: TaskResultNotification Object
	Property
	Required
	Type
	Unit
	Description

	SM_ID
	R
	String
	NA
	The unique ID of the sensor manager making the request.

	SDID
	C
	String
	NA
	The unique  ID of the sensor.

	client_id
	R
	String
	NA
	The unique ID of the data client making the request.

	self
	true
	string
	N/A
	The url for the TaskResult

	task_id
	true
	uint
	N/A
	The task id

	started
	R
	datetime
	ISO-8601
	The datetime stamp for when the task started

	finished
	C
	datetime
	ISO-8601
	The datetime stamp for when the task finished

	duration
	C
	time
	HH:MM:SS.SSSSSS
	The duration of the action

	status
	R
	string 
	N/A
	success, fail, in-progress

	data
	R
	TaskData[]
	N/A
	The TaskData that results from the action

	schedule_entry
	R
	string
	N/A
	The ScheduleEntry id

	detail
	O
	String
	N/A
	Any details generated by the task execution. 

	message_type
	R
	String
	N/A
	TaskResultNotification


Table 26: TaskData Object

	Property
	Required
	Type
	Unit
	Description

	recording_id
	R
	uint
	N/A
	The recording id. 

	metadata
	C
	SigMF (see section 8 Data Specification)
	N/A
	The SigMF metadata associated with the action

	archive
	C
	string
	N/A
	The URL to the tar archive for the acquisition

	data
	C
	SigMF Archive 
	N/A
	The SigMF archive including SigMF metadata and binary sensed data.


6.2.3 User Accounts

This section describes Manager user accounts and associated permissions.
· Admin: Privileged account type with full control to change security settings, install software and hardware, access all files on the computer, and make changes to other user accounts.
· SCOS Owner: Manager account type with permission to approve actions that the SCOS platform will perform. 
· Sensor Operator: Manager account type with permission to register sensors via authentication key exchange. With detailed knowledge of the Sensor hardware and software, the Sensor Operator makes required information, e.g, sensor definition and actions, available via Sensor API discovery or manual input.

· Client: Manager account type with permission to query available SCOS capabilities. The Client can request information on sensed data and/or request scheduled sensing actions.
7. Procedures

This section describes required steps to achieve SCOS service provider and Client end user functionality.
7.1 Sensor Owner

7.2 SCOS Owner

7.2.1 Sensor Administrator

7.3 SCOS Admin

7.4 Sensor Operator

7.5 Client

8. Data Specification

Annex A NTIA SCOS Implementation
This Annex describes the NTIA/ITS
 reference implementation of the IEEE 802.22.3 Spectrum Characterization and Occupancy Sensing (SCOS).
A.1 scos-sensor

scos-sensor is NTIA/ITS Spectrum Monitoring group's work-in-progress reference implementation of the IEEE 802.22.3 Spectrum Characterization and Occupancy Sensing (SCOS) sensor. It is a platform for operating a sensor, such as a software-defined radio (SDR), over a network. The goal is to provide a robust, flexible, and secure starting point for remote spectrum monitoring.
A.1.1 Software

scos-sensor was designed by NTIA/ITS with the following goals in mind:

· Easy-to-use sensor control and data retrieval via IP network

· Low-cost, open-source development resources

· Design flexibility to allow developers to evolve sensor technologies and metrics

· Hardware agnostic

· Discoverable sensor capabilities

· Task scheduling using start/stop times, interval, and/or priority

· Standardized metadata/data format that supports cooperative sensing and open data initiatives

· Security controls that prevent unauthorized users from accessing internal sensor functionality

· Easy-to-deploy with provisioned and configured OS

· Quality assurance of software via automated testing prior to release

Sensor control is accomplished through a RESTful API. The API is designed to be rich enough so that multiple sensors can be automated effectively while being simple enough to still be useful for single-sensor deployments. For example, by advertising capabilites and location, an owner of multiple sensors can easily filter by frequency range, available actions, or geographic location. Yet, since each sensor hosts its own Browsable API, controlling small deployments is as easy as clicking around a website.

When a task acquires data, that data and a significant amount of metadata are stored in a local database. The full metadata can be read directly through the self-hosted website or retrieved in plain text via a single API call. Our metadata and data format is an extension of, and compatible with, the SigMF specification. The SCOS Data Transfer Specification describes the scos namespace.

When deploying equipment remotely, the robustness and security of software becomes a prime concern. scos-sensor sits on top of a popular open-source framework, which provides out-of-the-box protection against cross site scripting (XSS), cross site request forgery (CSRF), SQL injection, and clickjacking attacks, and also enforces SSL/HTTPS (traffic encryption), host header validation, and user session security. In addition to these, we have implemented an unprivileged user type so that the sensor owner can allow access to other users and API consumers while maintaining ultimate control. To minimize the chance of regressions while developing for the sensor, we have written almost 200 unit and integration tests. 

We have tried to remove the most common hurdles to remotely deploying a sensor while maintaining flexibility in two key areas. First, the API itself is hardware agnostic, and the implementation assumes different hardware will be used depending on sensing requirements. Second, we introduce the high-level concept of "actions", which gives the sensor owner control over what the sensor can be tasked to do.

A.1.2 Architecture
Figure 4 illustrates the scos-sensor software architecture. scos-sensor uses an open source software stack that should be comfortable for developers familiar with Python.

· Persistent data is stored on disk in a relational database.

· A scheduler thread running in a Gunicorn worker process periodically reads the schedule from the database and performs the associated actions.

· A website and JSON RESTful API using Django REST framework is served over HTTPS via NGINX, a high-performance web server. These provide easy administration over the sensor.
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Figure 4. Sensor Software Architecture
A.1.3 Quick Start
This section describes how to spin up a production-grade sensor in just a few commands.

We currently support Ettus USRP B2xx software-defined radios out of the box, and any Intel-based host computer should work. ARM-based single-board computers have also been tested, but we do not prepare pre-build Docker containers at this time.

· Install git, Docker, and docker-compose.

· Clone the repository.

$ git clone https://github.com/NTIA/scos-sensor.git
$ cd scos-sensor
· Copy the environment template file and modify the copy if necessary, then source it.
$ cp env.template env
$ source ./env
· Run a Dockerized production-grade stack.
$ docker-compose up –d  # start in background
$ docker-compose exec api /src/manage.py createsuperuser  # create admin user
$ docker-compose logs --follow api  # reattach terminal

A.1.4 Provisioning and Configuration Management

Large sensor deployments present unique challenges. At NTIA/ITS, we use Foreman and Puppet to handle hardware provisioning and configuration management. While a ground-up introduction to these tools is outside the scope of this repository, The Foreman and Puppet README should be enough to help someone familiar with these tools get up to speed.
A.1.5 Browsable API

Figure 5 illustrates the scos-sensor API root. Opening the URL to your sensor (localhost if you followed the Quickstart) in a browser, you will see a frontend to the API that allows you to do anything the JSON API allows.

Relationships in the API are represented by URLs which you can click to navigate from endpoint to endpoint. The full API is discoverable simply by following the links.
Scheduling an action is as simple as filling out a short form on /schedule (see Figure 6). Actions that have been scheduled show up in the schedule entry list on /schedule (see Figure 7).
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Figure 5. scos-sensor API root
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Figure 6. Example Schedule Form
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"modified”: "2018-04-23T21:28:33.8078022",

“owner™: "https://localhost/api/vi/users/1",

"acquisitions": "https://localhost/api/vi/acquisitions/sample acquisition/",
"results”: "https://localhost/api/vi/results/sanple_acquisition/”





Figure 7. Example schedule entry on schedule endpoint
A.2 scos-manager
scos-manager is NTIA/ITS Spectrum Monitoring group's work-in-progress reference implementation of the IEEE 802.22.3 Spectrum Characterization and Occupancy Sensing (SCOS) Manager. 
A.2.1 Architecture
Figure 8 provides an illustration of the Manager software model. Elements and functions in the Manager software model include:

· Data Database: Stores data collected by the Data Service for a limited period of time, or as long as physical storage limits allow. Transmits data to the appropriate Client(s).

· Data Service: Receives completed scan data (measurement data and metadata) from the Sensors and retransmits to the appropriate Client(s). 

· Manager Database: Maintains the information from Sensors obtained during Sensor registration including Sensor capabilities, and information about to-be-scheduled, scheduled, and on-going tasks.

· Sensor Controller: Communicates with the Sensors using the Sensor API, receives the Sensor capabilities and status, and provides a task schedule from the Sensors along with necessary information for sending scan data to the Data Database. Manages and enforces user authentication and authorization, and acquisition policies.

· User Interface: This service provides a graphical interface through which Clients can interact with the Manager and access a set of functions provided by the system.
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Figure 8. Manager Software Model

A.3 Data Specification
This SCOS SigMF namespace defines the data format required for the IEEE 802.22.3 draft standard. The goal is to standardize the control method and data transfer format for “time share” access to a networked fleet of sensors. Use cases require a solid solution for basic sensor control and RF data collection with flexibility to incorporate new sensing solutions and metrics in the future.

The SCOS namespace uses and is fully compliant with the SigMF specification and conventions. Building upon the SigMF core namespace, the specification is enhanced through the implementation of a scos namespace, the details of which follow.

We have adopted SigMF’s conventions:

· The key words “MUST”, “MUST NOT”, “REQUIRED”, “SHALL”, “SHALL NOT”, “SHOULD”, “SHOULD NOT”, “RECOMMENDED”, “MAY”, and “OPTIONAL” in this document are to be interpreted as described in RFC 2119. 

· JSON keywords are used as defined in ECMA-404. - Augmented Backus-Naur form (ABNF) is used as defined by RFC5234 and updated by RFC7405.

· Fields defined as “human-readable”, a “string”, or simply as “text” shall be treated as plaintext where whitespace is significant, unless otherwise specified.

· Information is given as global, capture, or annotation
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� National Telecommunications and Information Administration (NTIA) regulates government use of radio frequencies in the United States. The Institute for Telecommunication Sciences (ITS) is the NTIA research and development laboratory.





�Our location objects are still in flux





�Need to support multiple for multi-tasking
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