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1. SFN:

Pros:

· Solves the SCH collision problem

· SCH becomes even more robust due to signal path redundancy as shown in DTV, DAB and DMB broadcasting.
· SCH in the 1st frame so that all useful frames, QP and SCW are timely broadcast at the beginning of the superframe.

· Provide extension of coexistence with other new license-exempt technologies because of its clearly defined and robust superframe signalling structure.
Cons:

· Chained Effects

· All co-locating cells share the same SCH symbol, this common SCH may propagate in the following chained cells scenario; since BS1 and BS5 are rather far away, it is not necessary for them to have the same SCH; there is no way to stop such unnecessary SCH propagations for the SFN design;
· [Gerald] Can cells 4 and 5 use all frames in a superframe: I suppose yes but the frames that can be used by 4 will be determined by cells 1,2 and 3.  Negotiation will be needed among all 5 cells but cell 5 would not need to know the scheduling of 1,2 and 3 when it is broadcast to the CPEs.  SFN would send this information anyway whereas the distributed scheme would not need to. 
· [Cheng] Cell 5 still needs to broadcast the scheduling of cell 1~3 because cell 5 shares the same SCH as cell 4 while cell 4 shares the same SCH as cell 1~3, i.e., cell 5 must have the same SCH as cell 1~3 which carries the frame scheduling information.
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Fig. 1
· Common SCH Negotiation Complexity

· All coexisting BSs need to negotiate a common SCH before they can actually transmit, considering such negotiation is done through CBP, this would be quite complex and would need to be accomplished within one superframe. Same negotiation would be needed for any SCH transmission scheme.  Complexity will be in the CBP burst and the needed negociation.
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Fig. 2

· E.g., BS1-5 are in coexistence mode transmitting a common SCH, a BS6 is powered up and negotiate with BS5; 
· if the negotiation takes place only with BS5, and BS5 agrees to share a few frames with BS6, BS5 still needs to distribute the new SCH information to BS1-4 before BS5/BS6 can actually transmit according to the new inter-frame sharing pattern; high complexity and large delay;
· if the negotiation takes place among BS1-6, the complexity and delay are even higher.
· [Gerald] Can cells 5 and 6 allocate all frames independent of the other cells?  No, cell 5 needs to negotiate with 4, 4 with 3, etc. and then cell 6 can take the rest. 
· [Cheng] in this case, new negotiation mechanisms and new CBP IEs must be developed. And such mechanisms must be distributed, i.e., no central controller BS, considering the nature of licence exempt environment. This would introduce high complexity and negotiation delay. E.g., cell 6 sends CBP to cell 5 to request frame sharing, cell 5 proposes a new frame allocation and forward the new allocation scheme through CBP to cell 4, cell 4 relays the said information to cell 3 through CBP; however, upon receiving the new scheduling information, cell 3 would not agree on the scheme proposed by cell 5 due to QoS requirement or traffic load change; then cell 3 may propose another scheduling scheme based on the information it has collected; this newer scheme is going to be broadcast and relayed through CBP to all BSs, until all cells agree on this new scheme. Moreover, acknowledgements from all coexisting cells of accepting the new scheme are needed before they can change to a new frame scheduling scheme. Overall, changing frame scheduling in SFN incurs great negotiation complexity and delay in time before it could be done.
· Additional Buffer Time

· Additional buffer time is needed before and after the aggregated SCH, this buffer time may take up to 2 OFDM symbol’s time;
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Fig. 3
· This increases the complexity of CPE when doing initialization, it needs to decode SCH before it knows what is immediately following, a time buffer, or a frame preamble; 
· [Gerald] I suspect that when a BS operates under the self-coexistence mode, the CPE would be advised accordingly and would know what to expect.  In fact, for SFN, a special PN-sequence common to all BS’s will be used for the frame preamble (see below).  Upon decoding of this frame preamble, the CPE would know right away if it is the normal mode or the coexistence mode. Frame preamble (LTS) would be needed after the superframe preamble (STS) for more robust SCH decoding.  The frame preamble would need to be the same from all BS’s, thus use the same LTS PN-sequence.  This could indicate whether the BSs are in coexistence mode or not. No need to indicate it in the SCH. 
·  [Gerald] Extra time buffers will also be needed in the rest of the super-frame between frames that belong to different BS’s to absorb the potential different propagation delays (true for any self-coexistence signalling method. 
· [Cheng] to absorb an interface from a CPE 60km away, 200μs is necessary; regarding the RTG in the current draft, it would be expected an additional buffer symbol is needed at the end the US frame under coexistence mode. On the other hand, the end of a frame could also be designated for SCW, since we need to redesign the SCW buffer to allow BS-to-BS CBP transmission, that buffer time would compensate most of buffer needed. After all, it is expected most frames will allocated SCW at the ends under coexistence mode, since heavy CBP exchange is needed.
· [Gerald] If the multipath situation of the channel is very dispersed because of distant and close BS’s, decoding of the SCH should still be possible with the cyclic prefix of ¼ allowing 75 usec buffer to absorb echoes.  Even if the distance differences between BS’s are likely to be larger that the 22.4 km covered by the cyclic prefix, it is expected that the BS’s located farther than 22.4 km from the closest BS received at the CPE will produce negligible signal levels at the CPE and thus not impact the synchronization, channel training and decoding of the SCH.  More work and computer simulations would be needed to verify this assumption.
· Aggregated super-frame preamble and SCH robustness

· [Cheng]Super-frame preamble is only for coarse synchronization, aggregated super-frame preambles make the synchronization accuracy even worse, which will definitely decrease the robustness of aggregated SCH that follows; 
· [Gerald] See above explanation on need of verification of decoding of SCH under worse multipath conditions generated by SFN.

· [Gerald] A frame preamble would need to follow by the superframe preamble for fine synchronization and channel training.  Note that the time synchronization of the superframe header will be different than the time synchronization of the following frames coming from different BS’s.  Re-synchronization of these frames will be needed.  It is expected that the first frame coming from a specific BS will need a superframe and frame preambles.  The other frames coming from the same BS in the same superframe would only need a frame preamble.
· [Cheng] The 1st frame’s structure is then as in the following figure according to the discussion. All coexisting cells need to send three identical symbols: one super-frame preamble, one frame preamble and one SCH. After that, the BS which was allocated in the 1st frame, sends its own super-frame and frame preamble, followed by its DS frame, starting from a FCH.
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Fig. 4
· [Cheng] This frame structure (Fig.4) is going to introduce additional complexity (confusion) for an accessing CPE. when a CPE is scanning the channel searching for super-frame preamble, it may firstly catch the super-frame preamble from BS1 only, rather than the aggregated super-frame preamble (or super-frame preamble from BS2 in another frame), since it is a normal super-frame preamble, which indicates the cell is working under normal mode rather than coexistence mode, the CPE may proceed to synchronize to frame preamble and then attempts to decode a SCH, which is actually not there. Upon the failure of decoding SCH, the CPE would be confused if this is due to SCH decoding error (in this case, the CPE needs to wait another super-frame and attempt to decode again), or this is due to the cell is actually under coexistence mode rather than normal mode (in this case, the CPE needs to scan the time line again to find the coexistence super-frame preamble).
· AGC complexity

· [Cheng] Since the aggregated super-frame preamble and SCH have more power than usual bursts, a special AGC must be designed specifically for aggregated SCH detection;

· [Cheng] How can an access CPE adjust its AGC setting when trying to find a super-frame preamble and SCH, since the accessing CPE has no knowledge whether the WRAN is under normal mode or coexistence mode.
· [Gerald] (the frame preamble PN-sequence would indicate the mode); two AGC settings would need to be preserved, one for the superframe sent in SFN (likely higher received power because of the path redundancy) and the AGC setting for its own BS.  If the systems are not in coexistence mode, the two AGC settings would be the same.
· BS-ID acquisition

· [Cheng] The SCH carries inter-frame sharing MAP information for the coexisting BS, to save overhead, it was suggested the SCH carries an index of BS instead of BS-ID; a CPE should download a table with index-to-BSID mapping information before it knows which frames it should go; Is such a table carried by a special SCH, so that this special SCH is transmitted every a few super-frames? this makes the system really complex, and a CPE may wait a few super-frames before it can really start initialization process; moreover, it makes the CPE more complex to differentiate a normal SCH and a specific SCH carrying the mapping table
· [Gerald] No.  This would be done periodically as part of the MAC management packets sent by each BS in its allocated frame to advertise the WRAN service.  The table of BSid’s (BS MAC address) would be transmitted in the order that appears in the frame allocation mapping contained in the superframe header (they could be ordered according to their MAC address for consistency).  Since the CPE has to wait and capture the WRAN service advertisement before trying to associate with that BS, adding this table of BSid’s to this management MAC message would not add complexity.  Even if the CPE does not know with which BS it wants to associate, it would arbitrarily take one and acquire the frames destined to it from the SCH frame scheduling map and decode these frames until it captures the service advertisement management packet which would contain information about this BS and also the ordered list of BS’s operating on this channel in the area.  Once this list is acquired, if the CPE knows which BS it is to associate with, it would then go and decode the corresponding frames in the next superframe.  If not, it will continue to explore the frames belonging to the other BS’s and acquire their respective service advertisement packet so that all this information can be presented to the user for selection, similarly to what would be done in the case the BS’s are operating on different channels.  Since it was decided that the CPE installation would be done professionally, the installer would be there to assist the user and orient the WRAN TX/RX antenna toward the right BS.  Since the antenna discrimination is expected to be in the 14 dB range, it is possible that the range of received signal levels will bary by more than this 14 dB because of the various distances to the BS’s and local blockage.  It is quite possible that the installer will orient the antenna toward a BS that does not necessarily result in the largest signal at the CPE.
· Complexity in indentifying CPEs in overlapped area
· [Gerald]This is done at the CPE by the sensing automaton by measuring the signal level received from the different BS’s through the WRAN reception chain during the different frames that are allocated to the given BS’s and reporting it to its associated BS.  These measurements will include the antenna discrimination toward the various BS’s and this is right because it will represent the real signal level as received by the CPE.  The BS will then build an incompatibility table that will be used to develop the right frame scheduling (separate versus concurrent frames depending on state of overlapping for the CPEs scheduled to be served during the given frames).  This is how the ‘interference-free’ scheduling would be done.  The CBP burst will need to carry the information on which CPEs with related incompatibilities will be scheduled in which frame to avoid collisions at the CPEs but maximize the concurrent transmissions towards ‘compatible’ CPEs to maximize the transmission capacity.

· [Gerald]There is a potential problem, however, for the first CPE that would need to identify a self-coexistence situation at its location because, if the BS’s have their superframe synchronized, the CPE will measure the total signal power coming from the nearby BS’s during the same frame since they have not started to distribute the frames to the various BS’s since they are not yet in self-coexistence mode.  How do we start the process?
2. Distributed SCH (D-SCH) Design
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Fig. 5
Pros

· Resolves the SCH collision problem

· Minimal modification is needed to the current SCH MAC message design on the BS transmission side (addition of one 16 bit parameter to indicate the frame mapping for this BS in the superframe.
· Simple for CPE to access, minimal complexity increase at the CPE side
· [Gerald] CPEs would need to synchronize and decode each superframes sent in the superframe until they recognize their own superframe and acquire the right frame mapping.  The CPEs will need to keep multiple synchronization and AGC settings to be able to monitor these superframes until they capture the ones to which they are associated. 
· [Cheng] rather than keep tracking on multiple frames in parallel, a CPE actually does it in series, i.e., a CPE catches a super-frame preamble, and decodes the BS-ID in the following SCH; If it is not a BS that the CPE can be associated to, the CPE discard this particular timing and search for another super-frame preamble in the timeline; given the information included in the previously decoded SCH, the search process would be more efficient than scanning all 16 frames. (E.g., the CPE capture the super-frame preamble of BS1 in frame 1, the SCH of BS1 tells that the BS1 is allocated with frames 1, 3, 5, 7, 9; since BS1 is not the one to associate, the CPE then tries to capture super-frame preamble around the beginning of frame 2; if a BS2 is allocated with frame 2, 4, 6, 8, 10 and BS2 is either not a BS the said CPE can be associated to, the CPE will continue searching a super-frame preamble around the beginning around frame 11, rather than scanning all the frame. The maximum attempts of searching/synchronization of association BS equals to the number of coexisting cells. Moreover, given the fact that an association BS usually has higher received power than that from others, a CPE can also scan the frame energies in the time domain, and try to synchronize with the frames with maximum power to accelerate the association). In summary, at any given time, a CPE only synchronizes to one BS and maintain only one AGC setting. There is no increased complexity.
· [Gerald] Could the same ordering of BS’s be preserved at the beginning of the superframe so that they know to which frame to go for the first frame belonging to their BS?  Could only one frame be transmitted by each BS at the beginning of the superframe?  Then, each BS should transmit at least one frame per superframe.  If not, the monitoring of all initial frames from other BS’s would be continuously needed instead of only taking place at association.  Another way would be to signal in the current superframe the location of the first frame in the following superframe.  In this case, the frame scheduling would need to be known at least  two superframe in advance.  Assuming that only one superframe is needed to exchange all the information amongst the BS’s through the CBP bursts (still to be proven), then, the system reaction time to track a change in capacity loading amongst these BS’s would be at least 3 superframe (3*160 ms= 480 ms) or almost half a second.  Is this acceptable? 
· [Cheng] First of all, I think in a practical scenario, the frame scheduling would become stable after several rounds of negotiation among the cells and will at least last for several super-frames before any change is necessary; it is not expected to change as frequently as from super-frame to super-frame. Otherwise, tremendous CBP exchange is necessary, especially for the SFN case. Secondly, if a cell is working under coexistence mode, it shall at least transmit one frame during a super-frame, both to maintain the super-frame structure, and to keep its associated CPEs synchronized. If we allow a BS to transmit only one frame every two super-frames, it actually implies that the maximum number of coexisting BSs are 32, that’s too many to be controlled. 16 is already a number large enough. Thirdly, in distributed SCH scenario, there will be a new MAC message, Frame_Switch_REQ, to indicate any frame scheduling change of the present BS. This Frame_Switch_REQ is similar to the message CHS-REQ, which request channel switch in advance in the current draft; I agree that the scheduling should be done in advance to allow the CPEs to acquire the change, in case that the scheduling is done after the last allocated frame in a superframe. Comparing to SFN, the additional delay is one more super-frame (not three): for D-SCH, SF1 is used for scheduling, SF2 is used for broadcasting the information in related cells, and the new scheduling is applied from SF3; for SFN, SF1 is used for scheduling (probably not enough for SFN, refer to neogotiation delay analysis later in this document), and the new scheduling is applied from SF2. Lastly, about the QoS: the frame scheduling change should be triggered by two events: 1st one is a BS joins/quits coexistence, 2nd one is the traffic requirements change for an existing BS; for the 1st case when a BS joins, delay is tolerable when it is doing initialization. For the 2nd case when the data rate requirement changes, probably due to a QoS change, e.g., one user starts a video streaming. One assumption is that before this abrupt QoS change, the previous QoS is satisfied by the previous scheduling; so when a user starts a video streaming, delay during the initial stage to allow new frame scheduling is also acceptable. Moreover, my view is that the QoS cannot be guaranteed under coexistence mode; in a coexistence environment, a good scheduling and a coexistence mechanism are far more important than QoS guarantee, the QoS is satisfied only in a best-effort manner.
· High flexibility in inter-frame scheduling, each cell has its own SCH 
· [Gerald] but the scheduling would still need to be consistent with the other BS’s scheduling to avoid concurrent frame transmission if it addresses CPEs in overlap areas.
· [Cheng] different from SFN approach, where scheduling must be agreed upon among all BSs, the D-SCH actually allows simple negotiation which is on a BS-to-BS basis. E.g., BS1 and BS2 are coexisting: BS1 occupies frame 1, 3, 5, 7, 9,…while BS2 occupies frame 2, 4, 6, 8, …. Then a BS3 joins the coexistence. BS3 firstly monitor the channel and discover the existence of BS1 and BS2, as well as their allocated frames, then BS3 decide to request two frames to BS1, it sends a CBP to BS1 requesting (renting/contending) frame 3 and 9, if succeeded, BS1 release frame 3 and 9 and changes its allocation MAP to frame 1, 5, 7, 11, 13…, and BS3 starts transmission on frame 3 and 9; during the whole process, BS2 is not affected at all, no change would be needed to BS2’s scheduling and transmission.
· No buffer time need, propagation delay can be absorbed by RTG at the end of each frame; synchronization at the CPE is simple comparing to the other two schemes
· [Gerald] the same time buffer as for the SFN case will be needed between each initial frames coming from different BS’s located at various distances from the CPE  and time buffers between each further frames allocated to different BS’s will be needed as in the SFN case.  If the RTG is sufficiently large for the given cyclic prefix, then no additional buffer time would be needed.  If not, a symbol will need to be added for each time buffer to keep the frame size at 10 ms.  This is independent from the way the self-coexistence will be signalled.
· [Cheng] In SFN, there are two kinds of buffer time; one is before & after the aggregated symbols as indicated in Fig. 3 and Fig. 4. In D-SCH, as each frame is exclusively assigned to one BS at a given location, no such buffer needed. The second kind of buffer locates at the end of a boundary frame when the owner of next frame is going to be changed. This buffer is common for all inter-frame sharing schemes. As explained, this buffer could be allocated by an additional symbol, or to be included within the SCW buffer time.
· [Gerald] If monitoring of the various frames at the beginning of the superframe is needed, AGC and sync information about each of this frame will need to be retained for quick refresh at each superframe (see above for possible ways around it. 
· [Cheng] as explained above, a CPE is not going to keep tracking on multiple BSs simultaneously. It will try to synchronize the existing BS one by one for association. Once associated, the CPE only keeps one AGC setting of the associated BS and discard all the frames not belonging to the associated BS (except when detecting SCH/CBPs from other BSs), unless connection is lost. Even during initialization stage, comparing to the AGC setting when CPE detecting CBPs from other BSs during one SCW period, the refresh speed of AGC is more than enough to allow the CPE to scan different frames from different BSs.
· Better co-existence

· To a BS under coexistence mode, the unassigned frames are actually a kind of QP, during which the BS and its associated CPEs can perform sensing, neighbour discovery and inter-BS communication during SCWs; 
· [Gerald] this is true independent of the way the self-coexistence is signalled.  Since these frames will be occupied by other co-channel WRAN systems, sensing of incumbents will need to wait for real quiet periods observed by all coexisting BS’s.
· Since SCH is distributed, it is highly possible that a BS can receive SCH from neighboring cells, which improves the coexistence efficiency; 
· [Gerald] how would this improve if all the information needs to be known in advance for scheduling the frames for each BS?  By the time the BS can capture this information, they would no longer need information on the current superframe but would need information for the future superframes and this would be carried by the CBP bursts.
· [Cheng] in D-SCH, each BS transmits unique SCH which carries the unique information of itself, e.g., frame scheduling information. Taking the previous example again, BS1coexists with BS2 and then BS 3 joins; BS3 negotiates with BS1 on frame sharing, BS2 may not be able to be aware of this. Then BS1 and BS3 start transmission according to the newly negotiated frame sharing scheme, the BS2 then can capture the change by detecting the SCHs from BS1 and BS3. In other words, BS1/BS3 do not need inform the new scheme to BS2 through CBP, BS2 can capture the change through SCH, this saves the load in CBP.
Cons

· More overhead
· More overheads needed in the DL frame, however, on the other hand, D-SCH would save much more SCW overhead since less CBP transmission is necessary, for both the kind of CBP targeting for coexistence negotiation, and the kind of CBP targeting for local information broadcasting only.
· See more detailed analysis later in this document;
· Non-timely QP and SCW information 

· The QP and SCW scheduling for the current super-frame cannot be known by the CPE before it receives its first allocated frame in the super-frame;

· This is actually not a serious problem, see more detailed analysis later in this document;  
· [Gerald] It could be a problem when a long quiet period for capturing the complete payload of the TG1 beacon is needed, instead of being able to define a quiet period which corresponds to the entire superframe less the superframe preamble, the frame preamble, the SCH and the time buffer, i.e., 4 symbols (160 ms-4*333 usec = 158.667 ms), the maximum quiet period would be reduced by the number of frames allocated to each coexisting BS.  If the signalling of the scheduling of these first frames for each BS is done in the previous superframe, then, the quiet period could be longer but the BS’s would then need to skip an entire superframe.  Would the CPEs be able to live with it? 
· [Cheng] for a cell in D-SCH mode, when at least one frame is allocated for it in a super-frame, the frame starts with a super-frame preamble and a frame preamble, which are enough for correcting any running-off in synchronization during the quiet period.
· Chained Effects
· [Gerald]The scheduling of the various frames to be sent by the BS’s will still need to consider all the coexisting BS’s through the CBP bursts and the related propagation delays to keep a sufficiently large time buffer between frames coming from different BS’s; A maximum number of chained BS’s will be needed to limit the scheduling time for the BS transmissions per superframe.
· [Cheng] in D-SCH mode, every BS sends its own SCH, which carries the individual information only. Each BS is only aware of neighbouring cells from whom it can capture SCH/CBP. A BS needs not to be aware of those BSs far away from it so that no SCH/CBP could be captured. A BS does not need to relay one neighbour’s information to another. There is NO chained effect at all.
3. TDM-SCH (in the 1st frame) Design
(not being proposed, just for completeness)
Description
· SCH are not aggregated in the same OFDM symbol, but transmitted by different BSs during the 1st frame;
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Fig. 6
Superframe and frame preambles would need to be transmitted before each SCH indicated in the figure to allow for proper synchronization and channel training to allow proper decoding of each SCH coming from different BS’s located at different distances from the CPE.
Pros

· No SCH collision

· More timely QP and SCW scheduling
Cons

· Aggregated super-frame make the detection of SCH more difficult because of the short time period to successively adjust the AGC for each preambles and SCH and acquire successive synchronizations and channel training from the various BS’s located at different distances from the CPE (see below);
· Much more buffer time is needed since it cannot take advantage of the RTG between each frame;
· CPE accessing complexity

· CPE needs to detect multiple SCHs from different BSs (i.e., with different propagation delay) within one frame; how to resolve the synchronization problem;  (by keeping the AGC and sync values for each SCH in registers and keeping refreshing it every superframe, this will need multiple and successive re-synchronizations on different closely spaced bursts in the firs frame of the superframe.
· It is actually an intra-frame sharing mechanism, which violates the motion that the granularity of coexistence resource sharing is one frame, which was passed during the May meeting in 2008.
4. Removal of the superframe structure
(not being proposed, just for completeness)

The mention has been made during discussions of removing the superframe structure from the standard and carry the needed SCH information as part of the frames.  The lost of the superframe structure would no longer allow quiet periods longer than a frame (less its frame preamble and FCH and mapping information) for sensing incumbents.  It would also preclude coexistence of multiple BS’s on the same channel since the frame mapping among te 16 frames of a superframe to share the resource among BS’s in the same channel would no longer be available 

Selected Concerns

· Structure of a superframe in a self-coexistence context
· [Gerald] Unlike a normal superframe which will be constituted of sixteen 10ms frames for a total length of 160 ms, the self-coexistence superframe may still need to be 160 ms but because of additional time buffers required between frames that will come from different BS’s at different propagation distances, the effective frame length may need to vary to be able to absorb these extra time buffers.  Another possibility is to keep sixteen 10ms frames per superframe but extend the superframe to accommodate the extra time buffers.  A more simple solution will be to keep the superframe at 160 ms and frames at 10 m and reduce the number of active symbols per frames to accommodate the extra time buffers.
· Need for time buffers between frames coming from different base stations:

· a time buffer will be needed before the first frame coming from a different BS to absorb the time difference in the arrival of the last symbol from the possibly distant BS to which the CPE is associated and the arrival of the next frame from a nearby BS. (from #8-137r2).

· In order to allow for operation of a CPE with a BS at a distance of up to 100 km, the time buffer before the frame coming from a different BS will need to be some 333 μsec unless it can be reduced based on the fact that the signal level coming from a distant BS would be received at the CPE at a lower level.  This may not be the case all the time, i.e., the distant BS is received line-of-sight at the CPE while the closer ones are attenuated through trees.  The RTG will therefore need to be augmented by a fraction of a symbol to allow for the proper time buffer.  If the frames have to be kept at 10 ms, te RTG will need to be augmented by a full symbol time.

· a time buffer will also be needed following the last frame coming from different BS’s to absorb the time difference in the arrival between these frames from distant BS’s and the arrival of the first frame coming from the nearby BS to which the CPE is associated.

· Even though the interfering BS’s may be located at much larger distances that 100 km, the fact that the wanted frame comes at higher amplitude from a nearby BS (although higher modulation levels are likely to be used) would tend to indicate that protecting for excess delays corresponding to shorter distances such as 100 km would be sufficient because of the likely sizeable signal attenuation on the distant signals.  The same time buffer as for the previous case would seem to be sufficient, i.e., 333. In order to allow for operation of a CPE with a BS at a distance of up to 100 km, the time buffer before the frame coming from a different BS will need to be some 333 μsec.  The extension of the RTG as indicated in the previous item would therefore be sufficient to cover for this case.
· [Cheng] Agree. According to the analysis in #08-198r0, CPE-to-CPE CBP transmission is unreliable and heavily relies on CPE density and geo-location. We may rely more on BS-to-BS CBP transmission in a practical environment. This requires larger buffer time be designed in SCW to absorb the CBP propagation delay from other BSs. Regarding the situation here in inter-frame sharing, if a frame ends with a SCW, the buffer time included in SCW can already compensate for the delay. If a frame schedules no SCW, it needs to allocate one more OFDM symbol for buffering time; if a frame schedules a SCW, it does not need extra buffer time.
· Need for proper preambles at the beginning of a series of frames coming from the same BS

· It is assumed that in order to be able to recover the synchronization and channel training for the first frame coming from a different BS, both superframe and frame preambles will be needed at the beginning of the first frame coming from a BS.  However, only the frame preamble would be needed at the beginning of the succeeding frames as in the regular superframe.  Also, the extended time buffer would not be needed either in this case.  For efficiency purposes, frames coming from the same BS should be grouped together in a superframe to limit the number of time buffers but the QoS requirement for real-time applications would tend to split these successions of frames to allow regular access to the medium to the various real-time communications.

· CPE initialization procedure
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Fig. 7 CPE initialization procedure for SFN
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Fig. 8 CPE initialization procedure for D-SCH
· Overhead cost
Additional overhead costs are converted into equivalent data rate assuming QPSK modulation, 1/2 rate coding, and 1440 effective carriers for one OFDM symbol. N is the number of coexisting BSs.
	
	SFN
	D-SCH

	Super-frame preamble
	1 common super-frame preamble; comparing to normal mode with only one BS, no additional overhead
=0 bps
	N super-frame preambles for N BSs

=N*10.5 kbps; comparing to normal mode with only one BS, N-1 additional super-frame preambles
=(N-1)*1440/160=9(N-1) kbps

	Frame preamble
	1 common frame preamble + N frame preambles for N BSs, one additional frame preamble for each super frame
=9 kbps
	N frame preambles for N BSs, no additional overhead
=0 bps

	SCH
	1 common symbol, no extra overhead
=0 bps
	N SCH for N BSs, N-1extra SCHs
=9(N-1) kbps

	BS mapping table
	The size of table = 8 bit (message type) + 8 bit (Length) + N* [4 bit (BS index) + 48 bit (BS-ID)] = 16+52N bits;

Assume the table to be transmitted every 1s, equivalent overhead
=16+52N bps
	BS-ID already included in SCH
=0 bps

	Buffer before & after the aggregated symbols
	To absorb 60km distance delay, half OFDM symbol duration before and another half after, resulting in 1 symbol in total

= 9 kbps


	No buffer needed
= 0 bps

	 Buffer after each switching frame (assuming the frame scheduling switches from one to another)
	1. Maximum overhead: Assume each BS schedule at least one active SCW and N-1 passive SCWs, the maximum additional cost is 16-N symbols for N<16. Max overhead=(16-N)*9 kbps for N<16

2.  Minimum value: all frames schedule SCWs, no additional cost. Min overhead= 0 bps

	Cost for MAC message Frame_Switch_REQ 
(8 bit message type + 16 bit new frame scheduling + 8 bit switch count =32 bits)
	No Frame_Switch_REQ needed
=0 bps
	1. Max: frame scheduling changes from super-frame to super-frame: 32bit/160ms*N=200N  bps
2. Med: frame scheduling changes every 1 second on average: 32 bits/1s*N = 32N bps

3. Low: frame scheduling changes every 10 second on average: 32 bits/10s*N=3.2N bps

Comparing to other cost, this cost is neglectable, take 200N bps for calculation.

	
	
	

	Overall cost
	Max: (18-N)*9000+16+52N bps
Min: 18000+16+52N bps
	Max: (N+14)*9000 +200Nbps
Min: (N-1)*18000 + 200N bps


The overall cost is compared in the following figure:
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Fig. 9 Additional overhead cost for SFN and D-SCH

The D-SCH scheme would cost more overhead in DS-frame that that in SFN scheme, since each BS needs one extra OFDM symbol to transmit its unique SCH.
· On # of possible coexisting cells
Most probably, the shortage of channel is caused by incumbent’s existence. E.g., a TV station is broadcasting on most of the TV channels and thus leave WRAN only one channel to operate. The following figure illustrate an exemplary scenario of coexistence: two operators deploy two WRAN systems (in black and blue colours, respectively.) in the same area, each cell with 16km radius; the coverage radius of a 1MW TV station is 100km. When the TV station starts broadcasting on most of the channels and leaves only one channel for the WRANs. There are almost 90 to 100 WRAN cells need to coexist on one TV channel within the TV’s coverage.

[image: image10.emf]200km


Fig. 10
· Negotiation Delay and SCW cost Analysis
· Two examples are given to illustrate the possible negotiation delay incurred in SFN and D-SCH. Assuming four BSs.
· The coexisting BSs are assumed to have set up SCW regular patter already. E.g., BS1 occupies SCW slot 1 out of every 8 frames, BS2 occupies SCW slot 2 out of every 8 frames,… etc. Each BS only sends CBP on their allocated active SCW slot, while scheduling passive SCW slots for all the other frames.
· Example 1:

[image: image11.emf]1

2

4

3

5


Fig. 11a

[image: image12.emf]BS1

BS2

BS3 BS4 BS5

Frame_Request

Frame_Scheduling 1

Frame_Scheduling 1

SCW Slot 5

SCW Slot 6~8

SCW Slot 1

BS1 CBP

BS2 CBP SCW Slot 2

SCW Slot 3

SCW Slot 4

SCW Slot 5

Frame_Scheduling 2

SCW Slot 6~8

SCW Slot 1

SCW Slot 2

SCW Slot 3

SCW Slot 4

SCW Slot 5

SCW Slot 6~8

Frame_Scheduling 3

Frame_Scheduling 3

Frame_Scheduling 4

Frame_Scheduling 4

Acknowledgement on 

Frame_Scheduling 4

SCW Slot 1

SCW Slot 2

Acknowledgement on 

Frame_Scheduling 4

Acknowledgement on 

Frame_Scheduling 4

Delay = 22 frames

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

BS1

BS2

BS3 BS4 BS5

Frame_Request

Frame_RSP1

Frame_RSP2

BS1 CBP

BS2 CBP

Acknowledement

Delay = 9 frames

.

.

.

.

.

.

.

.

.

.

.

.

SFN

D-SCH

Fig. 11b

SFN case:

1. BS5 initializes a frame-scheduling change request, the request is received by BS3 and BS4;

2. BS3 responses to the request by proposing a new frame-scheduling scheme 1, and broadcasts it to BS2, 4, 5 during its next scheduled active SCW;

3. BS4 agrees on scheme 1 and forwards it to BS 1, 2, 3, 5 as well as its acknowledgement;

4. BS5 is not satisfied with scheme 1, and proposes scheme 2 and forwards;

5. BS1 is not satisfied with scheme 1, either, since scheme 1 takes over its previous assigned frames or, there is a local QoS change in BS1. Thus, BS1 proposes scheme 3;

6. The process goes on, until a frame-scheduling scheme is accepted by all the BSs, and each BS needs to make sure that all coexisting BSs have agreed upon the present scheme, i.e., each BS needs to collect acknowledgements from all other BSs before they start to transmit according the new frame scheduling schme.
D-SCH case:

1. BS5 initializes frame-scheduling change requests after discovering BS3 and BS4; e.g., the CBP contains a renting request for frame 3 and 9 from BS3, and another contention request for frame 5 from BS4;  the request is received by BS3 and BS4;

2. BS3 responses to the request, agreeing to the renting request during its next scheduled active SCW;

3. BS4 responses to the request, rejecting the contention request during its next scheduled active SCW;

4. BS5 sends acknowledgment on the responses;
5. BS5 is ready to set up communication from next super-frame;
· Example 2:
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Fig. 12b


[Cheng] Should there be more existing BSs, the negotiation process of SFN becomes even more complex and will incur huge delay and CBP overhead, not to mention the case when around one hundred BSs coexisting as illustrated in Fig. 10. Though SFN saves more overhead in the DL, it needs much more SCWs (4~5 OFDM symbols in one frame) to be scheduled to exchange CBP, it actually introduce much more overheads.
· Timing of QP information

· [Cheng] If the QP is broadcast during the 1st frame allocated to the specific BS, CPEs can acquire the QP scheduling during that frame;

· How would WRAN/CPE behave after acquiring the QP scheduling information under coexistence mode?

· Option 1: CPE do sensing locally during the scheduled QP, following the CPE automaton;

· If the CPE knows the unassigned frames are QP, it may probably schedule incumbent sensing; (SFN)
· If the CPE cannot acquire that the unassigned frames are QP, it will do SCH/CBP detection during the period; (D-SCH)
· it is quite possible for a CPE to detect a CBP from a neighbour cell carrying the QP scheduling information, (if not all frames, especially the first a few frames are scheduled as QP) and thus acquires the QP information before its 1st allocated frame;
· Option 2: BS schedules CPE to do specific sensing during QP; however, BS cannot send sensing request before its 1st allocated frame;

· If the QP is assigned before the 1st allocated frame for a certain BS and the BS needs to schedule specific sensing for its CPE, it must be done during the last super-frame. This is true for both SFN and D-SCH;
· The QP scheduling of current super-frame is determined at least at the end of the first frame allocated to the given BS; if specific sensing scheduling is needed, a BS can inform its associated CPEs for all the remaining frames of the superframe; 
· [Gerald] It cannot indicate scheduling of QP’s in the following superframe since the complete frame allocation will not be established for all the BS’s before the start of the next superframe. Another option would be that the frame allocation carried in superframe “N” is for the superframe “N+1”.  This would allow pre-scheduling but would reduce the flexibility of the WRAN systems to quickly adjust to data traffic changes.  For example, the coexistence capacity negotiation among the BS’s would need to be done with the CBP burst exchange during the superframe “N-1” so that this allocation can be transmitted to the CPE’s in superframe “N” and finally applied in superframe “N+1”.  This means that the traffic requirements provided by the CPE’s during superframe “N-2” will be ‘integrated’ at their respective BS and exchanged among coexisting BS’s during “N-1” so that the BS’s signal the resulting frame allocation to their CPEs in “N” so that such allocation can take place during “N+1”.  This would mean that the time between the signalling of the change in capacity requirement from the CPE (e.g., a request for a video download) and the time where the resulting new frame allocation can take place would be at least 3 superframe later, that is 480 ms or almost half a second later.  Does this provide sufficient agility for a data network?  This delay will also apply for the scheduling of a quiet period from the time a CPE signals the need for a quiet period to its BS to the time where this quiet period is actually scheduled.  Since the time to sense a wireless microphone and move out of the channel is 2 sec., this 0.48 sec is not negligible.
· [Cheng] though related, the QP scheduling is different from frame scheduling based on traffic/QoS balancing among the cells. We should not mix QP scheduling and frame scheduling here. A BS will schedule a QP when it feels necessary for incumbent detection regardless of its QoS. The procedure is: BS1 schedules a QP, and then broadcast the schedule through SCH/CBP; when neighbouring cells receive the SCH/CBP, they just follow the QP scheduling of BS1, even if the QP scheduling hurts their QoS, and broadcast the QP scheduling to its associated CPEs. Considering the CBP transmission delay, as well as the relayed broadcasting by neighbouring cells (e.g., after receiving the QP scheduling from BS1, BS2 needs to transmit QP scheduling again through its own SCH/CBP, so that BS3 can receive it and follow, in the case that BS3 cannot receive SCH/CBP directly from BS1), the QP must be schedule long enough before it actually starts. When being distributed either through SCH/CBP among the coexisting BSs, the QP comes along with a down-counting number indicating the start of the QP.
· [Gerald] Another factor to consider is that if the bit mapping in superframe N is for the frame mapping in superframe N+1, this means that each BS will need to be assigned at least one frame in each superframe to be able to carry the mapping of the next superframe even if there is no traffic carried.  A base station could not skip a superframe in this case.  The longest QP possible in a superframe will therefore be: 160 ms – number of coexisting BS’s.
· [Cheng] if the frame scheduling MAP information is pointing to next super-frame, the QP information is also pointing to next super-frame. And still frame scheduling is rather independent of QP scheduling. It is possible some or all of the scheduled frames for a BS are designated as QP. E.g., during SF N, BS would broadcast that frame 2 in SF N+1 is the scheduled frame; however, the QP information also indicates that frame 2~4 would be QP; CPEs would receive both messages and knowing that though frame 2 in SF N+1 is assigned for its associated BS, it would actually be a QP. It is possible to allocate the whole SF as QP, as long as it is scheduled on the SF before that. Comparing to SFN, the additional delay from the point that every coexisting BS acquires the information to the point when QP is applied is one super-frame, 160ms. And again, when scheduling QP, QoS would not be the primary factor to be considered, under coexistence mode, no QoS could be guaranteed, the WRAN could only try to maximize the QoS with best effort.
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· For D-SCH, the only inefficiency occurs with the QP scheduling for next super-frame of present cell cannot be determined before the transmission of the last frame in current super-frame

· It is a rather corner case 
· [Gerald] not really, an extra superframe delay would be needed all the time to allow it to work this way.
· [Cheng] QP must be scheduled long enough before it actually starts to improve the efficiency, even in normal mode. The QP scheduling must be broadcasted to the proposing BS’s neighbour cells, and even those BSs in the 2nd or 3rd tiers, informing them to be quiet during the scheduled QP if they work in-band, as well as allowing them to re-schedule their traffic considering the coming QP.
· It can be compensated by CPE local automaton 
· [Gerald] unfortunately not, as seen above because the other frames being used by other BS’s will not allow incumbent sensing.
· [Cheng] if a CPE does not know if the present frame is a QP or a frame assigned to other BSs, it assumes the latter and performs neighbour discovery. In the case of a neighbour cell is discovered, the information from the neighbour will tell the CPE where the QP is.
· In summary, under coexistence mode, if QP scheduling information of the present cell is broadcast during the 1st frame in a super-frame, or in the 1st allocated frame, has no significant effect to sensing performance; 
· [Gerald] see the total 0.48 sec delay is scheduling the QP from the discussion above.
· [Cheng] also see the comments above. Moreover, to increase the sensing performance during the QP, it would be preferable for the BS to schedule its CPEs for specific sensing rather than relying on their local automatons. To schedule sensing, BS still needs to send sensing requests to selected CPEs during an assigned frame before the QP starts. If the QP in a super-frame starts before the 1st frame assigned to a BS, this BS still needs to send those sensing requests during the last superframe.
A summary table is given below:

	
	SFN
	D-SCH

	Chained Effect
	Yes
	No
(Each BS has its unique SCH.)

	Complexity and delay of frame Negotiation
	High
(1. In CBP, each BS not only transmits its own information, but also relays information from discovered neighbours; 
(2. Every BS must agree upon a common frame scheduling before it could be applied, a large number of scheduling requests and acknowledgements shall be exchanged among all the coexisting BSs, resulting in heavy CBP load and negotiation delay.
	Low
(1. Each BS only transmits its own information;
(2. Any frame scheduling change takes place only between two BSs rather than among all of them; the new frame scheduling can be applied once the two BSs accomplish the negotiation, regardless of other coexisting BSs.

	Complexity for CPE Initialization
	High
(Refer to Fig. 7&8)
	Higher??
(Refer to Fig. 7&8)

	Delay for CPE Initialization
	High

(a CPE need to wait several superframe to download the BS-ID table before it can performing initialization.)
	Lower
(a CPE scans frame 1 first, if it is not a BS could be associated to, it continues to scan frame 2; maximum delay is one superframe before it finds its BS to associate)

	Additional Buffer Time in the first frame
	Yes
(Refer to Fig. 5)
	No
(Refer to Fig. 5)

	Complexity of AGC design
	no serious problem for both

(Considering the fact that AGC can track received power change very fast on-the-fly, as well as the fact CPEs need to detect CBP packet from others, which implies the CPE needs to adjust its AGC level frequently and quickly, the AGC design should not be a problem for both SFN and D-SCH.)

	Delay of BS-ID acquisition
	High
	Low

	Overhead in DL frame
	Low
	High

	Overhead by scheduling SCWs
	High
(more SCWs need to be scheduled to carry CBP.)
	Low

(Less CBPs are needed for frame scheduling; moreover, even more CBP could be saved since the SCH by each BS is able to be caught by neighbours, saving more SCWs, which are big overhead toward the system’s service)

	Efficiency on QP Scheduling Broadcast
	High 
	Lower
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