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Description of the turbo code

In this part, the turbo code is described, taken from 22-07-0030-01.

Turbo Encoding
The turbo encoder is an 8-state turbo encoder, as depicted on Figure 1. It uses a double binary Circular Recursive Systematic Convolutional (CRSC) code. The most significant bit of the first byte of the useful payload is assigned to A, the next bit to B, and so on for the remaining of the data burst content. The encoder is fed by blocks of k bits or N couples (k=2*N bits). N is a multiple of 4 (k is a multiple of 8).
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Figure 1 : Encoder block diagram
The polynomials, which shall be used for the connections, are described in octal and symbolic notations as follows:

· for the feedback branch: 15 (in octal), equivalently 1+D+D3 (in symbolic notation);

· for the Y1 and Y2 parity bits, 13, equivalently 1+D2+D3; 

The input A shall be connected to tap “1” of the shift register and the input “B” shall be connected to the input taps “1”, D and D2. 

After initialisation by the circulation state 
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, the encoder shall be fed by the sequence in the natural order with incremental address i = 0,…,N-1. This first encoding is called C1 encoding. 

After initialisation by the circulation state 
[image: image3.wmf]2

c

S

, the encoder shall be fed by the interleaved sequence with incremental address j = 0,… N-1. This second encoding is called C2 encoding. 

The function ((j) that gives the natural address i of the considered couple, when reading it at place j for the second encoding, is given in clause 1.2.

Turbo Code Permutation

The permutation shall be done on two levels:

· the first one inside the couples (level 1),

· the second one between couples (level 2),

The permutation is expressed in the following algorithm.

· Set the permutation parameters P0, P1, P2 and P3.

For MPEG2-TS packet size (188 bytes): P0 = 19, P1 = 376, P2 = 224 and P3 = 600.
· j = 0,… N-1.
· level 1


if j mod. 2 = 0, let (A,B) = (B,A) (invert the couple)

· level 2

· if j mod. 4 = 0, then P = 0;

· if j mod. 4 = 1, then P = N/2 + P1;

· if j mod. 4 = 2, then P = P2;

· if j mod. 4 = 3, then P = N/2 + P3.

· i = P0*j + P + 1 mod. N
The interleaving relations shall satisfy the odd/even rule (i.e. when j is even, i is odd and vice-versa) that enables the puncturing patterns to be identical for the two puncturing levels. 

Rates & Puncturing Map

Four code rates are defined  : R=1/2, 2/3, ¾, 5/6. 

These rates shall be achieved through selectively deleting the parity bits (puncturing). The puncturing pattern defined in Table 1 shall be applied.

	Code Rate
	Puncturing vector

	1/2
	Y = [1 1 1 1 1 1]

	2/3
	Y = [1 0 1 0 1 0]

	3/4
	Y = [1 0 0 1 0 0]

	5/6
	Y = [1 0 0 0 0]


Table 1 : Puncturing patterns for turbo codes (“1”=keep, “0”=delete)
In Table 1, the value “1” means that the bit shall be kept, while the value “0” means that the bit shall be deleted.  The puncturing patterns shall be identical for both codes C1 and C2.
Decoding Algorithm 

This section gives an overview of the decoding algorithm and architecture.

Parameters

The notations adopted for the main parameters of the encoder and decoder are given here. Their default value is also given. If no mention of the contrary, the default value stated here is applicable:

	Parameter
	Name
	Value

	Maximum payload size (bits)
	Kmax
	1536

	Minimum code rate
	Rmin
	1/2

	Quantization input bit LLRs
	wd
	5

	Quantization extrinsic data
	wz
	5

	Quantization metrics
	wm
	9

	Sliding window size
	L
	32

	Number of states
	Ns
	8

	Number of iterations
	ITmax
	8

	Decoder clock frequency
	Fck
	200

	Number of SISO modules (parallelism)
	P
	4


Table 2 : Parameters and notations

The SISO decoder

The basic component decoder is called a Soft-Input Soft Output module (SISO). A symbol SISO module is required for optimal performance. A symbol is defined as a couple of bits S = (A,B). The purpose of the SISO module is to compute a set of 4 symbol extrinsic information for each symbol : The extrinsic corresponding to A=i and B=j is denoted Leij.

The SISO module implements a Max-Log MAP algorithm using forward metrics ( and backward metrics (.

For each k = 0..N-1, and each state s =0 to 7, the metrics are computed recursively using :
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The branch metrics ck are computed with the channel observations 
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, their respective binary value A, B and Y on the branch, and the extrinsic value produced by the other SISO module used as a priori information 
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The extrinsic value is then obtained 
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where ckp is the following (a priori) part of the branch metric :
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Decoder architecture

The architecture of the decoder is shown in Figure 2. Alternative decoder architectures can be adopted, leading to different complexity results.

The main components are :

· two memories storing input bit LLR samples, each one containing 1 frame ;

· an extrinsic memory containing the extrinsic data for 1 frame.

· P SISO modules working in parallel ;

· a memory containing the decision bits for 1 frame.
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Figure 2: architecture of the decoder

The turbo decoder permutation allows for such a parallel implementation. Each of the shared memory of size w words by b bits (input samples and extrinsic memories) is split into P sub-memories, each of size w/P words of b bits. 

Each SISO implements a sliding window algorithm with a window size of L trellis steps. A memory of L backward metrics is contained into each SISO module. A SISO module contains a backward recursion unit, a forward recursion unit and a symbol extrinsic computation unit. 

A decoding iteration consists in two successive half iterations. The same P SISOs are used successively to perform each one of the two half-iterations, as illustrated in Figure 3 for the case P=2.
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Figure 3 : sliding window processing (case P=2)

Each SISO decodes 2 bits per clock cycle per half-iteration, resulting in the following overall decoder throughput (in decoded bits/sec):
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Notes :

· the impact on throughput due to pipe-lining and frame overhead processing has not been taken into account. 

· the interleaving / deinterleaving units are not represented. However the complexity estimate take these units into account.

Complexity estimate – Max Block Size = 2048 bits

This section gives a complexity estimate, in terms of :

· number of operators and memory

· ASIC surface
	Max. payload size Kmax (bits)
	min. code rate R
	max. coded block size (bits)

	1536
	3/4
	2048

	1365
	2/3
	2048

	1024
	1/2
	2048


Table 3 : Second set of block size and code rate constraints

Number of operators and memory bits

This section gives the number of operators needed per decoded bit as a function of the code and decoder parameters listed in Table 2, amended by the constraints stated in . The memory requirements are also addressed.

Number of operators 

This section details the computation requirements for each SISO trellis step, and derives the computational requirements needed for each turbo decoded bit.

A backward or forward trellis steps require each:

· the computation of the set of branch metrics : 14 adders

· for each of the 22.Ns branches:

· addition of a branch metric to a state metric : 4 adders

· for each of the Ns states :

· selection between 4 concurrent metrics, i.e. 3 max( )

The extrinsic information computation requires for each trellis step :

· for each of the 22.Ns branches:

· addition of forward and backward metrics

· for each of the 22 symbols:

· a max over Ns values : Ns-1 max( )

· a subtraction of the a priori metric.

· selection of the min. value and substation from all 4 values : 3 max() and 4 adders

The hard decision is needed only for the last half iteration, and is the result of a comparison between 4 symbol a posteriori values, which are intermediate results of the extrinsic computation. The additional complexity required is then 3 max() operations.

The following table gives the summary of the complexity in terms of logic operators, as well as the total number of operators per decoded bit per iteration, taking into account that :

· 2 bits are decoded per trellis step, 

· 2 SISOs are needed for 1 iteration

	
	Sum 
	Max

	Backward
	22.Ns+14 = 46
	3.Ns = 24

	Forward
	22.Ns+14= 46
	3.Ns= 24

	Extrinsic
	22.Ns+4 +4= 40
	4.(Ns-1) +3= 31

	Hard decision
	0
	3

	Total per trellis step
	132
	79

	Total per decoded bit per iteration
	132
	79

	Total per decoded bit (8 iteration)
	1056
	632

	Total per decoded bit (5 iteration)
	660
	395


Table 4 : Number of operators
Memory requirements

The different memory blocks needed are listed below. The resulting memory need for a turbo decoder is given in table 6.

	Name
	heigth (words)
	width (bits)
	size (bits)
	instances needed

	input samples - systematic
	768
	10
	7680
	2

	input samples - redundancy
	512
	10
	5120
	2

	extrinsic
	768
	17
	13056
	1

	sliding window
	32
	72
	2304
	6

	decision bits
	768
	2
	1536
	1


Table 5 : Memory blocks

	P
	total memory (bits)
	memory bits per decoded bit (case 1536bits)

	4
	49408
	32,1


Table 6 : Decoder memory requirements

	Memory
	Type

	input samples memory
	SinglePort RAM

	extrinsic memory
	DPRAM

	sliding window memory
	SinglePort RAM


ASIC oriented complexity

Parallelism degree

An assumption of 200 MHz has been taken as clock frequency, which is conservative for technologies of 0.13um and beyond.


Using the architecture described above, the required parallelism degree of 4 is needed to achieve decoded bitrate of 100 Mbps at 8 iterations (100 Mbps allows for future channel aggregation and/or bonding).  Higher degrees of parallelism is also possible to higher datarates.
Complexity figures

The complexity of the turbo decoder corresponding to a parallelism degree of 4 is given in the following table. These results are based on post-synthesis results, using a 0.13um technology of average density of 222 kgates / mm2. The respective proportion associated to logic and memory is also given.  This corresponds to less than 200 kgates.

	parallelism 

degree P
	decoder 

complexity (mm2)
	logic

(%)
	memory

(%)
	decoded 

bitrate @ 8 it.
	decoded 

bitrate @ 5 it. 

	4
	0.836
	43
	57
	100
	160


Table 7 : complexity figures, 0.13um technology
Latency

The decoding latency T depends on the frame size k (in bits) , the number of decoding iterations Nit , the decoder clock frequency Fck (Hz) and the parallelism degree P as follows :
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Note that the decoding time is not dependant on the code rate.

The following tables give the decoding time associated to different block sizes(1024, 1365, 1536 payload bits), for different number of iterations. A clock frequency of 200 MHz has been used :

	parallelism degree

P
	Iterations

Nit
	Decoding Time T (us)

	
	
	1024 bits
	1365 bits
	1536 bits   

	4
	5
	6.4
	8.5
	9.6

	4
	8
	10.2
	13.7
	15.4


Table 8 : decoding time, 1024, 1365, and 1536 payload bits
Note that the frame transmission time, being not dependant on the decoder, has not been taken into account.
Abstract


This document describes the complexity of a decoder implementation for the duo-binary turbo code, as described in document 22-07-0030-01.  These post-synthesis ASIC results were obtained in December 2004.
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