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1 Introduction
This document contains the proposed normative text updates to the self-coexistence mechanisms in the current 802.22 draft standard document. 
2 Frame Formats

Replace the content of clause 6.6.1.2 by the following text:
6.6.1.2 Beacon
There are two types of beacon frames that can used for intra-BS and inter-BS communications. The BS beacon is used only for intra-BS communication, and it is defined as the superframe header (discussed in 6.5.1) which is transmitted by the BS in the beginning of every new superframe. The BS beacon is transmitted only by the BS. For inter-BS (alternatively, inter-WRAN) communication, CBP beacon packets (discussed in 6.21.2.1) are employed and which can be transmitted by CPEs and BSs.
CBP packets are transmitted with the goal of improving self-coexistence amongst nearby 802.22 cells. These packets are transmitted under the control of the BS during an active self-coexistence window and share the same beacon MAC header as described in Table 8. Since their goal is to improve self-coexistence, these CBP packets are sometimes referred to as self-coexistence beacons.

Overall, the CBP packets provide information about the current cell as well as the CPE’s traffic flows with its BS. Specifically, conveying the information about the traffic flows of a CPE with its BS is the responsibility of the Beacon IE (see 6.6.1.2.1.1), which is carried in the CBP packet payload and shall appear in every CBP packet transmitted by a CPE.

Table 8 —Beacon MAC header format

	Syntax
	Size
	Notes

	Beacon_MAC_Header_Format() {
	
	

	Frame Number
	8 bits
	The frame number in which this message is transmitted. See definition in Table 26

	Transmission Offset
	8 bits
	Indicates the offset (in units of slots) relative to the start of the first slot of the PHY PDU (including preamble) where the current frame (i.e., the beacon itself) is transmitted. The time instants indicated by the Transmission Offset values are the transmission times of the first slot of the beacon including preamble (if present).

	BS ID
	48 bits
	Address that uniquely identifies the BS to which this CPE is associated with

	Number of Channels for Backup
	8 bits
	See Table 26.

	For (i=0; i < Number Channels for Backup; i++) {
	
	List of backup channels in order of priority to be used by CPEs in case of loss of communication with the BS due to incumbents. The backup channels shall be a disjoint set with the current operating channels.

	Channel Number for Backup [i]
	8 bits
	See Table 26

	}
	
	

	Length
	8 bits
	See definition in Table 6

	HCS
	8 bits
	See definition in Table 6

	}
	
	


6.6.1.2.1 CBP Information Elements
CBP packets can carry in the payload one or more information elements, which are described in Table 9. The CBP packets transmitted by CPEs shall carry at least one beacon IE (see Table 10) in their payload, since it provides the basic information required to enable self-coexistence. CBP packets transmitted by the CPE may also carry a single DS/US Boundary IE. CBP packets transmitted by the BS shall carry at least one DS/US Boundary IE, and may also carry one or more Beacon IE.
Table 9 —CBP IEs

	Element ID
	Name

	0
	Beacon IE

	1
	DS/US Boundary IE

	2
	BS IP Address IE

	3
	Inter-BS Capabilities IE

	4
	CC_REQ IE

	5
	CC_REP IE

	6
	CC_ACK IE

	7
	RR-REQ IE

	8
	RA-RSP IE

	9
	RA-ACK IE

	10
	RC-REQ IE

	11
	RC-RSP IE

	12
	RC-ACK IE

	13
	RE-REQ IE

	14
	RE-RSP IE

	15
	RE-ACK IE

	16
	RS-SEM IE

	17
	RS-ADV IE

	18
	BS Channel Parameter IE


6.6.1.2.1.1 Beacon IE
The Beacon IE is described in Table 10. The beacon IE provides necessary and sufficient information about the CPE’s traffic reservations with the BS (CPEs with no traffic reservations with the BS need not transmit CBP packets). At least one Beacon IE shall be included in every CBP packet transmitted by CPEs. Stations (either CPEs or BSs) belonging to other 802.22 BSs and who receive a CBP packet, can then improve coexistence amongst BSs through a variety of mechanisms such as interference-free scheduling. 
Table 10 —Beacon IE format

	Syntax
	Size
	Notes

	CPE_Beacon_IE_Format() {
	
	

	Element ID
	8 bits
	

	Length
	8 bits
	

	Direction
	1 bit
	Indicates whether this reservation is for Upstream direction (set to 0) or Downstream direction (set to 1)

	Reserved
	4 bits
	Reserved

	Frame Offset
	8 bits
	Indicates the offset (in units of slots) of this CPE’s reservation with the BS (whether DS or US) relative to the start of the first slot of the PHY PDU (including preamble) where the frame is transmitted. The time instants indicated by the Frame Offset values are the transmission times of the first slot of the CPE reservation including preamble (if present).

	Duration
	8 bits
	Indicates the duration (in units of slot duration) of this CPE’s reservation with the BS (whether DS or US)

	CoS
	3 bits
	Indicates the priority of the reservation, defined as per 802.1D

	Channel Number
	8 bits
	The initial logical channel number of this reservation

	Number of Channels
	8 bits
	The number of logical channels that this reservation spans

	}
	
	


6.6.1.2.1.2 DS/US Boundary IE
The DS/US Boundary IE is described in Table 11. The DS/US Boundary IE provides information about contiguous blocks of DS or US allocations scheduled by the BS, but it does not provide detailed information about a particular CPE’s allocations. At least one DS/US Boundary IE shall be included in the coexistence beacons transmitted by the BS. Coexistence beacons transmitted by CPEs may also carry a single DS/US Boundary IE. 
Table 11 —DS/US Boundary IE format

	Syntax
	Size
	Notes

	DS/US_Boundary_IE_Format() {
	
	

	Element ID
	8 bits
	

	Length
	8 bits
	

	Starting DS Allocation Channel
	8 bits
	Starting logical channel from the perspective of the overall DS allocation by the BS.

	Ending DS Allocation Channel
	8 bits
	Ending logical channel from the perspective of the overall DS allocation by the BS.

	Ending DS Allocation Slot
	7 bits
	Ending time slot from the perspective of the overall DS allocation by the BS.

	Starting US Allocation Channel
	8 bits
	Starting logical channel from the perspective of the overall US allocation by the BS.

	Ending US Allocation Channel
	8 bits
	Ending logical channel from the perspective of the overall US allocation by the BS.

	Starting US Allocation Slot
	7 bits
	Starting time slot from the perspective of the overall US allocation by the BS.

	Reserved
	2 bits
	

	}
	
	


6.6.1.2.1.3 BS IP Address IE
The BS IP Address IE is sent in a CBP packet payload to indicate the IP address of the BS to which the CPE is associated. The BS who originates the CBP packet supplies its own IP address using this IE.
Table 12 —BS IP Address IE format

	Syntax
	Size
	Notes

	IP Address_IE_Format() {
	
	

	Element ID
	8 bits
	

	Length
	8 bits
	

	IP Address Type
	1 bit
	0 = IPv4

1 = IPv6

	BS IP Address
	64 bits
	IP address of the BS. In case of IPv4 addresses, the 32 most significant bits shall be ignored and the actual IP address shall be carried in the 32 least significant bits.

	Reserved
	7 bits
	

	}
	
	


6.6.1.2.1.4 Inter-BS Capabilities IE
The Inter-BS Capabilities IE indicates other capabilities in terms of inter-BS communications that are supported by the BS, such as Adaptive on Demand Channel Contention and Dynamic Resource Renting and Offering discussed in 6.21.2.3. 
Table 13 Inter-BS Capalities IE

	Element ID
	Length

(bytes)
	Value

	1
	1
	Bitmapping indicating other inter-BS communication capabilities supported through CBP. Setting the bit corresponding to a specific capability indicates that the capability is supported by the BS.
Bit #0 – Adaptive on Demand Channel Contention (AODCC)
Bit #1 – Dynamic Resource Renting and Offering

Bit #2-7 – reserved


6.6.1.2.1.5 Channel Contention Request IE
The Channel Contention Request (CC_REQ) IE defined in Table 14 is used in the AODCC mechanism. The CC_REQ is sent in a CBP packet payload by the contention source in order to contend for the working channels with the contention destination. This is transmitted by the contention source once it has data transmission requirements and occupies no channel. If the current working channel can not satisfy the QoS requirement, the contention source is also send out this message.

Table 14 Table 11 —CC_REQ IE format

	Syntax
	Size
	Notes

	CC_REQ_IE_Format() {
	
	

	Element ID
	8 bits
	

	Length
	8 bits
	

	Source Operator Id
	16 bits
	Operator identity of the contention source (operator making the sharing request).

	Destination Operator Id
	16 bits
	Operator identity of the contention destination (operator receiving the sharing request).

	Source BS Id
	48bits
	The MAC address of the contention source

	Destination BS Id
	48bits
	The MAC address of the contention destination

	Sequence number
	8bits
	Incremented by 1 by the source whenever any of the following three fields change. The contention destinations shall discard the repeated CC_REQ IEs being receveid

	Channel contention number (CCN)
	32bits
	A random number to show the priority to contend for the channel. CCN is dedicated to the contention resolution in the intra system operator situation.

	Channel Contention Number of Credit Tokens (CCNCT)
	16 bits
	Number of credit token per BIN proposed for the contention resolution. CCNCT is dedicated to the contention resolution in the inter operators situation. 

	Channel number
	8bits
	The channel being requested by the contention source

	Start time
	16bits
	Starting from the next frame, the number of frames after which the contention source requires to start operation on the requested channel.

	}
	
	


6.6.1.2.1.6 Channel Contention Reply IE
The Channel Contention Reply (CC_REP) IE defined in Table 15 is used in the AODCC mechanism. The CC_REP IE is sent in a CBP packet payload by the contention destinations in order to inform the contention source if the request was accepted. Typically this is transmitted by the contention destination once it has receives a CC_REQ IE and runs the contention resolution algorithm.

Table 15 —CC_REP IE format

	Syntax
	Size
	Notes

	CC_REP_IE_Format() {
	
	

	Element ID
	8 bits
	

	Length
	8 bits
	

	Source Operator Id
	16 bits
	Operator identity of the contention source (operator making the sharing request).

	Destination Operator Id
	16 bits
	Operator identity of the contention destination (operator receiving the sharing request).

	Source BS Id
	48bits
	Copy from the CC_REQ IE received

	Destination BS Id
	48bits
	Copy from the CC_REQ IE received

	Sequence number
	8bits
	Copy from the CC_REQ. The contention source shall discard the repeated CC_REP being receveid

	Channel number
	8bits
	The channel requested by the source BS

	Result indication
	2bits
	00….SUCCESS (accept the request)

01….REJECT (reject the request)

10—11….reserved

	Reason of Rejection
	6bits
	The reason to reject the CC_REQ IE. This field can only be used when result==01

000000 - the current working period of the contention destination is too short (applicable in the intra operator and inter operators situation).

000001 - the contention destination has smaller channel contention number (CCN) than the contention source (applicable in the intra operator situation).

000010 - the contention source proposes a smaller CCNCT than the contention destination (applicable in the inter operators situation).

000011 - The remaining time to the quiet period is too short (applicable in the intra operator and inter operators situation).

000100—111111 – reserved

	Channel Release Time
	16 bits
	Starting from the next frame, the number frames after which the channel can be released.

	}
	
	


6.6.1.2.1.7 Channel Contention Acknowlegdment IE
The Channel Contention Acknowledgment (CC_ACK) defined in Table 16 is used in the AODCC mechanism. The CC_ACK is sent in a beacon payload by the contention source in order to notify the contention destinations that the contention source will occupy the destinations’ working channels or give up the request. Typically, the contention source shall notify the contention destinations that it will occupy the channel if it receives CC_REP IE with a SUCCESS indication from all the contention destinations. Otherwise the contention source shall notify the contention destinations that it will give up the channel request if it receives CC_REP IE with a REJECT indication from anyone of the contention destinations.

Table 16 —CC_ACK IE format

	Syntax
	Size
	Notes

	CC_ACK_IE_Format() {
	
	

	Element ID
	8 bits
	

	Length
	8 bits
	

	Source Operator Id
	16 bits
	Operator identity of the contention source (operator making the sharing request).

	Destination Operator Id
	16 bits
	Operator identity of the contention destination (operator receiving the sharing request).

	Source Id
	48bits
	The MAC address of the contention source

	Destination Id
	48bits
	The MAC address of the contention destination

	Sequence number
	8bits
	Same as the corresponding CC_REQ IE. The contention destinations shall discard the repeated CC_ACK IE being receveid

	Channel number
	8bits
	The channel being requested by the contention source

	Start time
	16bits
	Starting from the next frame, the number frames after which the contention source will start operation on the requested channel.

	Occupation code
	2bits
	00….Occupy the channel

01….Give up the request

10—11….Reserved

	Reserved
	6bits
	The field shall be set to 0

	}
	
	


6.6.1.2.1.8 Rent Request IE
The Rent Request (RR-REQ) IE defined in Table 17 is used in the Dynamic Resource Renting and Offering Mechanism.
Table 17 RR-REQ IE
	Syntax
	Size
	Notes

	RR-REQ_IE_Format() {
	
	

	Element ID
	8 bits
	

	Number of Channels
	8 bits
	The number of channels which Renter BS wants to share

	Renter’s bid
	16 bits
	Number of credit tokens per resource unit bided by the renter

	Renting in Start Time
	16 bits
	Start time from which the renter is interested to rent in, and for which the renter’s bid applies for.

	      Renting in End Time
	16 bits
	End time from which the renter is interested to rent in, and for which the renter’s bid applies for.

	}
	
	


6.6.1.2.1.9 Resource Allocation Response IE
The Resource Allocation Response (RA-RSP) IE defined in Table 18 is used in the Dynamic Resource Renting and Offering Mechanism.
Table 18 —RA-RSP IE

	Syntax
	Size
	Notes

	RA-RSP_IE_Format() {
	
	

	Element ID
	8 bits
	

	Allocation bit flag 
	1 bits
	Indicates whether offeror BS supplies the channel requested by Renter or not.

0 =dissatisfaction 

1=satisfaction 

	Number of Channels
	8 bits
	The number of channel which is possible for sharing.

	}
	
	


6.6.1.2.1.10 Resource Allocation Acknowledge IE
The Resource Allocation Acknowledge (RA-ACK) IE defined in Table 19 is used in the Dynamic Resource Renting and Offering Mechanism.

Table 19 —RA-ACK IE format

	Syntax
	Size
	Notes

	RA-ACK_IE_Format() {
	
	

	Element ID
	8 bits
	

	Confirmation Code
	8 bits
	Table 82

	}
	
	


6.6.1.2.1.11 Resource Collection Request IE
The Resource Collection Request (RC-REQ) IE defined in Table 20 is used in the Dynamic Resource Renting and Offering Mechanism.

Table 20 —RC-REQ IE format

	Syntax
	Size
	Notes

	RC-REQ_IE_Format() {
	
	

	Element ID
	8 bits
	

	Number of Channels
	8 bits
	The number of channel that offeror BS wants to collect. 

	}
	
	


6.6.1.2.1.12 Resource Collection Response IE
The Resource Collection Response (RC-RSP) IE defined in Table 21 is used in the Dynamic Resource Renting and Offering Mechanism.

Table 21 RC-RSP IE format

	Syntax
	Size
	Notes

	RC-RSP_IE_Format() {
	
	

	Element ID
	8 bits
	

	RCR bit flag 
	1 bits
	Resource Collection Response bit flag
Indicates Accept or Reject

0 = Reject
1= Accept

	}
	
	


6.6.1.2.1.13 Resource Collection Response Acknowledge IE
The Resource Collection Response Acknowledge (RC-ACK) IE defined in Table 22 is used in the Dynamic Resource Renting and Offering Mechanism.

Table 22 RC-ACK IE format

	Syntax
	Size
	Notes

	RC-ACK_IE_Format() {
	
	

	Element ID
	8 bits
	

	Confirmation Code
	8 bits
	Table 82

	}
	
	


6.6.1.2.1.14 Returning Request IE

The Returning Request (RE-REQ) IE defined in Table 23 is used in the Dynamic Resource Renting and Offering Mechanism.

Table 23 —RE-REQ IE format

	Syntax
	Size
	Notes

	RE-REQ_IE_Format() {
	
	

	Element ID
	8 bits
	

	BS ID
	48 bits
	Renter Base Station ID

	Number of Channels
	8 bits
	The number of channel that Renter BS wants to return.

	}
	
	


6.6.1.2.1.15 Returning Response IE
The Returning Response (RE-RSP) IE defined in Table 24 is used in the Dynamic Resource Renting and Offering Mechanism.

Table 24 —RE-RSP IE format

	Syntax
	Size
	Notes

	RE-RSP_IE_Format() {
	
	

	Element ID
	8 bits
	

	Confirmation Code
	8 bits
	Table 82

	}
	
	


6.6.1.2.1.16 Returning Response Acknowledge IE
The Returning Response Acknowledge (RE-ACK) IE defined in Table 25 is used in the Dynamic Resource Renting and Offering Mechanism.

Table 25 RE-ACK IE format

	Syntax
	Size
	Notes

	RE-ACK_IE_Format() {
	
	

	Element ID
	8 bits
	

	Confirmation Code
	8 bits
	Table 82

	}
	
	


6.6.1.2.1.17 RS-SEM IE
Table 26 RS-SEM IE format
	Syntax
	Size
	Notes

	RS-SEM_IE_Format() {
	
	

	Element ID
	8 bits
	

	Channel number
	8bits
	The active channel

	Number of Backup Channels 
	8 bits
	

	for (int=0; i < Number of Backup Channels; i++) {
	
	

	Channel Number[i]
	8 bits
	

	}
	
	

	}
	
	


6.6.1.2.1.18 RS-ADV IE
Table 27 RS-ADV IE format
	Syntax
	Size
	Notes

	RS-ADV_IE_Format() {
	
	

	Element ID
	8 bits
	

	Renting out Start Time
	16 bits
	Starting time of the renting period. It is the time from which the offering channel’s available resource is opened for renting.

	Renting out End Time
	16 bits
	Ending time of the renting period. It is the time till which the offering channel’s available resource is opened for renting.

	MNCT
	16 bits
	Minimum number of credit tokens per resource unit required per renter’s bid.

	RS
	1 bit
	Resource Sharing field 
Indicates the resource advertisement 
resource advertisement =1

normal =0

	reserved
	7 bits
	

	}
	
	


6.6.1.2.1.19 BS Channel Parameter IE
Table 28 BS Channel Parameter IE format
	Syntax
	Size
	Notes

	BS-Channel-Parameter_IE_Format() {
	
	

	Element ID
	8 bits
	

	Channel Number
	8 bits
	The operating channel of the sender BS

	Starting Subchannel Number
	8 bits
	

	Ending Subchannel Number
	8 bits
	

	CBP Preferred Channel Number
	8 bits
	Valid only if greater than 0.

The preferred channel by this BS to exchange CBP packets

	}
	
	


6.8.4.1 US-MAP IE
In clause 6.8.4.1 US-MAP IE, insert the following text in Table 43 under the condition If( (UIUC≥0) && (UIUC ≤ 5) and after the Number of Slots field:

	If (UIUC ≤ 1) {
	
	

	       US-MAP CBP Channel IE
	16 bits
	6.8.4.1.2.3

	}
	
	


Insert new clause 6.8.4.1.2.3 US-MAP CBP Channel IE with the following content:

6.8.4.1.2.3 US-MAP CBP Channel IE

Table 48—US-MAP CBP Channel IE format

	Syntax
	Size
	Notes

	Dummy_IE() {
	
	

	Extended UIUC
	4 bits
	

	Length
	4 bits
	

	Channel Number
	8 bits
	Channel number in which the CPE shall send a coexistence beacon, in the case of Active mode Coexistence IUC, or listen to the medium for a coexistence beacon, in the case of Passive mode Coexistence IUC. In case the channel number is different from the operating channel, the Number of Slots filed in the US-MAP shall indicate the amount of time the CPE can stay in the foreign channel before returning to its operating channel.

	}
	
	


3 Integration of Coexistence Mechanisms
6.21.2 Self-Coexistence

In clause 6.21.2 Self-Coexistence, replace the second paragraph by the following text, include the new figure below and adjust the figure numbers accordingly:
The MAC layer addresses self-coexistence using a mandatory mechanism inlcuding these five elements: spectrum etiquette (see 6.21.2.3.1), interference-free scheduling (see 6.21.2.3.2), dynamic resource renting and offering (see 6.21.2.3.3), adaptive on demand channel contention (see 6.21.2.3.4),. The self-coexistence and inter-WRAN communication architecture is depicted in Figure 54. 
CBP packets can be transmitted over the air interface or through the backhaul. The air interface feature is mandatory and specified in this standard.
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Figure 54 —CBP as a transport mechanism for inter-WRAN communications and self-coexistence.
6.21.2.1 The Coexistence Beacon Protocol
In clause 6.21.2.1 The Coexistence Beacon Protocol (CBP), delete sentence between lines 14 and 15.
Rename clause 6.21.2.1.1 CBP Packet Transmission as:

6.21.2.1.1 CBP Packet Structure

Replace clauses 6.21.2.1.2 Description and 6.21.2.1.3 Trigger and text therein by the following clauses and text:

6.21.2.1.2 CBP Packet Generation

802.22 entities (i.e., CPEs and BSs) are capable of transmitting coexistence beacons (see 6.6.1.2) which provide its recipients enough information to achieve satisfactory and good coexistence amongst overlapping 802.22 cells. These beacons are intended for inter-cell communication and carry specific information about a CPE’s cell of attachment and downstream/upstream bandwidth allocations with the BS.

Coexistence beacons are scheduled by the BS through the use of Coexistence IUC (both Passive and Active). The US-MAP can be used to indicate a Coexistence IUC in Active or Passive mode (see Table 44), whereas the DS-MAP can only be used to indicate a Coexistence IUC in Passive mode (see Table 33). When scheduling a Coexistence UIC, the connection ID contained in the MAP IE indicates which CPEs shall send the beacon, in case of Active mode, or which CPEs shall listen to the medium for beacon, in case of Passive mode, within the specified scheduled time. This connection ID can be either unicast (e.g., a CPE’s primary connection ID), multicast (i.e., a multicast management connection ID), or even the broadcast ID. In case of multicast, the BS can implement clustering algorithms that improve spectrum utilization and maximize the effectiveness of the coexistence beacons, as multiple CPEs would transmit a coexistence beacon during the same scheduled time. Irrespective of the type of connection ID, the CPE shall always verify if the connection ID specified by the BS includes itself or not. This will determine the CPE’s behavior during the scheduled Coexistence IUC. In addition, the BS also specifies the channel number in which the CPE shall transmit a coexistence beacon (Active) or listen to the medium for a coexistence beacon (Passive). The channel number is included in the US-MAP using the US-MAP CBP Channel IE described in 6.8.4.1.2.3. This allows the coexistence amongst 802.22 systems operating in the same or in different channels.
The Coexistence IUC defines a period of time where channel access shall be contention based. In other words, during this time CPEs shall use the contention access mechanism described in 6.14 to gain access to the medium and transmit the coexistence beacon. The contention-based access mechanism maximizes the spectrum usage in case multiple CPEs in the same cell (multicast management connections can be used for this purpose – see 6.8.10 and 6.19) or in different cells attempt to send coexistence beacons. Furthermore, when combined with the clustering algorithms (see 6.21.6), the efficiency of this contention based is maximized because, for the same Coexistence IUC, the BS will only schedule CPEs not belonging to the same physical cluster.

The BS shall decide which CPEs transmit CBP packets at each Coexistence UIC in Active mode. The BS shall do this in such a way that it can be discovered by other overlapping WRANs in at most four superframes. Example of mechanisms that can be used by the BS for the selection of which CPEs are to transmit at each Coexistence UIC in Active mode can be based on location information, clustering, or be as simple as selecting all CPEs.
The CBP protocol can be used for communication and coexistence of WRANs on the same operating channel as well as across channels, which is enabled by through the US-MAP CBP Channel IE as described above. When using CBP on the operating channel, the BS shall schedule at least one Coexistence UIC window every alternate frame, and at least one Coexistence UIC window within every four frames shall be scheduled in the Active mode. This will allow for efficient network discovery as described in 6.21.2.1.3. Note that different CPEs associated to the same BS can simultaneously communicate using CBP on the same or even different channels. For example, if two CPEs are associated with the same BS, during the same coexistence window one of them can be transmitting/receiving a CBP packet on the BS’ operating channel while the other could be transmitting/receiving over another channel. This is controlled by the BS when it schedules the coexistence windows in the US-MAP.
The BS could also use other information available at the MAC layer to decide when and in which mode to generate a Coexistence UIC window, as long as above generation rules are satisfied. One example can be found in 6.8.22.3.1.3, where the BS uses the CPE statistics report as the basis for triggering the execution of CBP. For example, a decision criterion may be defined such that if the PER experienced by one or more CPEs (e.g., if clustering is employed) exceeds a predetermined threshold value PERCBP, this would trigger the BS to schedule a Coexistence IUC for at least the corresponding CPEs.

6.21.2.1.3 CBP-based Neighboring Network Discovery

In order to achieve self-coexistence, overlapping 802.22 systems must first discover the presence of each other, which can be done in two ways depending on the operational state of the BS or CPE: network entry and initialization or normal operation. 

6.21.2.1.3.1 Network Discovery during Entry and Initialization
During network entry and initialization and before any data tranmsission, the BS or CPE shall listen to the medium until it receives a CBP packet or a BS SCH (transmitted in the beginning of every superframe), but not for more than four superframes worth of time (see 6.15). This guarantees that the network discovery does not take more than four superframes worth of time. If within this time no CBP beacon packet or BS SCH is received, the CPE may conclude that no other nearby 802.22 cell is operating on that channel at that time.

6.21.2.1.3.2 Network Discovery during Normal Operation
During normal operation, the BS and CPEs can discover other nearby 802.22 cells by simply listening to the medium on the look out for CBP packets (i.e. scheduling Coexistence IUC in Passive mode) and, possibly, BS SCH beacons from other 802.22 cells. This can be accomplished through the scheduling of the Coexistence IUC in Passive mode (described in Section 6.21.2.1.2) or via self-coexistence quiet periods. The key difference between self-coexistence quiet periods and Coexistence UIC in passive mode is the time granularity. While the former will typically take at least an entire frame, the latter happens within part of a frame. 

The notion of self-coexistence quiet peiords is similar to quiet periods for the detection of incumbents, but are used for the specific purpose to detect overlapping WRANs and hence are called self-coexistence quiet periods. The BS can schedule self-coexistence quiet periods as described in 6.8.21.7 and 6.8.22.1. Typically, however, these quiet periods need not be as frequent as those for the detection of incumbents, although the BS has complete freedom to choose their occurrence
. During this time, both CPEs and the BS shall search for CBP packets or BS SCH transmitted by overlapping 802.22 terminals belonging to other 802.22 cells. 

Self-coexistence quiet periods shall always be scheduled within the boundaries of a superframe, and shall be done in a random way to increase the probability that overlapping BSs successfully detect each other. The duration of a quiet period will typically be of one frame. The BS shall randomly pick the frame number between [0, FS-1], while the superframe number shall be derived from [0, NSIQP], where NSTQP is the Number of Superframes within an Incumbent Quiet Period. NSIQP can be easily derived from the TTQP field defined in Table 1. By doing this, we are enforcing that the frequency of self-coexistence quiet periods shall be the same as the incumbent quiet periods. Obviously, this can be dynamically changed by the BS if it can estimate an increment or decrement in the number of overlapping BSs (e.g., through PER statistics reported by CPEs or backhaul signaling).

In order to maximize the probability of discovering collocated 802.22 cells and reduce the discovery time, a CPE does not stay locked to the BS at all times during a frame. A CPE shall only be locked to the BS whenever it is scheduled to receive/send data from/to the BS (indicated through the US-MAP and DS-MAP messages). At all other times during the frame, the CPE should listen to the medium and search for coexistence beacons. With this, the discovery process can conclude in much shorter time scales and the efficiency of CBP can be increased. In case a CPE loses synchronization with BS while listening/receiving a coexistence beacon, it shall regain synchronization in the beginning of the following frame or superframe.

6.21.2.1.4 CBP-based Synchronization

CBP shall also be used to acquire and maintain synchronization amongst overlapping 802.22 cells. This is particularly import to achieve synchronization of quiet periods and enable efficient incumbent protection. The synchronization of overlapping cells using CBP is described in 6.21.5.
Rename clause 6.21.2.2 Inter-BS Communication and replace the text by the following:

6.21.2.2 CBP-based Inter-BS Communication

Inter-BS communication can be accomplished through detection of SCH transmissions from other collocated WRANs and through CBP.
The MAC incorporates inter-BS communication by allowing both BSs and CPEs to detect and receive SCH transmissions from other collocated BSs. In case of the BS, it may either periodically listen to or even schedule downstream/upstream per frame coexistence windows (i.e., Coexistence in Passive Mode – see 6.8.2.1.1 and 6.8.4.1.1) and self-coexistence quiet periods (as described in 6.8.21.7 and 6.8.22.1) with the goal of detecting SCH frames transmitted by other BSs within its transmission range. If SCH frames are received, the BS would have access to the channels other collocated BSs are employing for transmission, and this could be used for selecting disjoint channels and hence avoid self-interference. As for CPEs, they shall have the capability to receive SCH from collocated BSs and report back to its own BS (see 6.8.22.3.1.2).

Another possibility (as discussed in 6.21.2.1) is to use CBP to enable inter-BS communications. The BS and CPEs shall be capable of transmitting CPB packets, and shall also be capable of receiving them during either normal operation or quiet periods. With the basic information carried in CBP packets (i.e., the Beacon IE described in Table 10), the BS would have not only information about channels being used, but also about specific time schedules. This would allow a finer control of self-coexistence, which may be desirable especially in the case where there are no other free channels where BSs can switch to.

Rename clause 6.21.2.3 and insert the following text:

6.21.2.3 Mechanisms for Inter-BS Coexistence

Finding unoccupied channels to operate in a WRAN system requires intensive computation. Spectrum resource sharing among neighbor WRANs saves computation via cooperation among WRANs and facilitates the reuse of channels. 

Figure 57 shows the execution flow of the self-coexistence schemes and how they work together in supporting dynamic resource sharing among neighbor cells. When an event for dynamic frequency selection is triggered (intra-cell or inter-cell), the cell first tries to address the issue locally via the spectrum etiquette procedure which consists of trying to find and use a channel without interfering with neighbor cells. If no spare channel is available, the BS addresses the coexistence issue using interference-free scheduling based on the information carried in CBP packets. Otherwise, it proceeds with the dynamic resource renting/offering procedure which tries to obtain a channel with the support of its neighbor cells. If the issue still cannot be addressed, the cell resorts to the adaptive on demand channel contention for coexistence with its neighbor cells in a fair and efficient manner for resource sharing.


[image: image2]
Figure 57 – Execution flow of inter-BS coexistence mechanisms.

6.21.2.3.1 Spectrum Etiquette

The channel selection at a cell obeys the spectrum etiquette rule so that the chosen channel does not interfere, or interferes with a minimum number of channels to be used by its neighbor cells. Without cooperation, the frequency selection in a cell may lead to one or more BS not having enough channels. For example, the available channel sets at BS1 and BS2 are {1, 3}, and {1, 2, 3} respectively. If BS2 decides to use {1, 3}, BS1 would have no channel to use. The cooperation is also necessary for load balancing. Say BS1 is heavy loaded while BS2 is not. BS2 could use {2}, then BS1 can use {1, 3}.
The channel-selection decision of each cell follows the flowchart in Figure 58. The terms of central cell and neighbor cells are relative concepts. Beside the candidate and active sets, Fpool and Flocal are defined and used for describing the principles of spectrum etiquette. In the description below, the scope of “frequencies” is defined by the BS Channel Parameter IE.
· Fcandidate set, CellID := the frequencies that do not interfere with incumbent users.

· Factive set, CellID := the frequencies that the cell has selected.

· Fpool := the frequencies that are usable in the central cell and are not used by neighbor cells := Fcandidate set, Central \ (union of the active channels of all its neighbor cells)

· Flocal := Fpool \ {union of the candidate sets of all its neighbor cells} 

Note that: 

· Symbols U, ∩, and \ are set operation of union, intersection, and exclude, respectively.

· Note that Fpool and Flocal are local information, which are not shared with neighbor cells. That is why they do not need CellID.

The procedure of WRAN spectrum etiquette is as follows.

1. The central cell decides its Fcandidate set, and Fpool.

2. The central cell selects frequencies from the Fpool according to the following etiquette principles.

i. Try to use the frequencies that cannot be used by neighbor cells at all. In other words, use first the frequencies in Flocal
ii. If the central cell has got enough frequencies, go to Step 3. Otherwise, try to select frequencies from the rest of Fpool with the consideration of avoiding those that will affect most of its neighbor cells. For example, use first the frequencies that are not shared by more than one neighbor cells, then other frequencies that may affect more and more neighbor cells.

iii. If the central cell has got enough frequencies, go to Step 3. Otherwise, it continues the self-coexistence procedure using interference-free scheduling as shown in Figures 57 and 58.
3. Update neighbor cells of its Fcandidate set, and Factive set. Go back to Step 1.
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Figure 58 – The flow chart of channel selection and update with neighbors.

Insert the following timer to Table 237.

Table 237 —General parameter setting

	Entity
	Name
	Time reference
	Minimum value
	Default value
	Maximum value

	BS
	Interval for spectrum etiquette (Tse)
	Time between transmission of the broadcast message of the active and candidate channel sets for the purpose of dynamic resource sharing.
	
	
	60 s


6.21.2.3.1.1 Illustration of the procedure of spectrum etiquette

The spectrum etiquette procedure is further illustrated using the example in Figure 59. The central cell has 6 neighbor cells (N1, …, N6). Neighbor cell N1 has the candidate channel set {1, and 3}, with channel 2 being used. The similar messages for neighbor cells N2 to N6 are shown in the table. The pool of available channels (i.e., Fpool) of the central cell are {4, and 11}. Channel 4 is a candidate channel of neighbor cells N3, N5 and N6. Therefore, channel 11 is in the local channel set (i.e., Flocal), which will be selected by the central cell as its active channel.
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 Figure 59 – The illustration of spectrum etiquette procedure.

6.21.2.3.2 Interference-free Scheduling

Interference-free scheduling is implemented through the use of the Beacon IE and the DS/US Boundary IE carried in CBP packets. As described in section 6.6.1.2.1, these IEs contain information that allows a BS to pricesely schedule CPE communication in such a way that interference amongst neighboring WRANs can be avoided.

In order to increase the effectiveness of the interference-free scheduling scheme, downstream/upstream bandwidth allocations made by a BS to its CPEs in a certain frame should not change for a number of consecutive frames. This guarantees that the information carried in CBP packets is valid for at least a minimum duration of time, thus allowing enough time to the recipients of the CBP packets to implement self-interference mitigation mechanisms. Further, at any time when a BS must allocate bandwidth to a CPE, it shall always seek to allocate this bandwidth based on the previous allocations (if any) to this CPE. That is, the BS should always allocate bandwidth to a CPE using approximately the same combination of slot and logical channel. By doing so, this will reduce the number of CBP packets that need to be transmitted, since neighboring cells would already have the information regarding the allocations made by the BS. Other optimizations are also possible to improve the efficiency of the CBP, and make the transmission of CBP packets less frequent. However, the minimum frequency of beacons described in Section 6.21.2.1.2 (i.e., one Coexistence IUC in Active mode at every four frames) shall be maintained in order to enable efficient neighboring network discovery (described in 6.21.2.1.3), which is the first step to achieve efficient self-coexistence.

Once a CPE or BS receives CBP packets from other neighboring 802.22 cells, it uses this information in the following ways in order to improve coexistence through interference-free scheduling. In case of a CPE receiving the CBP packet, it conveys to the BS the received information. If no spare channel is found after performing the spectrum etiquette, the BS shall implement an interference-free scheduling algorithm, which schedules the various upstream/downstream traffic from/to CPEs in such a way that these allocations do not intersect with the allocations of this CPE’s interfering CPEs. Another use of this information is for bandwidth request purposes (see 6.6.1.3). In this case, the CPE may include constraint elements when requesting upstream bandwidth allocation to the BS, thus providing the information the BS would need to avoid allocating time for this CPE which interferes with other collocated CPEs. Yet another alternative is for the CPE not to send anything to the BS. Here, the BS would have to specifically send a TRC-REQ message (see 6.8.23) to the CPE requesting for any constraints it might have regarding allocation. Other uses besides these are also possible.

6.21.2.3.3 CBP-based Dynamic Resource Renting and Offering

Two kinds of entities are defined for the operation of this scheme. Offeror is a BS whose current channel utilization of the active channels is lower than the predetermined threshold that is maintained by network operator. Renter is a BS of the counterpart, whose current channel utilization of the active channels is higher than the predetermined threshold that is maintained by network operator, and the BS expects that user’s traffic demands exceed the current available capability including candidate or backup channels. 

The offeror BS can share the resource with a renter. Specifically, offerors can broadcast their available amount of resources per each active channel. Renters decide the amount of required resources and the required rental time from the neighbor offeror’s broadcasts, and send the request to the selected neighbor offerors. The typically operation procedure is illustrated in Figure 60, where BS2 and BS3 are offerors, whereas BS1 and BS4 are renters.
When several renters compete simultaneously on the same offer and the offer can not supply all renters’ requests, the channel allocation between competing renters is solved by using a credit token based renting/offering radio resource allocation procedure. The credit token based radio resource allocation procedure guarantees an exclusive access of the offeror’ unused resource by the renters for an agreed period between the offeror and the renters. During that period, the renter is granted the resource during which the offer will not use the resource. Also, credit token based renting/offering procedure ensures a fair access over time of offeror’s unused resource between competing renters. After the guaranteed rental time period has elapsed, collecting procedures can occur. Returning procedures can occur at any time.

All the mensages exchanged in the renting/offering procedure illustrated in Figure 60 are transmitted as information elements carried in the payload of CBP packets. The information elements used in the renting/offering procedure are described in Section 6.6.1.2.1.
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Figure 60 – The Dynamic Resource Renting and Offering procedure
6.21.2.3.3.1 Dynamic Resource Offering procedure

In offering, the offeror initiates offering procedure to share its resource by broadcasting the resource advertisement message. The message contains the channel set information such as offering channel set, each offering channel’s available resource amount and the minimum number of credit token required (MNCT) by the offeror so that a renter is allowed to acquire the resource. The renter in need of resource makes a renting request on a specific channel in the offeror’s active channels. The renting request includes the amount of required resources, the renting in start and end time, and the renter’s bid (in term of credit tokens). The renter’s bid is the number of credit tokens that the renter is ready to use to be granted with the requested amount of resources for the requested renting in time. Finally, the renter finishes the procedure by sending acknowledgement to the offeror BS.

On sharing resource with renters, collecting and returning procedure can be implemented.

· Returning Procedure: when the renters do not need some of all of borrowed resource from offeror anymore, it can return the borrowed resources to offer before the guaranteed rental time period has elpased.

· Collecting Procedure:when the offeror needs more resources it can collect (withdraw) lending resources from renter after the guaranteed rental time period has elapsed. 

The procedure, described in Figure 61, is as follows:

1). 
The offeror initiates offering to share its resource by broadcasting the Resource Advertisement using the RS bit in the SCH, which is transmitted in the begining of every superframe and in CBP packets. Renting out start and end time as well as the renting conditions (MNCT) are also transmitted

2). 
When the offeror BS receives RR-REQ (rent request) which contains information about desired resource,  the renting in start and end time and renter’s bid, it sends RA-RSP (resource allocation) message to each renter. Based on this information received from competing bidders on the same offer, the offeror derives the best (in term of higher bids) renters. These renters are granted to access their requested resource for their requested time period. Resource Allocation message includes Resource Allocation bit flag and information of the channel set which is possible for sharing. 


In case the renter is granted by the offeror’s decision making process, Resource Allocation bit flag is 1, else Resource Allocation bit flag is 0. 

3). 
The offeror shares the resources with the renter BS by receiving acknowledgement.

4) 
The renter may return the borrowed resources before the original guaranteed rental time period has elapsed.

5) 
After the guaranteed rental time period has elapsed, the offeror may collect the resource before finishing the rental time.
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Figure 61 – The offeror procedure

6.21.2.3.3.2 Dynamic Resource Renting procedure 

When a base station needs more resources and it is not able to get the desired resources from the current active and candidate channels, it can start dynamic resource renting procedure. The renter BS scans neighbor BS’s active channel and collects Resource Advertisement IEs contained in CBP packets. If the renter BS finds out the offeror that can support the renter BS’s demands and meet its MNCT requirements, then it sends RR-REQ (rent request) with the desired amount of resources, renting in start and end time and bid. Upon reception of successful RA-RSP (resource allocation) IE from the offeror, it replies with RA-ACK (renting acknowledgement).

Before the guaranteed rental time period is finished, the renter BS may actively initiate resource returning procedure when it does not need some of all of the borrowed resources. After the guaranteed rental time period, when the renter BS receives the resource collection request from the offeror BS, it should let the offeror know that the collection request is accepted or rejected by the renter BS. 
The procedure, depicted in Figure 62, is as follows:

1). 
When the renter BS hears the Resource Advertisement IE through the CBP packet (RS=1), the renter BS tries contention for Rent Request (RR-REQ) in self-coexistence of the offeror. Then renter BS sends Rent Request IE which contains information about desired resources and the renting in start and end time, and its bid through the CBP packet.

2). 
Upon reception of the Resource Allocation (RA-RSP) IE including Resource Allocation bit flag and information of the channel set which is possible for sharing, the renter BS confirms Resource Allocation bit flag. 

3)
If Resource Allocation bit flag is 1, the renter BS sends the RA-ACK in self-coexistence of the offeror. In that case, a number of credit tokens equal to this renter’s bid will not be usable (for some other renting requests by this renter) for the renting in start time to renting in end time + a frozen period. This ensures fair access between competing BSs to access to some other offers.


Else if Resource Allocation bit flag is 0, the renter BS adjusts Resource to request and retries to sending the RR

4). 
If the renter BS does not receive the RA IE until timeout, it will retry resource sharing to another BS.  

5). 
The renter BS may return the borrowed resource before the original guaranteed rental time period has elapsed.


The renter BS sends Returning Request (RE-REQ) IE including information of channel to return in self-coexistence of the offeror. 

6). 
Offeror may collect the resource after the guaranteed rental time period has elapsed.


If the offeror BS requests Resource Collection (RC-REQ), the renter BS decides acceptance or rejection, then it sends RC response 

▪ RC response bit flag = 1 : tt indicates “Accept”.

▪ RC response bit flag = 0 : tt indicates “ Reject”.
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Figure 62 – The renter procedure
6.21.2.3.4 CBP-based Adaptive on Demand Channel Contention

One of the other uses of CBP is to transport the information elements exchanged between BSs for the Adaptive on Demand Channel Contention (AODCC) mechanism. This section describes the AODCC mechanism for IEEE 802.22 WRAN self coexistence in the case of one contention source BS (requestor) and multiple contention destination BSs (offerors). The AODCC mechanims includes algorithms and procedures to handle jointly channel c²ontention on demand between BSs belonging to a same operator (intra operator situation) and channel contention on demand between BSs belonging to different operators (inter operators situation).

Figure 63 illustrates the unified Adaptive On-Demand Channel Contention (AODCC) algorithm.
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Figure 63 —Adaptive On-demand Channel Contention (AODCC) Algorithm

Starting with system initializations, a ready-to-operate WRAN system first performs channel evaluation and channel selection to detect and select incumbent-free channels. Operations of channel evaluation include channel sensing, measurement evaluations, measurement reporting, report processing, which are described in detail throughout Section 6.

Then the WRAN system verifies whether non-exclusive sharing of the selected channels is feasible. Non-exclusive sharing of a selected channel is to share the selected channel through TPC (Transmit Power Control) such that WRAN systems sharing the same channel do not cause harmful interference to one another. Non-exclusive channel sharing method is feasible as long as the maximum achievable signal-to-interference-ratio (SIR) on the selected channel is higher than the required SIR of the WRAN for the supported services. 

If non-exclusive sharing of the selected channels is feasible, the WRAN system then makes a channel switch decision and schedules data transmissions on the selected channels with appropriate TPC settings. The channel switch announcement and collision avoidance (specified in 6.8.21 and 6.21.4) are performed on the selected channels.

On the other hand if non-exclusive sharing is not feasible, exclusive sharing of the selected channels is performed. When a channel is shared exclusively by multiple WRAN systems, only one WRAN system can operate on the channel at any time instance. The exclusive channel sharing is performed through channel contentions which are facilitated by inter-system coordination. By using CBP and inter base station control connections, an 802.22 system can effectively communicate with other 802.22 systems for coordinating channel sharing of the selected incumbent-free channel without interrupting normal data transmissions.

If the selected incumbent-free channel is not occupied by another 802.22 system (or a licensed exempt system that the WRAN can communicate with), the WRAN ceases the effort of channel sharing on the selected channel. Otherwise, the WRAN system initiates the channel contention procedure to contend for the selected channel with the WRAN system that is occupying the channel. A WRAN would have to initialize the contention procedure (details in section 6.21.2.1.3.1) with multiple neighboring BSs if they operate on the same selected channel.

After the channel contention procedure completes, the WRAN system winning the contention schedules data transmissions on the contended channel. If the WRAN system winning the contention is not the current occupier of the contended channel (i.e. the WRAN system occupying the contended channel lost), it performs channel switching to the contended channel at the time agreed by both contending systems (more details later). If channel switching is to be performed, channel switch announcement and collision avoidance process take place before data transmissions are performed on the contended channels. The WRAN system that fails the contention shall not perform data transmissions on the contended channels. If the WRAN system losing the contention is the current occupier of the contended channel, the channel is released by such system at the time agreed by both contending systems. 

In the data transmissions state of a WRAN system, as shown in Figure 63, two types of channel contention demands can initiate a new iteration of the channel sharing process: 

· Inter WRAN system demands, (which include intra-operator inter-system demands and inter-operator inter-system demands).
· Intra WRAN system demands. 

Intra-WRAN-system demands are the consequences of the channel condition and workload condition analysis performed by a WRAN system. When the current channel condition (channel occupancy and channel quality) is not able to support the QoS of the given admitted service workloads, a WRAN system generates the intra-system demand, which initiates an iteration of the full channel sharing process so that a better channel or more channels can be acquired to satisfy the QoS requirements of the given workloads. If exclusive channel sharing (channel contention) is necessary, the WRAN system driven by intra-system demand would generate the inter-system demand that initiates channel contention processes with coexisting WRAN systems.
The inter-WRAN-system demands are channel contention requests coming from other WRAN systems, which can belong to either the same operator (in the intra-operator situation) or different operators (in the inter-operator situation). The inter-WRAN-system demands are generated by a WRAN system called the channel contention source and received by another WRAN system called channel contention destination (more detail afterwards). When an inter-WRAN-system demand is received, a WRAN system (channel contention destination) initiates the channel contention procedure. In the intra operator situation, contention is resolved using CCN (Channel Contention Number, more details afterwards). In the inter operators situation, contention is resolved with CCNCT (Channel Contention Number of Credit Token, more details afterwards).

6.21.2.3.4.1 Channel Contention Procedure

In order to support adaptive on-demand channel contention, three new information elements are are defined: channel contention request (CC_REQ), channel contention reply (CC_REP), channel contention acknowledgement (CC_ACK). These information elements are carried in CBP packets and are defined in 6.6.1.2.1.

Contention source is defined as the WRAN that requests to contend for the selected channel. Contention destination is defined as the WRAN that occupies the requested channel and receives the contention request. Depending on the situation, either the contention source and contention destination belong to the same operator (intra operator situation), or the contention source and contention destination belong to different operators (inter operators situation)

Figure 64 illustrates the flow of the channel contention procedure and Figure 65 provides the details of the procedure.
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Figure 64 –  The Flow of the Channel Contention Procedure

After selecting the contended channel, the contention source sends CC_REQ to all its neighboring WRAN (contention destinations) that are operating on the requested channel. Whenever a new channel contention request is proposed, the sequence number of channel request is incremented by 1 (module 256). To guarantee that the contention destinations receive the channel contention request, the contention source may send out CC_REQ more than one times. The repeated CC_REQs shall have the same sequence number.

If the contention source receives any CC_REP with REJECT indication from the contention destination, the contention source shall cancel the request by sending message CC_ACK with GIVEUP indication so as to allow the contention destinations continue to use the original working channels. 

After receiving CC_REP messages with SUCCESS indication from all the contention destinations, the contention source shall acknowledge the CC_REPs by sending messages CC_ACK with OCCUPY indication notifying the contention destinations to release the original working channels at the given time as indicated in the CC_ACK messages. The contention source shall use the requested channel as the working channel at the time indicated in the CC_ACK message. To guarantee that the contention destinations receive the CC_ACK, the contention source may send out CC_ACKs more than one times. The repeated CC_ACKs shall have the same sequence number. The CC_ACK messages select the same sequence number as the related CC_REQ. The contention source shall silently discard the repeatedly received CC_REPs.

After receiving a new CC_REQ, each contention destination runs a contention resolution algorithm to decide who will win the contention. Figure 65 gives the contention resolution algorithm.

The contention resolution algorithm in the contention destination BS works as follows. Upon CC_REQ message reception from the contention source BS, the contention destination BS checks whether the source BS and destination BS belong to the same operator by comparing the operator id field. The contention destination BS chooses accordingly the appropriate field in CC_REQ for the contention resolution. In the intra operator situation, the contention resolution is achieved with the usage of CCN (Channel Contention Number). In the inter operators situation, the contention resolution is achieved with the usage of CCNCT (Channel Contention Number of Credit token). Purpose of using CCN and CCNCT is to ensure fair access to incumbents-free channels by WRANs operated by the same or different operators respectively.
In the intra-operator situation, the channel contention numbers (CCN) can be generated randomly. The contention source and destination WRAN systems compare their CCNs to resolve the contention for the channel occupancy.

In the inter operator situation, the credit token based contention resolution algorithm works as follows:

- Each contention source BS has a pre-defined budget of credit token, i.e. a prefined number max of credit tokens.

- In CC_REQ, the contention source BS specifies the start time and the time duration it is willing to use the requested channel.

- In CC_REQ, the contention source BS specifies the number (CCNCT) of credit token per resource unit (time*frequency) it is willing to use from its budget to acquire the channel during the requested period.

- The contention destination BS compares the contention source’s proposed CCNCT and its own CCNCT it is proposing to keep the usage of the original requested channel. If the contention destination BS’s CCNCT is smaller than the contention source BS’s CCNCT, the contention destination BS has to release the channel for the agreed period between the contention destination and source BSs.

- If the contention resolution algorithm is successful for the contention source BS, the proposed CCNCT used to win the channel access will be not be usable (for some other contention resolution) by this same contention source BS’s from the time the contention source BS receives the CC_REP message (and confirms with CC_ACK message) till the end of the channel operations + margin period. 

The contention destination shall silently discard the repeatedly received CC_REQs.

After running the contention resolution algorithm, a contention destination replies with CC_REP to the contention source to indicate if the request is accepted. If the request is rejected, the reason is given in the reason field in the CC_REP message. If the CC_REQ is accepted, the contention destinations shall reject any other CC_REQ from any other contention sources until a CC_ACK is received. To guarantee the contention source receive the CC_REP, the contention destination may sends out CC_REPs more than one times. The repeated CC_REPs shall have the same sequence number. 

After the contention destination sends out CC_REP, the contention destination shall wait for CC_ACK. If the contention destination does not receive any CC_ACK at the given time (timer Txx times out), the contention destination continues to use the original working channel. If CC_ACK with GIVEUP indication is received, the contention destination continues to use the original working channel. If CC_ACK with OCCUPY indication is received, the contention destination shall release the original working channels at the given time being indicated by the CC_ACK message. The contention destination shall silently discard the repeatedly received CC_ACKs.
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Figure 65 – Channel Contention Procedure
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Figure 66 – Channel Contention Resolution Algorithm in the Contention Destination
6,21.5.2 Establishing Synchronization

In clause 6.21.5.2 Establishing Synchronization, delete the first four paragraphs (line 18 – line 49 in page 169 and line 1- line 4 in page 170).

In clause 6.21.5.2 Establishing Synchronization, insert the following text as the first paragraph:
Once an overalpping WRAN is discovered (see Section 6.21.2.1.3), the BS shall exectute the synchronization algorithm described in this section. This algorithm uses the information carried in BS SCH or CBP packets, and guarantees convergence in a totally distributed manner.
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Abstract


This document addresses some comments raised during comment resolusion by normative text that integrates the coexistence and inter-WRAN communication mechanisms.
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� In practice, self-coexistence quiet periods could be scheduled during low peak hours, such as overnight, without causing any major impact on the system performance and responsiveness.
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