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Abstract

This document contains an outline of Nextwave Broadband’s Channel Aggregation proposal, which is intended to be an OPTIONAL component of the draft WRAN standard.

Notice: This document has been prepared to assist IEEE 802.22. It is offered as a basis for discussion and is not binding on the contributing individual(s) or organization(s).  The material in this document is subject to change in form and content after further study. The contributor(s) reserve(s) the right to add, amend or withdraw material contained herein.
Release: The contributor grants a free, irrevocable license to the IEEE to incorporate material contained in this contribution, and any modifications thereof, in the creation of an IEEE Standards publication; to copyright in the IEEE’s name any IEEE Standards publication even though it may include portions of this contribution; and at the IEEE’s sole discretion to permit others to reproduce in whole or in part the resulting IEEE Standards publication.  The contributor also acknowledges and accepts that this contribution may be made public by IEEE 802.22.

Patent Policy and Procedures: The contributor is familiar with the IEEE 802 Patent Policy and Procedures 

<http://standards.ieee.org/guides/bylaws/sb-bylaws.pdf>, including the statement "IEEE standards may include the known use of patent(s), including patent applications, provided the IEEE receives assurance from the patent holder or applicant with respect to patents essential for compliance with both mandatory and optional portions of the standard."  Early disclosure to the Working Group of patent information that might be relevant to the standard is essential to reduce the possibility for delays in the development process and increase the likelihood that the draft publication will be approved for publication.  Please notify the Chair <Carl R. Stevenson> as early as possible, in written or electronic form, if patented technology (or technology under patent application) might be incorporated into a draft standard being developed within the IEEE 802.22 Working Group. If you have questions, contact the IEEE Patent Committee Administrator at <patcom@ieee.org>.
1 Introduction

The following describes Nextwave’s thoughts on channel aggregation. The concept is very similar to the channel bonding currently being applied in various forms of 802.11. Two  B MHz channels (B = 6, 7 or 8) are combined to form the equivalent of a single 2B MHz channel, with approximately double the system throughput, and peak data throughput rates approaching twice the single channel throughput for properly enabled devices.  The extension to aggregating more than two channels is readily apparent, although more complicated.  Note that channels being aggregated by the procedure described below need not be contiguous in frequency, which is a benefit given expected spectrum availability conditions in WRAN operation.
Since it defines the cell or network, the BS or AP device would necessarily operate in the channel bonded mode, providing two single B MHz channels.  These two channels would look to the outside world as two independent, properly formed B MHz 802.16 channels.  But properly configured devices could send on both channels simultaneously and receive on both channels simultaneously. The CPE devices would be available in two configurations.  Legacy or inexpensive devices that do not need the additional bandwidth would operate using a standard B MHz profile, just as if they were communicating with a BS or AP that merely produced a single B MHz channel.  The legacy devices would generally remain on that one channel (there could be some load leveling function).  Multi-channel CPE devices would be able to communicate with the BS or AP on both channels simultaneously, potentially with an instantaneous bandwidth peaking at the combined peak bandwidth of both channels. For reference, a typical 802.16 OFDMA frame might look as shown in Figure 1.
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Figure 1: Basic OFDMA Frame
The goal would be to distribute data as shown in Figure 2, where CPEs 3 and 6 are enabled for 2B MHz operation, and CPEs 1, 2, 4, 5, 7, and 8 are only enabled for B MHz operation.
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Figure 2: OFDMA Frame in Two Aggregated Channels

As can be seen, there can be substantial variability in the mapping of data due to the bursty nature of today’s IP traffic.  For instance, some CPEs may not receive data in every frame, or may have asymmetric UL and DL needs, not only on the average but more importantly, instantaneously on a frame by frame basis.

The BS or AP device must schedule the bandwidth taking these issues into account.  In the DL, it does this by scheduling the transmission of actual data packets.  In the UL, it schedules logical demand, but the algorithm is very similar to scheduling actual packets.  The BS scheduling algorithm must divide the CPEs into 3 groups.  The group 1 is comprised of those legacy CPEs that are only capable of B MHz operation and have accessed the network on channel A.  The group 2 is comprised of those CPEs that are only capable of B MHz operation and have accessed the network on channel B.  The group 3 is comprised of those multi-channel CPEs that are capable of 2B MHz operation.
As an example of how the scheduler would work, data for the separate groups has separate class queues within the QoS engine as shown in Figure 3.  Each of these is fed by per-service queues, but since this is the same as without channel aggregation, it is not shown.  The QoS engine runs initially over the 3 groups of queues, pulling the data based on the fairness algorithms implemented.  However, data from group 1 must always be allocated to channel A, and data from group 2 must always be allocated to channel B.  Data from group 3 can be allocated to either channel A or B or a combination of both.
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Figure 3: DL construction
Occasionally (or often in some systems), the current DL subframe on channel A or B may individually fill up before the combination of A+B is full.  At this point, the QoS engine must close a gate for the group (1 or 2) that can only have its data allocated to the channel which is already full.  The QoS engine continues until the combination of data from all three groups fills both channels or until the time limit for filling the frame has occurred.  The result is a frame with data for group 1 in channel A, data for group 2 in channel B, and data for group 3 spread across both channels.  Block numbering, as used in MAC level ARQ, can be used to guarantee in order delivery of data.  
With data for one SS split simultaneously across two or more bonded channels, the issue of preservation of data order arises.  There are a few possible methods for preservation of data order.

1) Simply declare one channel to be earlier in time than the other(s).  For example, with two bonded channels A & B.  Data in the same frame received on channel A could be viewed as earlier data than the data received on channel B, even though the data is technically received at the modem simultaneously or in the opposite order.

2) Take advantage of the block numbering and order preservation built into the MAC level ARQ in 802.16.  This would imply using ARQ, but with no retransmissions on connections where we don’t really want to apply ARQ.

3) Use a block/packet numbering scheme similar to what’s used for ARQ and fragmentation.  This has the benefit of independence from the other two functions, but it would add extra overhead.
2 Overview of specific ideas and associated amendment of the base standard
This section provides an overview of the broad concepts supporting Channel Aggregation (CA) and the resulting amendment to the 802.16 standard in support of this work. The changes are explained in turn covering the following areas:

· RF and PHY issues,

· OFDMA zone and permutation definition,
· Single MAC vs. multiple MACs concept: load balancing and scheduling,
· Supporting mechanisms.
It should be noted that much of the basic messaging to support CA is already included within the base standard (i.e., 802.16); this section presents discussion of where enhancement can be made and how the CA concept can be realized in the standard.

2.1 RF and PHY issues

For simplicity, it is envisioned that channels being aggregated will retain their individual PHY layers (i.e., there will be as many PHYs as channels being aggregated, up to a maximum of three).  The relationship between these PHY layers and a single MAC or multiple MACs is addressed in Section  2.3 below.
2.2 OFDMA zone and permutation definition
This section discusses MAC support for the OFDMA PHY implementation of the CA scheme.

2.2.1 Zone definition

The introduction a CA is likely to introduce a number of new features to 802.16. An effective way to introduce these features and integrate them into the base 802.16 standard is to define a new permutation zone. The use of a dedicated zone will facilitate simplified implementation, and provide optimal organization of the CA features with respect to the existing standard. Zones, as defined in [1], are a number of contiguous OFDMA symbols, in the DL or the UL, that use the same permutation formula. A DL or UL subframe may contain more than one permutation zone; in this way a CA zone can be used in an optional manner within a deployment and along side other zones in a frame. Zone switching is managed at the MAC layer and initiated by the DL/UL-MAP message elements. A zone switch to a CA zone would only occur if there were multi-channel CPEs in the cell. The CA zone would then be used as and when required within a given deployment.
The concept of zones is shown simplistically in Figure 4.
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Figure 4  Simplified zone switch illustration
The Zone switch can occur in a different place on channel A vs. channel B in a given frame.  The zone switch can adjust frame to frame based on the relative demand and QoS of traffic from channel bonding and non-channel bonding SSs.

2.2.2 Permutation definition

The 802.16 OFDMA PHY provides a number of permutations. The permutation of user data ensures a narrow allocation of bandwidth given to a CPE is spread across a wide proportion of the available channel bandwidth; thus ensuring good frequency diversity, interference spreading and averaging. The use of CA provides a means of further benefiting from frequency diversity by performing permutation across all available channel supported by the multi-channel CPE. CA permutation undertaken in frequency across the aggregated channels ensures frequency diversity is maximized.

It is intended that a CA permutation will provide enhancement to the multi-channel CPEs, and at the same time not degrade the service of legacy CPEs. Within a CA zone existing permutations can be used by legacy CPEs with the CA specific permutations benefiting multi-channel CPEs. The CA permutation is intended to work with data allocations of different shapes. This has the obvious benefit of not compromising the performance of legacy CPE through the restriction of data region allocations. In addition there is no reduction in efficiencies of the system as a whole from either legacy or multi-channel CPEs. Assignment and control of permutations is untaken by MAC layer messaging.
2.3 Single vs. Multiple MAC concept: Load balancing and scheduling

The concept of single versus multiple MACs is shown in Figure 5.
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Figure 5   Multiple MAC vs. Single MAC Channel Aggregation Implementations
The remainder of this section outlines how a single MAC concept would work and presents some of the advantages and disadvantages of a single MAC concept vs. multiple MACs (i.e., a single MAC per each aggregated channel).

There are clear performance benefits obtained by CA from load balancing and scheduling optimization. These benefits are derived from the additional degrees of freedom provided by CA data region allocation. These enhancements are described in turn; firstly scheduling, followed by load balancing. Much of the ability to provide load balancing and scheduling enhancements through CA is left to implementation, however the basic elements of such solutions are provided via existing MAC messages.

2.3.1 Scheduling

The CA proposal is supported in both the downlink and the uplink. However, in the case of asymmetric traffic demands, it is to be possible to provide CA in only the downlink, with the uplink remaining in single channel mode. As the downlink and uplink are managed independently, then it is also possible to provide CA in the uplink , but not in the downlink.  

A fully flexible  solution is assured.

Figure 3 in section 1 provides an illustration of how legacy and multi-channel CPEs are managed by a scheduler implementation. For a fully flexible approach it is important that allocations can be used in a fully dynamic manner. For example, in Figure 3, unused allocations for group 1 and 2 can be used by group 3 for CA-capable CPE, and in the same way, unused allocations for group 3 users can be used by group 1 and 2 users in their respective channel bandwidths.

2.3.2 Load balancing

The concept of load balancing is centered on the ability for the scheduler to switch traffic loading between B channels for legacy users. For example if a BS or AP device was supporting two channels with legacy devices on each channel and multi-channel devices receiving transmission on both channels, a scheduler may choose to switch a particular legacy user to the other channel in order to balance traffic on both channels.

2.3.3 Single MAC vs. Multiple MACs: Pros and Cons

The following table summarizes some of the pros and cons of the Single MAC vs. Multiple MACs implementations depicted in Figure 5.

	
	Pros
	Cons

	Single MAC
	· A “smart” single MAC is able to achieve larger peak data rates and smaller delays (i.e., better QoS tradeoff) by virtue of its less constrained nature
· Ability to use ARQ to guarantee in-order reception with minimum delay is maximized
	· Implementation is potentially more complex 

	Multiple MACs
	· More straightforward implementation (?)
	· Need a single entity that decides on which channel to transmit an SDU.

· If this entity is heuristic to keep it from being PHY knowledgeable, it cannot do nearly as good of a job as a single MAC from the point of view of QoS, especially latency.

· If the entity above the MAC has detailed information with which to avoid QoS problems, it turns into a MAC layer.

· Multiple MACs aggravate the out of order data problem, unless a connection is constrained to an individual channel.  If so, the peak rate benefit of channel bonding is reduced.

· The ability to use ARQ to effectively guarantee in-order reception is greatly reduced.

· There isn’t any real reduction in complexity with multiple MACs.  In fact, moving the complexity up the stack increases the complexity.




2.4 Supporting mechanisms

This section provides information on the peripheral support aspects of the CA concept.

2.4.1 Capability negotiation/reporting
CPE capability negotiation:

CPE support multi-channel operation.

Aggregated channels supported by the CPE: 0 (no support for CA), 2, and 3.

CPE supports: DL, UL, or DL and UL CA.

BS capability statement:
Aggregated channels supported by the BS: 0 (no support for CA), 2, or 3 channels.
BS supports: DL, UL, or DL and UL CA.
2.4.2 Control/Management

BS changes to the operating channel of a CPE for load balancing purposes.

3 References
[1]  802.16e-2005: IEEE Standard for Local and metropolitan area networks Part 16: Air Interface for Fixed and Mobile Broadband Wireless Access Systems Amendment 2: Physical and Medium Access Control Layers for Combined Fixed and Mobile Operation in Licensed Bands and Corrigendum 1.
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