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1. Introduction

Energy (EG) detection is a major and basic signal detection method (sensing algorithm). Unlike coherent detection, energy detection does not need any information of the signal to be detected and is robust to unknown multipath fading. However, energy detection is vulnerable to the noise uncertainty [1-3], because the method relies on the knowledge of accurate noise power. There are several sources of uncertainty [1-3]: (1) non-linearity of components; (2) thermal noise in components (non-uniform, time-varying); (3) noise due to transmissions by other users (unintentional (close-by) or intentional (far-away)). Hence, in practice, it is very difficult (virtually impossible) to obtain the accurate noise power. The proposed algorithm overcomes this shortage. With oversampling or multiple receivers, the maximum and minimum eigenvalue of the sample covariance matrix of the received signal contain the signal and noise information, respectively. Based on random matrix theories (RMT), the information is quantized and then used it for signal detection. The threshold and the probability of false alarm are also found by using the RMT. The proposed method overcomes the noise uncertainty difficulty while keeps the advantages of the energy detection. The method can be used for various signal detection without knowledge of the signal, the channel and noise power.

2. Maximum-minimum eigenvalue (MME) detection
Let 
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be the received signal samples, which is oversampled with oversampling factor 
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Let
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Choose a smoothing factor 
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 and define
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The procedure of the MME detection is as follows.

Step 1. Compute the sample covariance matrix
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Step 2. Compute the threshold:
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where 
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 is the Tracy-Wisdom distribution of order 1 [4] and 
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 is the required probability of false alarm. The values of the Tracy-Wisdom distribution is given in Table 1.
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	-3.90
	-3.18
	-2.78
	-1.91
	-1.27
	-0.59
	0.45
	0.98
	2.02
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	0.01
	0.05
	0.10
	0.30
	0.50
	0.70
	0.90
	0.95
	0.99


Table 1: Numerical table for the Tracy-Wisdom distribution of order 1 [4]

Step 3. Compute the maximum eigenvalue and minimum eigenvalue of the matrix 
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 and denote them as 
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Step 4. Determine the presence of the signal based on the eigenvalues and the threshold: if 
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,  signal exists; otherwise, signal not exists
The flow-chart of the algorithm is given in Figure 1.
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Figure 1. Flow-chart of the maximum-minimum eigenvalue (MME) detection
3. Simulations and conclusions
The simulations are based on the captured DTV signals [5]. The oversampling factor is
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. The smoothing factor is chosen as 
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 White noises are added to obtain the various SNR levels. The number of samples used is
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(corresponding to 0.93ms). Figure 2 gives the probability of detection results based on the DTV signal WAS-003/27/01 (at Washington D.C., the receiver is outside and 48.41 miles from the DTV station). Figure 3 gives the results based on the DTV signal NYC/200/44/01 (at New York, the receiver is indoor and 2 miles from the DTV station). 

Table 2 gives the probability of false alarm of the methods.

Notations used: 

EG: energy detection. 

EG-xdB: energy detection with xdB noise uncertainty.

MME: maximum-minimum eigenvalue detection

Conclusions

(1) Energy detection with noise uncertainty will result in high probability of false alarm and low probability of detection at low SNR;

(2) The MME detection does not need any information on the noise level and SNR. It overcomes the noise uncertainty difficulty while keeps the advantages of the energy detection. The method can be used for signal detection without knowledge of the signal, the channel and noise power.
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Figure 2. Probability of detection based on the DTV signal WAS-003/27/01
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Figure 3. Probability of detection based on the DTV signal NYC/200/44/01

	EG-2dB
	EG-1.5dB
	EG-1dB
	EG-0.5dB
	EG-0dB

(no uncertainty)
	MME

	0.479
	0.474
	0.441
	0.473
	0.094
	0.089


Table 2: Probability of false alarm
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Compute the sample covariance matrix using the collected  samples








Decision: if � EMBED Equation.3  ���, 


signal exists;


Otherwise, signal not exists.





Abstract





This document presents a sensing algorithm for the IEEE 802.22 WRANs. With oversampling or multiple receivers, the maximum and minimum eigenvalue of the sample covariance matrix of the received signal contain the signal and noise information, respectively. Based on random matrix theories (RMT), the information is quantized and then used for signal detection. The threshold and the probability of false alarm are also found by using the RMT. The proposed method overcomes the noise uncertainty difficulty while keeps the advantages of the energy detection. The method can be used without knowledge of the signal, the channel and noise power.
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Compute the threshold � EMBED Equation.3  ���





Compute the maximum eigenvalue, � EMBED Equation.3  ��� , and minimum eigenvalue, � EMBED Equation.3  ��� , of the covariance matrix 








Collect signal samples
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