Month Year

dynamic frequency hopping community

IEEE P802.22
Wireless RANs

Dynamic Frequency Hopping Community

Date:  2006-06-27

Author(s):

Name
Company
Address
Phone
email

Liwen Chu
STmicroelectronics
1060 East Brokaw Rd. San Jose, Ca 95131
+1-408-467-8436
Liwen.chu@st.com

Wendong Hu
STmicroelectronics
1060 East Brokaw Rd. San Jose, Ca 95131
+1-408-467-8410
Wendong.hu@st.com

George Vlantis
STmicroelectronics
1060 East Brokaw Rd. San Jose, Ca 95131
+1-408-451-8109
george.vlantis@st.com

James Gross
Technische Universität Berlin
Germany
+49-30-314-23830
gross@ee.tu-berlin.de

Murad Abusubaih
Technische Universität Berlin
Germany
+49-30-314-23830
abusbeih@tkn.tu-berlin.de

Daniel Willkomm
Technische Universität Berlin
Germany
+49-30-314-23830
willkomm@tkn.tu-berlin.de

Adam Wolisz
Technische Universität Berlin
Germany
+49-30-314-29707
awo@ieee.org

[image: image1.wmf]Ch A

Ch B

Ch C

WRAN 1

WRAN 1

WRAN 1

WRAN 1

WRAN 1

WRAN 2

WRAN 2

WRAN 2

WRAN 2

WRAN 2

Quiet Time

Operation Periond

Ch D

WRAN 1

WRAN 1

WRAN 2

WRAN 2

WRAN 1

WRAN 1

WRAN 3

WRAN 3

WRAN 2

WRAN 2

WRAN 3

WRAN 3

WRAN 3

WRAN 3

WRAN 3

WRAN 3


[image: image2.wmf]Ch A

Ch B

Ch C

WRAN 1

WRAN 1

WRAN 1

WRAN 1

WRAN 1

WRAN 2

WRAN 2

WRAN 2

WRAN 2

WRAN 2

Quiet Time

Operation Periond

Ch D

WRAN 1

WRAN 1

WRAN 2

WRAN 2

WRAN 1

WRAN 1

WRAN 3

WRAN 3

WRAN 2

WRAN 2

WRAN 3

WRAN 3

WRAN 3

WRAN 3

WRAN 3

WRAN 3



dfhc1 Introduction

In Reference [1], a DFH is introduced to support good QOS by removing quiet period between two operating periods of a 802.22 BS. This is because the 802.22 BS and its associated CPEs hop over a cluster of working channels continuously which are initially set up. This DFH needs per channel switching negotiation among one-hop neighbour BSs. 

Dynamic frequency hopping community (DFHC) method for 802.22 self-coexist Base Stations (BSs) is a semi-dynamic method of DFH. The key idea of DFHC is that one-hop BS neighbours create a DFH community. A priority value is used to elect a DFH community leader. The elected leader decides when and which channel to hop among a working channel set for each community member, and the community members hop among the working channels according to the leader’s decision in a synchronised fashion. All the members in each DFHC community use the same working channel set. The hopping information does not change if the DFHC community is stable (no community member joins or leaves the community, and working channels used by the community are usable by the community). This method can avoid hopping collision and does not need real-time inter-BS communication.

dfhc2 DFHC message format

DFHC defines 4 messages: BS Announce Message (BSANN), Member Announce Meassage (MBRA), Leader Announce Message (LDRA) and Community Announce Message (CMUA). 

dfhc2.1 BSANN message

The format of a BSANN message is shown inTable dfhc1. A BSANN shall be transmitted by the BS periodically to transmit BS information to its neighbors. A BSANN shall be transmitted by the BS right away after it leaves its joining community.

Table dfhc1 BSANN message format

Syntax
Size
Notes

BSANN_Message_Format () {



    Source BS Address
48bits


    Destination BS Address
48bits


    Message Type
2 bits
00….BSANN

01….LDRA

10….MBRA

11….CMUA

   Reserved
6bits


    Priority Number
8bits


    Message Sequence Number
32bits


    BS State
2bits
00….NON_HOP

01….DFHC_JOIN_REQUEST

10….DFHC_LEADER

11….DFHC_MEMBER

    Reserved
6bits


    Joining Leader Address
48bits


    TLV Encoded informatrion



}



The BSANN message includes the following TLVs :

        BS Set of neighbor BS

        Channel Set of usable channel

dfhc2.2 LDRA message

The format of a BSANN message is shown in Table dfhc2. Each community leader shall transmit LDRA message periodically. A community leader shall also transmit a LDRA right away if it calculates a new channel hopping information (start time and dwell time in each working channel). A BS shall send out a LDRA right away if it elects itself as a community leader. 

Table dfhc2 LDRA message format

Syntax
Size
Notes

LDRA_Message_Format () {



    Source BS Address
48bits


    Destination BS Address
48bits


    Message Type
2 bits
00….BSANN

01….LDRA

10….MBRA

11….CMUA

   Reserved
6bits


    Priority Number
8bits


    Message Sequence Number
32bits


    Hopping Information Sequence Number
32bits


    Leader Timer Value
32bits
The community members use this value to synchronize with their leader 

    Scheduling Effective time
32bits
When does this community uses the hopping information

    TLV Encoded informatrion



}



The LDRA message includes the following TLVs :

        Hopping Information Set

        Channel Set of usable chanels

        BS Set of Community Member

        Channel Set of working channels

dfhc2.3 MBRA message

The format of a MBRA message is shown in Table dfhc3. A community member shall transmit a MBRA right away after it receives a LDRA from the leader of its joining community. A BS shall transmit a MBRA right away if it decide to join a community. 

Table dfhc3 MBRA message format

Syntax
Size
Notes

MBRA_Message_Format () {



    Source BS Address
48bits


    Destination BS Address
48bits


    Message Type
2 bits
00….BSANN

01….LDRA

10….MBRA

11….CMUA

   Reserved
6bits


    Priority Number
8bits


    Message Sequence Number
32bits


    Hopping Information Sequence Number
32bits


    Mbra Type
2bits
00….REQ_JOIN

01….ACK_LDRA

10….NAK..SCHED

11….reserved

    Reserved
6bits


    TLV Encoded informatrion



}



The MBRA message includes the following TLVs :

        BS Set of neighbor BS

        Channel Set of usable chanel

dfhc2.4 CMUA message

The format of a CMUA message is shown in Table dfhc4. A community member shall transmit CMUA periodically to its neighbor communities. A BS shall transmit a CMUA right away if it becomes a community member. 

Table dfhc4 CMUA message format

Syntax
Size
Notes

CMU_Message_Format () {



    Source BS Address
48bits


    Destination BS Address
48bits


    Message Type
2 bits
00….BSANN

01….LDRA

10….MBRA

11….CMUA

   Reserved
6bits


    Priority Number
8bits
The priority number of its leader

    Mac Address of Its Leader
48bits


    Message Sequence Number
32bits


    TLV Encoded informatrion



}



The CMUA message includes the following TLVs :

     Channel Set of working channels

dfhc2.5 DFHC TLVs

The DFHC uses the following TLVs in DFHC messages: BS Set IE, Channel Set IE, Hopping IE.

dfhc2.5.1 BS set IE

The format of BS Set IE is shown in Table dfhc5. 

Table dfhc5 BS Set IE format 

Syntax
Size
Notes

BS information element () {



    Type
8bits
TBD

    Length
8bits


    Number_of_BS
8bits


    For(i=0; i< Number_of_BSs; i++) {



        BS Mac Address
48bits


    }



}



dfhc2.5.2 Channel set IE

The format of Channel Set IE is shown in Table dfhc6. 

Table dfhc6 Channel Set IE format

Syntax
Size
Notes

Channel information element () {



    Type
8bits
TBD

    Length
8bits


    Number_of_Channels
8bits


    For(i=0; i< Number_of_Neighbors; i++) {



         channel central frequency
8bits


         Channel number
8bits
For channel bonding

    }   



}



dfhc2.5.3 Hopping information set IE

The format of Hopping information Set IE is shown in Table dfhc7.

Table dfhc7 Hopping Information Set IE format

Syntax
Size
Notes

Hopping information element () {



    Type
8bits
TBD

    Length
8bits


    Number_of_Hopping_Informations
8bits


    For(i=0; i< Number_of_Hopping_Informations; i++)   {



         Member id
48bits


         Time to hop
32bits
This field shall be set to the time relative to the hopping effective time when the member first uses this channel. Then the member shall periodically use this channel.

         Channel dwell time
32bits
This fields shall be set to the time (milliseconds) dwelling in this channel each time the member hop to this channel

         channel central frequency
8bits


         Channel number
8bits
For channel bonding

    }   



}



dfhc3 DFHC community creation and maintenance 

Each DFHC community shall elect a community leader. A DFHC community may include 0 or many community members. The BS working in DFHC hopping mode need to switch information among neighbour BSs to create and maintain the community. The inter-BS communication can use over-the-air link (enhanced CBP or CPE-bridge) or the IP network (after the BS gets its one-hop neighbour ip address using IEEE 802.16h’s method or some enhanced method).

To support DFHC, a DFHC community must be created and maintained. The creation includes 

· community leader election,

· calculating hopping information for each member (start time and dwell time in each working channel),

· transmitting the channel hopping information.

The maintenance includes

· re-election of the community leader if the original leader leaves,

· re-calculation of hopping information for each member if some community members leave the community,

· re-calculation when and which channel to hop for each member if some BSs join the community,

· the transmission of the new channel hopping results,

· periodical transmission of BS Announce Message (BSANN),

· periodical transmission of community leader announcement message(LDRA),

· reply with member announce meaasge (MBRA) after receiving LDRA,

· periodical transmission of community announcement message(CMUA).

dfhc3.1 DFHC community Overview

For BSs to work in DFHC hopping mode, the following conditions must be satisfied:

· Available channels are more than the BSs of the DFH community
· No channel sharing among neighbor DFH communities
· No channel sharing among a DFH community and its non-dynamic hopping mode BSs
· Quiet time must meet the minimum requirements
The DFHC community members must be one-hop neighbours of each other. A community leader shall be elected based on BS’s priority (priority value and BS’s MAC address). Each member of a community shall use the same working channel set. The community leader selects the working channels and calculates hopping information for each community member among its working channels, and the community member hop among its working channels defined by the leader. 

Figure dfhc1    DFHC community example

Figure dfhc1 gives an example of DFH community. In this figure there are two communities: community1 and community5. Community1 has 3 BSs. The members of community1 hops among working channel 1, 2, 3, 4. Community5 has 2 BSs. The members of community5 hop among working channel5, 6, 7.

dfhc3.2 BSANN message

Each BS uses BSANN message to maintain relationship with its one-hop neighbor. A BS shall broadcast BSANN periodically if it works in DFHC mode or it is trying to work in DFHC mode and it has detected enough usable channels (say if available channels are more than its one-hop neighbours working in non_hopping mode).

Each BS maintains a 32-bit BS_SEQ_NUM. Before a BS transmits a BSANN message, it increases BS_SEQ_NUM by 1 and fill BSANN sequence number field. If the BS_SEQ_NUM has already been assigned to be the largest possible unsigned 32-bit integer number (i.e. 4294967295), then when it is incremented, it will then have a value 0. When a BS receives a BSANN from its neighbor. The received BSANN.( Message Sequence Number) is compared with it stored neighbor.( Message Sequence Number). If { BSANN.( Message Sequence Number) > neighbor.( Message Sequence Number)} &&{ BSANN.( Message Sequence Number) - neighbor.( Message Sequence Number)}<2147483648 || { BSANN.( Message Sequence Number) < neighbor.( Message Sequence Number)} &&{ neighbor.( Message Sequence Number)-BSANN.( Message Sequence Number)}>2147483648 is true, the BSANN is a new one and shall be accepted. Otherwise the receipted BSANN message shall be discarded. Each BS uses the same algorithm to decide if the other messages (LDRA, MBRA, CMUA) are newer messages.

It also fills priority value, usable channels, state (NON_HOP, DFHC_JOIN_REQ, DFHC_LDR, DFHC_MBR), joining leader address, and one-hop neighbors fields. BSANNs shall be sent periodicaly every BS_ANNOUNCE_INTERVAL. If a BS can not receive BSANN message from its neighbor for three BS_ANNOUNCE_INTERVAL, the neighbor relationship with that neighbor is lost. If a BS receives a new BSANN message from its neighbor, it creates neighbor information entry or updates the corresponding neighbor information entry. These neighbor informations are used for leader election and joining community selection.

dfhc3.3 DFHC community leader election

Each BS has a priority value. The priority value and MAC address are used to elect the community leader. The BS with lowest priority value will be elected as DFHC community leader. If at least two BSs have the same lowest priority value, the BS with lowest MAC address will be elected as the DFHC community leader. 

After a BS transmits the first BSANN, it shall wait at least LEADER_SELECTION_INTERVAL to decide if it shall be a leader. If no high priority BSANN with state NON_HOP is received, the BS will elect itself as the community leader and transmit a LDRA. 

Every BS shall use the same leader election algorithm to make sure the leader is elected correctly. Figure dfhc2 gives the mandatory leader election algorithm.



Figure dfhc2    Leader election algorithm

The two neighbouring BSs may announce themselves as community leaders at almost the same time. If this is the case, the one with low priority may choose join the community announced by a high priority BS. If a BS decides to join a community after it receives a community LDRA, it should send a MBRA right away to the community leader. 

If a community LDRA is received by a BS with higher priority value and it wants to join the community, it will respect the election result and try to join the community as a community member.

The community leader maintains each member’s one-hop neighbour information and available channel information. The community leader uses these informations to decide if a BS should be accepted as a community member. 

dfhc3.4 DFHC joining leader selection

A BS working in non_hop mode uses the received LDRA message, its neighbor information and usable channels to decide if it should join a community. If the following events occur, a BS may run the joining leader selection algorithm to try to join a community:

· a new LDRA is received from its neighbor;

· or it has more usable channels after sensing.

A BS can implement any joining leader selection algorithm to ask to join a community. Any algorithm being implemented shall satisfy the following minimal requirements:

· all the members of the new community are neighbors of each other,

· The number of the usable channels in the new community is larger than the number of the members in the community.


Figure dfhc3 gives an informative joining leader selection algorithm to select a leader to join.

Each time a BS transmits a MBRA for joining a DFHC community, it waits INTER_BS_TRAVERSAL_TIME milliseconds for the reception of a LDRA message. If a response is not received within that time, the joining BS shall sends a new MBRA, upto MBRA_RETRIES additional attempts after the first MBRA.

If the MBRA has been sent for MBRA_RETRIES +1 attempts without reply received from the community leader, the joining BS shall give up the joining attempt and return to non-dynamic hopping mode. The BS may try to join another community.

If the received LDRA shows that the community leader accepts the joining request, the joining BS shall send a MBRA right away to the community leader to acknowledge the reception of the LDRA.

dfhc3.5 DFHC community member action

Each community member maintains a MBR_SEQ_NUM. The community leader shall use this sequence number to decide if the received MBRA is a new message from this member. Before a community member sends out a MBRA, its MBR_SEQ_NUM shall be increased by 1. The HOP_SEQ_NUM is also copied from the received community LDRA. The HOP_SEQ_NUM is used for acknowledge the received channel hopping information. The algorithm to decide if a MBR_SEQ_NUM is a new sequence is the same as that of BS_SEQ_NUM.

After receiving a LDRA, the community members/joining BS shall decide if the received message is a new one based on its stored leader sequence number (LDR_SEQ_NUM) and the LDP_SEQ_NUM carried in the received LDRA. If the received LDRA is an old message, the message is discarded silently. Otherwise the community member updates its stored LDP_SEQ_NUM. 

After receiving a LDRA, the community member shall decide if the received message carries new hopping information based on its stored HOP_SEQ_NUM and the HOP_SEQ_NUM carried in the received message. If the received LDRA carries new hopping information, the member shall update its stored HOP_SEQ_NUM and store the hoping information for this member. 

If a community member receives a LDRA with new hopping information, the community member shall send a community MBRA which include this new HOP_SEQ_NUM to acknowledge the reception of the LDRA. 

When a community member receives new channel hopping information and the start time of using this hopping information comes, the DFHC community members switch to DFHC stable state and use the pre-defined frequency hopping information to decide when and which channel to switch. Before the first community hopping information is effective, the community member shall work in non_hopping mode or use the old channel hopping information.

After receiving hopping information being carried in a LDRA, the community member may choose to store the channel hopping information of all the members. This storing can simplify the processing if it is selected as new community leader, and may also make no change to the community member’s channel hopping.

Each time a member receives a new LDRA from its leader, it shall sends a MBRA to the leader. This MBRA is used to tell the leader that it works fine as a member now.

If community members do not receive any LDRA from the community leader for LEADER_ACTIVE_INTERVAL, they shall return to non_hop mode and may elect a new leader again.

dfhc3.6 DFHC community leader action

A community leader uses hopping information calculation algorithm to decide the channel hopping information (start time, dwell time in each channel) for each community member. A 802.22 implementation can select any algorithm to calculate the hopping scheduling information. Any algorithm being selected shall satisfy the following requirements: 

· the dwelling time in each channel is smaller than 2000 milliseconds,
· The quiet time between one dwelling’s leaving time and the following dwelling’s entering time in each working channel is larger than the time length of incumbent user’s requirement.
Figure dfhc4 gives an informative algorithm which has the following characteristics:

· the selected number of the working channels always equals to the number of the community members plus 1,

· the dwelling time in each channel is 2000 milliseconds as required by incumbent industry,

· the quiet time between one dwelling’s leaving time and the following dwelling’s entering time in each working channel is channel_dwell_time/community_number.

The possible extensions to this informative algorithm include:

· select more channels than the community members plus 1 to include some backup channels.

Each community leader maintains a community LDP_SEQ_NUM. Before a community leader sends a LDRA, the LDP_SEQ_NUM shall be increased by 1. The community members shall use this sequence number to decide if the received LDRA is a new message. A community leader maintains a HOP_SEQ_NUM. Before the community leader calculates and transmit the new hopping information, the community leader shall increase the HOP_SEQ_NUM by 1. The community members shall use this sequence number to decide if the received LDRA carries a new channel hopping information. The algorithm to decide if the HOP_SEQ_NUM/ LDP_SEQ_NUM is new is the same as that of BS_SEQ_NUM.

After receiving a community MBRA, the community leader shall decide if the received message is a new message based on its stored MBR_SEQ_NUM and the MBR_SEQ_NUM carried in the received message. If the received MBRA is an old message, the message is discarded silently. Otherwise the community leader shall update its stored sequence number of that member. The community leader shall also store the member’s one-hop neighbours, available channel set, priority value, and MBR_SEQ_NUM. The community leader shall use them to calculate when and which channel to hop for this member.

If the leader receives and accepts a BS’s joining request, it shall send out a community LDRA right away to indicate that the new DFHC community includes the new joining BS. If the community leader rejects the joining request, it shall send out a community LDRA right away to reflect this rejection. 

A 802.22 implementation may implement any algorithm to accept a joining request. An imformative algorithm is the following:

if there are enough usable channels (usable channels is more than members plus 1 after the requesting BS joins the community) and the requesting BS is the neighbor of all the community members, the leader accepts the joining request.

To maintain DFH community, each community leader shall send a LDRA message Every LEADER_ANNOUNCE_INTERVAL milliseconds.

If a community leader does not receive any MBRA message from a community member for MEMBER_ACTIVE_INTERVAL, it will think that the member has left and the frequency hopping sequence shall be recalculated. The algorithm may be one of the followings:

· unchanges channel frequency sequences of the remaining members and set the working period of each channel of the leaving member as idle,

· Remove a channel from the working channel set, set its state to backup and uses the remaining working channels to reallocate channel hopping information.

If the LDRA requires acknowledge for the new sending channel hopping information from each community member, it waits INTER_BS_TRAVERSAL_TIME milliseconds for the reception of community MBRAs. If responses are not received within that time, the community leader shall send a new LDRA, upto LDRA_RETRIES additional attempts after the first LDRA.

The time slot between the effective starting time and the time of the first transmission of a community LDRA which includes new frequency hopping information should be long enough to guarantee all community members to receive the new hopping information and hop according to the new information timely.




dfhc3.7 Coordination among the overlapping DFHC communities

The overlapping DFHC communities should do their best to avoid using the same working channels. This is supported by CMUA. CMUA includes working channel set used by the community, community sequence number, leader’s priority and leader’s MAC address. 

Each BS working in DFHC mode shall maintain a community sequence number. Before a community leader/a community member sends a CMUA out, the community sequence number shall be increased by 1. The neighbour community shall use sequence number and source MAC address to decide if the received CMUA is a new message from its neighbour community. The algorithm to decide if a community sequence number is a new one is the same as that of BS_SEQ_NUM. A BS shall always discard the old CMUA silently. 

If a community member gets new hopping information from its leader, it shall send out CMUA right away. If a community leader calculates new hopping information, it shall send out CMUA right away. Each community member shall also send out CMUA periodically to notify its neighbour community about its occupied channels. The channels being included in a received CMUA shall be labelled occupied by the receiving BS. These channels and sensed busy channels shall not be included in the available channel set being sent out by Community MBRA. 

In case the CMUAs from the neighbour DFHC community are lost or two neighbour communities calculate hopping information at almost the same time, the two neighbour communities may select the overlapped channel set as the working channels. If this happens, the BS which is in the DFHC community with low priority and detects this overlap shall give up and release the overlapped working channels.

If two neighbor BSs belonging to two different community with overlap working channels can not communicate with each other through CMUA messages, the neighbor BSs will give up and release the overlapped working channels.

dfhc4 DFHC frequency hopping

The figure dfhc5 gives an example of frequency hopping sequence that a 3-member community works on 4 operational channels. This result is calculated by the algorithm shown in figure 4.


Figure dfhc5    frequency hopping example

Similar to DFH, during a DFHC operation period the following steps are required:

· BS schedules the system (BS and its associated CPEs) to switch to channel A. As mention before, DFH community leader determines when and which channel to hop.

· BS and CPEs perform data transmissions and normal maintenance on channel A. The transmission and maintenance are the same as the non-dynamic hopping mode.

· BS performs and schedules CPEs to perform spectrum sensing on channel [0, A-n] and [A+n, N].

· CPE report sensing measurement results.

· BS perform report processing: 

· BS switches to the pre-defined next-hopping channel if any incumbent user or 802.22 system does not use that channel.

· BS switches to the non-dynamic hopping mode if incumbent users or other 802.22 systems use the pre-defined next-hopping channel. If possible it should tell the DFH leader that some channels in the community channel set are not all available now. The leader should notify the other BSs in the community to switch to the non-dynamic hopping mode.

From this figure, we can find that the DFHC’s following properties:

· DFHC does not need per-operational period channel selection. The next hopping channel is pre-defined. DFH needs per-operational period channel selection.

· A community leader allocates the same operational period length in an operation channel for each community member. 

· A community leader also allocates the same operational period length in each operational channel for a community member.

Dfhc5 Configuration parameters

This section gives the default values for some important parameters associated with DFHC. A particular 802.22 BS may wish to change certain of the parameters.

Parameter Name
Value

BS_ANNOUNCE_INTERVAL
1000 milliseconds

LEADER_SELECTION_INTERVAL
3*BS_ANNOUNCE_INTERVAL

INTER_BS_TRAVEL_INTERVAL
(RTT+PROCESSING_TIME)*1.5

LEADER_ANNOUNCE_INTERVAL
1000 milliseconds

LEADER_ACTIVE_INTERVAL
3*LEADER_ANNOUNCE_INTERVAL

MEMBER _ACTIVE_INTERVAL
3* LEADER_ANNOUNCE_INTERVAL

COMMUNITY_ANNOUNCE_INTERVAL
1000 milliseconds

COMMUNITY _ACTIVE_INTERVAL
3* COMMUNITY _ANNOUNCE_INTERVAL

MBRA_RETRIES
2

LDRA_RETRIES
2

References:

[1] Wendong Hu, Eli Sofer etc. “22-05-0098-00-0000_STM-Runcom_PHY-MAC_Outline”, Technical proposal submitted to IEEE 802.22 WG.
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This document describes a dynamic frequency hopping community (DFHC) method for 802.22 self-coexist Base Stations (BSs). The key idea of DFHC is that one-hop BS neighbours create a DFH community. A priority value is used to elect a DFH community leader. The elected leader decides when and which channel to hop among a available channel set for each community member, and the community members hop among the working channels according to the leader’s decision in a synchronised fashion. All the community members shall use the same working channels. The hopping information does not change if the DFHC community is stable (no community member joins or leave the community, and active channels used by the community are usable by the community). This method can avoid hopping collision and does not need real-time inter-BS communication.
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Figure dfhc3   joining leader selection algorithm
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yes





Figure dfhc4     Hopping information calculation algorithm





no





stop





Is there a new usable channel


to be a working channel?





Add the selected channel to the  working


 channel channel set





Set chan_id+=1





Set member_id=0
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