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Abbreviations and Acronyms

	Term
	Description

	AMC
	Adaptive modulation and coding

	AST
	Allocation start time

	ATB
	Advanced transmit beamforming

	BER
	Bit-error rate

	BPSK
	Binary phase shift keying

	BS
	Base station

	BTB
	Basic transmit beamforming

	BTC
	Block turbo code

	CC
	Convolutional code

	CDT
	Cyclic delay transmission

	CID
	Connection identifier

	CINR
	Carrier-to-interference-plus-noise ratio

	CP
	Cyclic prefix

	CPE
	Customer premise equipment

	CQI
	Channel quality information

	DIUC
	Downlink interval usage code

	DL
	Downlink

	DLFP
	Downlink frame prefix

	DL-MAP
	Downlink map

	DOA
	Direction of arrival

	FCH
	Frame control header

	FEC
	Forward error correction

	FFT
	Fast Fourier transform

	IBI
	Inter-block interference

	LSB
	Least significant bit

	MCS
	Modulation and coding scheme 

	MIMO
	Multiple input multiple output

	MSB
	Most significant bit

	OFDM
	Orthogonal frequency division multiplexing

	OFDMA
	Orthogonal frequency division multiple access

	PAPR
	Peak-to-average power ratio

	PD
	Propagation delay

	PN
	Pseudo noise

	PRBS
	Pseudo random binary sequence

	PSK
	Phase shift keying

	QAM
	Quadrature amplitude modulation

	QoS
	Quality of service

	QPSK
	Quadrature phase shift keying

	RTD
	Round trip delay

	SBTC
	Shortened block turbo code

	SFC
	Space frequency coding

	SINR
	Signal-to-interference-plus-noise ratio

	SNR
	Signal-to-noise ratio

	STBC
	Space time block coding

	TDD
	Time division duplex

	TPC
	Transmit power control

	TTG
	Transmit/receive transition gap

	UIUC
	Uplink interval usage code

	UL
	Uplink

	UL-MAP
	Uplink map

	WRAN
	Wireless regional area network


1 Introduction
The IEEE 802.22 WRAN operates in the VHF/UHF TV bands using cognitive radio technology. It coexists with other license-exempt devices, such as wireless microphones, which are called primary users here. The proposal documents the physical (PHY) layer specifications and operation principles for IEEE 802.22 WRANs, with key attributes as follows:

· OFDMA as the multiple-access scheme for both uplink and downlink, with pre-transform for uplink to reduce the peak-to-average power ratio (PAPR) 
· TDD as the duplex mode, with adaptive guard time control to maximize the system throughput   
· The CPEs support the usage of single TV channel with variable channel bandwidth up to 8MHz; the base station (BS) supports the usage of multiple TV channels, either contiguous or discontiguous 

· Scalable bandwidth ranging from 1.25 MHz to 7.5 MHz for each CPE
· Preamble and pilot design to avoid interference to primary users
· Shortened block Turbo codes (SBTC) with special parity check matrix design
· Supporting transmit power control (TPC) and adaptive modulation and coding (AMC) 
· Adaptive antennas for interference avoidance, range extension and delay spread reduction
· Sectorization for enhanced channel capacity

· Distributed channel sensing using guard interval between downlink subframe and uplink subframe  

2 Two-layer OFDMA 

The uplink (from CPE to BS) and downlink (from BS to CPE) use two layer orthogonal frequency division multiple access (OFDMA) as the modulation scheme.  The first layer is referred to as inter-frequency band multiple access. The basic frequency division unit is one TV channel or frequency band with BW = 6, 7, or 8 MHz. When multiple frequency bands (n*BW) are available, they can be allocated to different users. It is preferable that each user is allocated with one TV channel. However, it is optional that multiple bands can also be allocated to a single user to achieve higher data rate (frequency band multiplexing) or better link performance (frequency band diversity). In this case, frequency band hopping is not allowed since band hopping may cause difficulties with dynamic change of available bands and significant sensing overheads. The second layer is referred to multiple access within one TV band, i.e, one frequency band may be shared by multiple users. 

Table 1: Parameters used to define an OFDMA symbol

	Parameter
	Description

	B
	Channel bandwidth

	N
	FFT size
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	Number of used subcarriers, including DC subcarrier
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	Subcarrier spacing

	Tb
	Useful symbol duration

	Tc
	Cyclic prefix duration

	Ts =Tc+Tb
	OFDMA symbol duration
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	Cyclic prefix factor


Table 1 shows the parameters used to define one OFDMA symbol. The time domain OFDMA signal with duration Tb is generated by an inverse FFT of the frequency domain OFDMA symbol.  To prevent interblock interference (IBI) and to maintain orthogonality among the subcarriers, a cyclic prefix (CP), which is a copy of the tail end of the OFDMA symbol of duration Tc, is appended to the beginning of the symbol.  Figure 1 illustrates the time domain representation of the CP extended OFDMA symbol.

For each OFDMA symbol, the transmitted signal can be represented as 
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 is the modulated symbol allocated to the kth subcarrier, 
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is the carrier frequency, and the DC subcarrier (k = 0) is not used.
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Figure 1: Time domain representation for one OFDMA symbol
In the frequency domain, the useful subcarriers of a given OFDMA symbol are divided into groups of subchannels.  Subcarriers belonging to a given subchannel may or may not be adjacent to one another. When the subchannel contains contiguous subcarriers, this subchannel is called localized subchannel (see Figure 2). Otherwise, it is referred to as distributed subchannel. The distribution of subcarriers of a given subchannel over the entire transmission bandwidth achieves frequency diversity for the transmission. When a primary user is active and if it occupies the bandwidth of multiple subcarriers, the use of distributed subchannel allocation would affect multiple subchannels. If the number of affected subcarriers is small, channel coding can be used to recover the transmitted bits. 
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Figure 2: Example of an OFDMA symbol with localized subchannels and guard bands

3 System design
Scalability is a fundamental feature in the proposed system design. Each CPE operates within one TV channel, while the BS can operate over multiple TV channels. The BS will decide which TV channel and which subchannel(s) of that TV channel each CPE will be allocated to. 
3.1 Scalable design to support 1.25, 2.5, 5 to 7.5 MHz bandwidths
Table 2 shows the system parameters for CPEs operating in channel bandwidths of 1.25, 2.5, 5 and 7.5 MHz with an oversampling factor of 8/7. The subcarrier spacing is 5.5804 kHz for all cases.
Table 2: System parameters for a CPE with an oversampling factor of 8/7

	Parameters
	Values

	Channel bandwidth
	1.25 MHz
	2.5 MHz
	5 MHz
	7.5 MHz

	Sampling frequency
	1.4286 MHz
	2.8571 MHz
	5.7143 MHz
	8.5714 MHz

	Sampling interval
	0.7 μs
	0.35 μs
	0.175 μs
	0.1167 μs

	FFT size
	256
	512
	1024
	1536

	Subcarrier spacing
	5.5804 kHz

	Useful OFDMA symbol interval
	179.2 μs


The CP insertion reduces the system throughput, thus variable CP length is designed to support different propagation conditions, in order to minimize the throughput loss.  Table 3 illustrates four different CP factors supportable by the proposed WRAN. Note CP fact of 3/8 is used to take care of systems with repeaters. 
Table 3: Variable CP lengths for OFDMA

	CP factor
	1/16
	1/8
	1/4
	3/8

	CP length
	11.2 μs
	22.4 μs
	44.8 μs
	 67.2 μs

	OFDMA symbol interval
	190.4 μs
	201.6 μs
	224 μs
	246.4 μs


The subchannel bandwidth is chosen as 
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is the number of subcarriers occupied by each subchannel. In this proposal, we choose 
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kHz. It is mandatory to allocate two subchannels to one user for uplink transmission and four subchannels to one user for downlink transmission. 

For mandatory mode, the minimum peak rates are calculated based on the minimum CP factor of 1/16 and minimum channel bandwidth of 1.25 MHz. For downlink, we choose QPSK modulation and coding rate of ¾, which gives a data rate of 
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Mbps = 1.513 Mbps. For uplink, we choose QPSK modulation and coding rate of ½, which gives a data rate of 
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 kbps = 504 kbps. This is shown in Table 4. The data rates for other combinations of modulation and coding schemes are given in details later.
Table 4: Minimum peak rates for mandatory mode

	
	Downlink
	Uplink

	Channel bandwidth
	1.25 MHz

	Total number of subcarriers (N)
	256

	Number of used subcarriers (
[image: image17.wmf]used

N

)
	209

	Number of subchannels
	4

	Number of data subcarriers per subchannel
	48

	Number of pilot subcarriers per subchannel
	4

	Number of subchannels per user
	4
	2

	Minimum peak rates


	1.513 Mbps

(QPSK, ¾ coding rate)
	504 kbps

(QPSK, ½ coding rate)


3.2 Scalable design to support 6, 7 and 8MHz TV channels

Two options are proposed to adapt to different TV channel bandwidths of 6, 7 and 8 MHz. Option A is based on fixed sampling frequency and variable number of useful subcarriers. Option B is based on variable sampling frequency and fixed number of useful subcarriers. 

3.2.1 Option A: Fixed sampling frequency for different TV bandwidths
Using the sampling frequency corresponding to channel bandwidth of 7.5 MHz, as shown in Table 5, the proposal supports TV channels with a bandwidth of 6, 7 or 8 MHz in a scalable manner.
Table 5: Parameter reconfiguration for a CPE to support variable TV bandwidths

	TV channel bandwidth (
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)
	8 MHz
	7 MHz
	6 MHz

	Sampling frequency
	8.5714 MHz

	FFT size
	1536

	Number of useful subcarriers (
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)
	1249
	1145
	937

	Spectrum efficiency
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	87.2%
	91.4%
	87.2%

	Number of subchannels
	24
	22
	18


3.2.2 Option B: Variable sampling rate for different TV bandwidths

In this option, a variable sampling rate is employed for different TV channel with BW = 6, 7, or 8 MHz. Different sampling rates give rise to different carrier spacings, symbol lengths, and useful bit rates. However, the same frame structure, FFT size, guard interval, rules for coding, mapping, interleaving, and AMC are kept for different BW. The basic clock frequency is 8/7 MHz. There are two choices of FFT size for this option and there are three choice of CP length approximately ¼, 1/8, and 1/16 of symbol duration. The basic parameters supporting variable TV bandwidth is listed in Table 6. 
Table 6: Variable sampling rate supporting variable TV bandwidths
	TV channel bandwidth
	8 MHz
	7 MHz
	6 MHz

	Sampling Frequency
	8/7*8 =

9.14MHz
	8/7*7 =

8 MHz
	8/7*6 =

6.86 MHz

	FFT size
	1024 / 2048

	Number of useful subcarriers
	864 / 1728

	CP length
	(28 / 14 / 7 us) / (56 / 28 / 14 us)

	Spectrum efficiency

(With ~1/16 CP factor)
	78%

	Number of subchannels
	27 (32 / 64 subcarriers per subchannels)


Table 7 shows the detailed parameters for variable TV bandwidth, including subcarrier spacing, sampling frequency, number of occupied subcarriers, CP length, symbol duration, frame duration, symbol rate, bandwidth efficiency, etc. The maximum CP length is 56 μs to combat large delay spread experienced in the WRAN channel. 

4 Transmitter structures
Figure 3 shows the block diagram of downlink transmitter for BS. The data bits from MAC layer is first randomized, then passed through the FEC encoder, followed by the bit interleaver, then by the symbol mapper. The mapped symbols, together with preamble and pilots symbols, and mapped symbols from other users, are then passed to the OFDMA formulator, the outputs of which are then passed to the windowing and pulse shaping operation, and finally transmitted out through out the transmit antenna. When multiple antennas are equipped, the transmitter block diagram will be modified to incorporate various transmit processing, such as transmit beamforming and space time coding.

Table 7: Detailed parameters for variable TV bandwidths
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Figure 3: Block diagram for downlink transmitter at BS
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Figure 4: Block diagram for uplink transmitter at CPE
Figure 4 shows the block diagram of uplink transmitter for CPE. The data bits from MAC layer is first randomized, then passed through the FEC encoder, followed by the bit interleaver, then by the symbol mapper. The mapped symbols are then passed to a pre-transformer, the output of which, together with preamble and pilots symbols, are then passed to the OFDMA formulator, the outputs of which are then passed to the windowing and pulse shaping operation, and finally transmitted out through out the transmit antenna. Typical examples of pre-transforms include the Fourier transform and the Walsh-Hadamard transform. When the transform matrix is an identity matrix, the modulated symbols are just mapped to the subchannels. Again, when multiple antennas are equipped at the CPE, the transmitter block diagram will be modified to incorporate various transmit processing, such as transmit beamforming or space time coding.
4.1 Randomizer

Prior to FEC encoding, the data of both downlink and uplink will be randomized to ensure adequate bit transitions for supporting clock recovery. The randomizer shall be used independently for each allocation of a data block (subchannels on the frequency domain and OFDM symbols on the time domain). If the amount of data to transmit does not fit exactly the amount of data allocated, a whole 1’s sequence shall be added to the end of the transmission block, up to the amount of data allocated. This randomization is performed by modulo-2 addition the data with a Pseudo Random Binary Sequence (PRBS). The PRBS generator polynomial is 1+X14+X15 and illustrated in Figure 5. The shift-register of the randomizer shall be initialized for each FEC block. Each data byte to be transmitted shall enter sequentially into the randomizer, MSB first. The randomizer sequence is applied only to information bits and preambles are not randomized. The randomizer is initialized for each FEC block with the sequences generated as shown in Figure 6. 
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Figure 5:  Randomizer
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Figure 6: OFDMA randomizer initial sequence
4.2 FEC encoder

After randomization, the bits shall be applied to the encoder. Two types of FEC encoders are proposed: convolutional codes (CC) and block Turbo codes (BTC).
4.2.1 Convolutional codes (CC)

The basic FEC block consists of a binary convolutional encoder with native rate of ½ and constraint length of 7. The generator polynomials are as follows. 
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The generator is depicted in Figure 7 in detail.
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Figure 7: Convolutional encoder of rate ½
Puncturing operation is used for native code to obtain different code rates. The corresponding puncturing patterns and serialization orders for different code rates are defined in Table 8. In this table, “1” means a transmitted bit and “0” means a removed bit, whereas X and Y are referred to Figure 7.

Table 8: The puncturing patterns for different code rates

	
	Code  Rates

	Rate
	1/2
	2/3
	3/4
	5/6

	dfree
	10
	6
	5
	4

	X
	1
	10
	101
	10101

	Y
	1
	11
	110
	11010

	XY
	X1Y1
	X1Y1Y2
	X1Y1Y2X3
	X1Y1Y2X3Y4X5


A tail-biting convolutional encoder is used to encode each FEC block. This implies that the memory of the encoder is initialized by the last 6 data bits of the currently encoded FEC block. The basic sizes of the useful data payloads for different modulation type and encoding rate are displayed in Table 9.

Table 9: Data payload for a subchannel

	Modulation
	QPSK
	8PSK
	16 QAM
	64 QAM
	Coded Bytes

	Encoding rate
	1/2
	3/4
	1/2
	2/3
	1/2
	3/4
	1/2
	2/3
	3/4
	

	Data payload (bytes)
	6
	9
	
	
	
	
	
	
	
	12

	
	12
	18
	
	
	12
	18
	
	
	
	24

	
	18
	27
	18
	24
	
	
	18
	24
	27
	36

	
	24
	36
	
	
	24
	36
	
	
	
	48

	
	30
	
	
	
	
	
	
	
	
	60

	
	36
	
	36
	
	36
	
	36
	
	
	72


4.2.2 Shortened block turbo codes (SBTC)

The BTC is constructed by the product of two simple component codes, which are binary extended Hamming codes with a special design or parity check codes. Table 10 specifies the parity check matrix for the Hamming codes. Actually, all the columns of the parity check matrix for n = 15 are the binary representation of integers 1 to 15 (the topmost part corresponds to the least-significant bit in the binary representation of an integer). Similarly, all the columns of the parity check matrix for n = 31 and 63 are the binary representation of integers 1 to 31 and integers 1 to 63, respectively. Note that with this encoding scheme, the parity check bits are longer located together at the end of the code word. In general, for a (2m-1,2m-1-m) Hamming code, the parity-check positions are located in columns numbered 1, 2, 4, …, 2m-1 of the parity check matrix. To create extended Hamming codes, the overall even parity check bit is added at the end of each code word.
Table 10: Parity check matrix for the Hamming codes in OFDMA

	n’
	K’
	Parity check matrix

	15
	11
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With the aid of Figure 8, the procedure to construct product code is listed as follows:

1) Place (ky kx) information bits in information area (the blank area in Figure 8). The information bits may be placed in columns with indexes from 1 to nx-1, except for columns 2i with i = 0, 1, 2, …, nx-kx-2 (nx-kx-1 parity check bits). Similarly, information bits may be located in rows with indexes 1 to ny except for rows with indexes 2j with j = 0, 1, 2, …, ny-ky-2 (ny-ky-1 parity check bits). 
2) Compute the parity check bits of ky rows using the corresponding parity check matrix in Table 8 and inserting them in the corresponding positions signed by [image: image30.png]


;
3) Compute the parity check bits of kx columns using the corresponding parity check matrix in Table 8 and inserting them in the corresponding positions signed by [image: image31.png]


 and [image: image32.png]


;
4) Calculate and append the extended parity check bits to the corresponding rows and columns.
5) The overall block size of such a product code is n = nx × ny, the total number of information bits k = kx × ky, and the code rate is R = Rx × Ry,, where Ri = ki/ni, i = x, y. The Hamming distance of the product code is d = dx × dy,. Data bit ordering for the composite BTC block is the first bit in the first row is the LSB and the last data bit in the last data row is the MSB. 

Transmission of the block over the channel shall occur in a linear fashion, with all bits of the first row transmitted left to right followed by the second row, etc.

To match a required packet size, BTCs may be shortened by removing symbols from the BTC array. In the two-dimensional case, rows, columns, or parts thereof can be removed until the appropriate size is reached. There are three steps in the process of shortening product codes:
Step 1)
Remove Ix rows and Iy columns from the two-dimensional code. This is equivalent to shortening the constituent codes that make up the product code.
Step 2) Remove D individual bits from the first row of the two-dimensional code starting with the LSB.
Step 3) Use if the product code specified from Step 1) and Step 2) of this subclause has a non-integer number of data bytes. In this case, the Q right LSBs are zero-filled by the encoder. After decoding at the receive end, the decoder shall strip off these unused bits and only the specified data payload is passed to the next higher level in the PHY. The same general method is used for shortening the last code word in a message where the available data bytes do not fill the available data bytes in a code block.

These three processes of code shortening are depicted in Figure 9. The new coded block length of the code is (nx – Ix)(ny – Iy) – D. The corresponding information length is given as (kx – Ix)(ky – Iy) – D – Q. Consequently, the code rate is given by the following equation:
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Figure 8: Block turbo code (BTC) structure
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Figure 9: Shortened BTC (SBTC) structure
Table 11 gives the block sizes for the optional modulation and coding schemes using BTC. Table 12 gives the code parameters for each of the possible data and coded block size.

Table 11: Possible data payload for one subchannel

	Modulation scheme
	QPSK
	8PSK
	16-QAM
	64-QAM
	Coded Bytes

	Encoding Rae
	~1/2
	~2/3
	~3/4
	~5/6
	~1/2
	~2/3
	~1/2
	~2/3
	~3/4
	~5/6
	~1/2
	~2/3
	

	Allowed Data (Bytes)
	6
	
	9
	
	
	
	
	
	
	
	
	
	12

	
	
	16
	
	20
	
	
	
	16
	
	20
	
	
	24

	
	16
	25
	
	
	16
	25
	
	
	
	
	16
	25
	36

	
	23
	
	35
	
	
	
	23
	
	35
	
	
	
	48

	
	31
	
	
	
	
	
	
	
	
	
	
	
	60

	
	40
	
	
	
	40
	
	
	40
	
	
	40
	
	72


Table 12: Code parameters for different coded block sizes
	Data Bytes
	Coded Bytes
	Constituent
	Code parameters

	
	
	
	Ix
	Iy
	D
	Q

	6
	12
	(8,7) (32,26)
	4
	8
	0
	6

	9
	12
	(16,15) (16,15)
	6
	6
	4
	5

	16
	24
	(8,7) (32,26)
	2
	0
	0
	2

	20
	24
	(16,15) (16,15)
	2
	2
	4
	5

	16
	36
	(32,26) (16,11)
	11
	2
	6
	7

	25
	36
	(8,7) (64,57)
	2
	16
	0
	5

	23
	48
	(32,26) (16,11)
	4
	2
	8
	6

	35
	48
	(32,26) (16,15)
	0
	4
	0
	6

	31
	60
	(32,26) (32,26)
	10
	10
	4
	4

	40
	72
	(32,26) (32,26)
	8
	8
	0
	4


4.3 Interleaver

A block interleaver whose size corresponds to the number of coded bits per encoded block size Ncbps, is use to interleave the encoded data bits. The interleaver comprises of two permutations. The first permutation maps adjacent coded bits onto nonadjacent carriers. To avoid long runs of bits with low reliability, the second permutation maps adjacent coded bits alternately onto less or more significant bits of the constellation.

Suppose integer s as half of the number of coded bits per subcarrier, i.e., 1, 1, 2, or 3 for QPSK, 8PSK, 16-QAM or 64-QAM, respectively. Let k the index of the coded bit before the first permutation; i  be the index after the first and before the second permutation, and j  be the index after the second permutation, just prior to modulation mapping.

The first permutation is defined by the following equation: 
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The second permutation is defined as 
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The inverse operations will be performed in receiver for de-interleaving and  include two permutations. Within a received block of Ncbps bits, let j be the index of a received bit before the first permutation; m be the index of that bit after the first and before the second permutation; and let n be the index of that bit after the second permutation, just prior to delivering the block to the decoder.
The first permutation is defined by the equation below:
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The second permutation is defined by 
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The first permutation in the de-interleaver is the inverse of the second permutation in the interleaver, and similarly, the second permutation in the de-interleaver is the inverse of the first permutation in the interleaver.
4.4 Modulations

Downlink supports the modulation schemes of QPSK, 16QAM, 64 QAM and 256QAM. Uplink supports BPSK, QPSK, 8PSK, 16QAM and 64QAM. 

The data bits from interleaver are entered serially to the modulation mapper. Figure 10 shows BPSK, Gray-mapped QPSK, 8PSK, 16-QAM constellations. Figure 11 illustrates gray-mapped 64-QAM constellation. To achieve equal average power, different factor c for each modulation is used to normalize the corresponding constellation. For each modulation, b0 always denotes the LSB.
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Figure 10: BPSK, QPSK, 8PSK, 16-QAM constellations
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Figure 11: 64-QAM constellation
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Figure 12: 256 QAM constellation

5 Pre-transforms and block spreading
5.1 Pre-transforms
The data after modulation mapping shall be fed to the pre-transformation block where a linear transform is applied as shown in Figure 3 and Figure 4 for the BS and CPE respectively. The serial data at the input of the pre-transformation block is first grouped contiguously with group size corresponding to the subchannel size for the CPE. Each group is then converted into parallel data and pre-multiplied with a square transform matrix. The square transform matrix is to spread each data to all the outputs of the transformation, which will be eventually sent to different subcarriers. This transformation is beneficial in a fading environment since each data has been spread to all subcarriers. It is still possible to restore the data even when a certain subcarriers experience deep fades. Another advantage of using pre-transform is to reduce the PAPR requirement for CPEs.

The transform matrix shall be a unitary matrix with elements having constant amplitudes. An example of such a matrix is 
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 or simply 1, and F is the FFT matrix of size M. Another example is the Walsh-Hadamard matrix. When the transform matrix is an identity matrix, the modulated symbols are just mapped to the subchannels as conventional OFDMA without pre-transform.

When FFT matrix is used as the transform matrix (α=1), single carrier localized FDMA and interleaved FDMA can be generated. The later can also be equivalently generated through repetition and phase rotation.
The transformed data are subsequently modulated onto all allocated data subcarriers in order of increasing frequency offset index. The first symbol out of the data symbol mapping shall be modulated onto the allocated subcarrier with the lowest frequency offset index.

5.2 Block spreading

OFDMA allows multiple users to transmit simultaneously on the different subcarriers per OFDM symbol. Each sub-frame of conventional time division multiplexing based OFDMA systems consists of a number of time slots to transmit or receive OFDMA symbols (suppose each time slot transmits or receives one OFDMA symbol). Each user will be allocated one or more time slots (apart from frequency domain multiple access) to transmit or receive its symbols. Thus each user transmits or receives its information discontinuously unless all time slots are allocated to the user which is rare in a real OFDMA system. In uplink, the discontinuous transmission for a specific user gives rise to different peak transmission power and average transmission power since the user does not transmit at other slots than its allocated slots. The fewer slots allocated to the user the more difference between the peak and average transmission power. This power difference causes more stringent power amplifier requirement at the transmitter. 

[image: image138.emf]   

 P/S  

 S/ P  

User k  

Modulated Symbols  

Add N - N k   zeros  

 S/P  

 

 

 

OFDM   Modulator  

 Subcarrier   Mapper  

 Subcarrier   Mapper  

Block   Spread ing  

One of the goals of the block spreading is to achieve continuous transmission in order to relax the stringent power amplifier requirement in conventional OFDMA systems. Another goal is to increase the multiuser diversity gain of the OFDMA system. 

Figure 13: Block diagram of OFDMA uplink transmitter with block spreading

The block-spread OFDMA system is illustrated in Figure 13. The modulated symbols from user k are first passed to an S/P converter, generating Nk symbol outputs at one time. These symbols are then passed to a subcarrier mapper. At the same time, N-Nk zeros are inserted, and passed to another subcarrier mapper. The outputs of the subcarrier mappers are then processed by an OFDM modulator, the output of which is then passed to a block spreading block with processing gain of G, generating G chip blocks. Let 
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 be the spreading codes for user k, and   
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 be the output of the OFDM block. The ith chip block of the block spreading outout is given by
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The chip blocks are then P/S converted, and finally transmitted out through CPE antenna. As the spreading is over G OFDM blocks, the spreading operation is called block spreading.

Figure 14: Another implementation of OFDMA uplink transmitter with block spreading

Figure 14 shows another implementation of uplink transmitter for OFDMA with block spreading.
The modulated symbols from user k are first passed to an S/P converter, generating Nk symbol outputs at one time, which is described as 
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. The Nk symbols are then spread using user-specific codes 
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 with spreading gain of G, generating G chip blocks as follows
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At the same time, N-Nk zeros are inserted, and repeated G times, generating G null chip blocks. The ith chip block of user k, which is the ith column of matrix
[image: image51.wmf]k
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, together with the ith null chip block, is passed to the subcarrier mappers, the outputs of those are used to formulate the ith OFDM block. 

With block spreading, another group of (G-1) users can share the same subcarrier set with user k. The users sharing the same subcarrier set belong to the same cluster. To maintain user orthogonality among the G users, it is required that the channel responses for all these users should be static within the transmission interval of the G OFDM blocks. Therefore, for users with slow fading, the spreading factor can be large. Otherwise, the parameter G should be small, say 4, 2 or 1. As an extreme case, when G = 1, only user k occupy this subcarrier set. 

[image: image140.emf]Chip  blocks from   other users  

   

 P/S  

 S/P  

User k  

Modulated Symbols  

Add N - N k   zeros  

 S/P  

 

 

 

OFDM   Modulator  

 Subcarrier   Mapper  

 Subcarrier   Mapper  

Block   Spread ing  

+  


Figure 15: Block diagram of OFDMA downlink transmitter with block spreading

Figure 15 shows the downlink OFDMA transmitter with block-spread. The modulated symbols from user k are first passed to an S/P converter, generating Nk symbol outputs at one time. These symbols are then passed to a subcarrier mapper. At the same time, N-Nk zeros are inserted, and passed to another subcarrier mapper. The outputs of the subcarrier mappers are then processed by an OFDM modulator, the output of which is then passed to a block spreading block with processing gain of G, generating G chip blocks. 

The above process is repeated for all users. Finally, the chip blocks for all users are summed up, the outputs are then P/S converted, and finally transmitted out through the base station antenna. 

Figure 16 shows another implementation of OFDMA downlink transmitter with block spreading, where K clusters of users are illustrated. To maintain the orthogonality among the users within each cluster, block spreading is performed. Specifically, the modulated symbols from cluster 1 (user 1 to user M1) are first passed to an S/P converter, generating N1 symbol outputs at one time. The N1 symbols from each user are then spread using user-specific codes, with spreading gain of G1, generating G1 chip blocks. The chip blocks from each user with the same cluster are then summed up, to formulate the summed chip blocks. Similarly, the summed chip blocks are formulated for the other clusters. The summed chip blocks from each cluster are then passed to subcarrier mappers, followed by OFDM modulator, and finally by P/S converter, the outputs of which are then transmitted out through base station antenna.
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The spreading gain for each cluster varies based on the channel variation statistics of the users within the cluster. For users with fast fading, it is recommended that smaller processing gain should be applied
Figure 16: Another implementation of OFDMA downlink transmitter with block spreading
6 TDD as the duplex mode and channel sensing
As it could be difficult to identify paired spectrum for two-way communications in WRANs, we propose the use of time division duplex (TDD) as the duplex mode. Each TDD frame consists of a DL subframe and an UL subframe that are used to transmit downlink and uplink data respectively. Part of the gap between the DL and UL subframes will be used by BS and CPEs to carry out channel sensing (see Figure 18). The structure of the DL and UL subframes are depicted in Figure 17. Note that this structure is characterized in both time and frequency domains.

Each DL subframe begins with a preamble, which occupies all subcarriers of the first OFDMA symbol. Following the preamble are, in sequential order, the frame control header (FCH), the downlink map (DL-MAP), the uplink map (UL-MAP), and finally downlink data bursts.

The preamble signal transmitted at the beginning of the DL subframe is used by all CPEs for time synchronization, frequency synchronization and channel estimation. The detail of preamble design is discussed in section 7. 
The FCH is transmitted at the beginning of the OFDMA symbol immediately following the preamble symbol. The FCH contains the downlink frame prefix (DLFP), which specifies information regarding the current frame. In particular, the DLFP contains the used subchannel bitmap (i.e., the map of all subchannels allocated in this frame), the coding scheme used for the DL/UL-MAP, and the length of the DL/UL-MAP.

The DL-MAP is a MAC message with a variable length that defines the downlink transmission. In particular, the DL-MAP includes the following parameters:

· Physical Layer Synchronization that specifies the frame duration and the frame number.

· Base Station ID that is the 48 bit identification number of the base station.

· DL Burst Allocation that specifies, for each downlink bust, the subchannel and OFDMA symbol offsets, the connection identifiers (CIDs) of all associated connection, and the coding/modulation scheme used (i.e., the downlink interval usage code – DIUC). This field will be further discussed next.

[image: image52]
Figure 17: TDD frame structure
In each TV channel, there are at most 24 subchannels, which are indexed using 5 bits. Each subchannel consists of 48 data subcarriers. For a particular subchannel, if some of its subcarriers are occupied by primary users then the BS and CPEs are not allowed to transmit on these occupied subcarriers. Depending on how subcarriers are allocated to subchannels, i.e., in localized or distributed manner, we propose two different approaches to deal with subcarriers occupied by primary users.

The first approach is for the case of distributed subcarrier allocation. In this case, a group of contiguous subcarriers occupied by a primary user (such as a wireless microphone) will likely be spread over multiple subchannels. As a result, for each subchannel, it is likely that only a small number of subcarriers are affected. If that is the case, then the transmitter will keep on mapping data into affected subcarriers but will null them out at transmission. At the receiver, these affected subcarriers will be treated as errors. When the number of affected subcarriers is small, the errors can be handled by FEC. The advantage of this approach is its simplicity in data loading.

The second approach is more reliable than the first one, and should be used for the case of localized subcarrier allocation and also for the case of distributed subcarrier allocation when the number of subcarriers used by primary users in a subchannel is large. In this approach, each subchannel is further divided into 4 clusters, each consists of 12 data subcarriers. If any of the 12 subcarriers of a particular cluster is occupied by a primary user, the whole cluster is discarded. When a subchannel is allocated to a burst, the base station should specify which clusters within that subchannel can be used to transmit data. This information can be specified using a 4-bit indicator. To illustrate, in Table 13, we give an example of a downlink burst specification.
Table 13: Downlink burst specification.

	Syntax
	Size
	Notes

	DL_Burst_Allocation{
	
	

	    DIUC
	4 bits
	Coding/modulation scheme index

	    N_CID
	8 bits
	Number of associated connections

	    for(n = 0; n<N_CID; n++){
	
	

	        CID
	16 bits
	ID of an associated connection

	    }
	
	

	    OFDMA symbol offset
	8 bits
	

	    N_OFDM_Symbols
	6 bits
	Number of OFDM symbols used

	    N_Subchannels
	5 bits
	Number of subchannels used

	    for(n = 0; n<N_SubChannels; n++){
	
	

	        Sc_Index
	5 bits
	Index of subchannel

	        C_Map
	4 bits
	Map of usable clusters in the sub channels

	    }
	
	

	    Other fields
	
	To indicate boosting, repetition coding…

	}
	
	


In Figure 17, the period between the end of the DL subframe and the beginning of the UL subframe is called transmit/receive transition gap (TTG). This is the time when BS transit from transmitting to receiving mode. During TTG, BS and CPEs also sense the TV channel to detect primary users. More on this is given in section 6.1. 

The UL-MAP defines uplink bandwidth allocation. It is immediately transmitted after the DL-MAP in the DL subframe. The UL-MAP includes the following parameters:

· UL Burst Allocation that specifies, for each uplink bust, the subchannel and OFDMA symbol offsets and the coding/modulation scheme used (i.e., the uplink interval usage code – UIUC). Similar to the case of DL transmission, it can happen that for an allocated subchannel, some of the subcarriers are occupied by a primary user. In that case, the two approaches described for the DL scenario are also application for the UL scenario.

· Ranging/BW Request subchannel: In addition to allocating time and bandwidth for uplink data transmission, the UL-MAP also specifies the subchannel that is reserved for CPEs to carry out initial/periodic ranging and bandwidth request. CPEs who wish to carry out ranging or bandwidth request can access this common ranging subchannel using a contention-based mechanism.

· Allocation Start Time (AST) is the time, relative to the beginning of the frame, at which uplink transmission can be started. Figure 17 shows the simple case when all uplink bursts share the same AST, reflected in a common value of Transmit/Receive Transition Gap (TTG). However, as will be described next, our proposal includes an uplink adaptive guard-time algorithm that allows different CPEs to have different AST. As a result, the actual UL-MAP should specify the UL start time for each CPEs. Refer to the next for details.
6.1 Adaptive guard time control for BS

Traditionally TDD systems are considered for small area networks due to the potential interference between uplink and downlink transmissions. This problem is partly solved by providing a guard time at the BS side between downlink and uplink transmissions. This guard interval is a system overhead, which should be kept to a minimum value, and for short range systems, this overhead could be negligible.
For wide area networks such as WRANs, we propose to use adaptive BS guard time control to reduce the system overhead. The basic idea is to make the BS TTG dynamically adjustable according to the propagation condition of the environment. Specifically, instead of aligning all users such that they can be received by the BS synchronously, the proposed scheme allows the nearby users to transmit earlier than the far away users, as long as  the OFDMA symbols are aligned when they are received simultaneously. In doing so, we also need to make sure that there is enough time for each BS and CPEs to carry out channel sensing in the period between the end of the DL subframe and the beginning of the UL subframe. Our adaptive TDD scheme is illustrated in Figures 14, 15, and 16. 
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Figure 18: Adaptive TDD with channel sensing
In Figure 18, CPE1 is closest to BS while CPE2 is the farthest node. As a result, downlink transmission from BS reaches CPE1 first and reaches CPE2 last. We can write RTT = 2*DL2, where RTT is BS round trip time and DL2 is the propagation delay from BS to CPE2.

Upon finishing a DL subframe transmission, BS switches from transmitting to receiving mode (after TRS seconds) and carries out channel sensing for Tss seconds. Tss should be set equal some integer number of useful symbol durations Tb to facilitate quality sensing. After the sensing process, BS is ready to receive uplink data transmission.

For CPE1, after completing DL reception, it maintains the receiving mode and carries out channel sensing for Tss seconds. Note that DL reception at CPE1 should take into account the delay spread of the channel (DS1), and the sensing process should only be started at end of the DL subframe + delay spread. After that, CPE1 switches to transmitting mode (after SSRTG seconds) and is ready to transmit data to the BS. The period between the end of the DL subframe at BS and the time when CPE1 data reaches BS is denoted by TTG1. Note that we must have TTG1 > TRS + Tss for BS to be able to receive CPE1’s UL transmission.
Similarly, CPE2, upon finishing DL reception will sense the channel for Tss seconds before switching to transmitting mode. The period between the end of the DL subframe at the BS and the time when CPE2 data reaches BS is denoted by TTG2. Due to the difference in propagation delay of CPE1 and CPE2, TTG2 can be much longer than TTG1. In order to align the OFDMA symbols transmitted by CPE1 and CPE2 at BS, we must have TTG2 – TTG1 = n*Ts, n = 0, 1, 2, …, where Ts is the symbol period.

Based on the above discussion, the TDD frame structure in Figure 17 should be modified as in Figure 19. Note that in Figure 19, CPE3 is closest to BS while CPE2 and 4 are farthest from BS. Also, BS should carry out channel sensing during TTG3.

[image: image54]
Figure 19: TDD frame structure with adaptive guard time
Figure 20 illustrates how data transmitted by CPE1, 2, 3, 4, 5 during different UL symbols are received at BS.
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Figure 20: Uplink bursts received in the BS
In implementing our adaptive TDD scheme, the following issues should be taken into account.

Firstly, BS can transmit using the total duration of the downlink burst. This would allow the CPE to calculate the end of burst at its location without keeping the receiver on for the whole duration of the burst and thus facilitating power saving. Uplink time duration should be divided into shorter time slots and users at different ranges should be instructed for timing advance like in conventional systems to align the uplink transmission to these slot boundaries.  The timing advance would be communicated in terms of modulo slot duration to the CPEs.
In our OFDMA system, this slot can be made equal to the symbol interval and the time alignment should be made so that uplink is aligned within the CP period of the symbol. The timing advance also would be communicated in terms modulo symbol duration in this case.
Secondly, while allocating subchannels, BS is expected to allocate adjacent subchannel groups to users at different distances wherever possible. This would simplify the processing of preamble wherever it is used. 

Thirdly, CPE units will calculate the end of the burst from the start of the burst and the duration of downlink information from the broadcast channel and switch to channel sensing mode after this point + delay spread of the cell. The uplink transmission will start at time instant = End of the sensing period + SSRTG+ Tx Gap+ (Symbol duration – Timing advance). The last two terms would ensure that the timing advance term will not eat into the other terms resulting in interference. In cases where there is no such possibility this extra symbol delay may be omitted. 
6.2 Frame Structure for non-continuous Sensing

We propose a frame structure that supports distributed sensing of incumbent users. This structure is depicted in Fig. 21.  As can be seen from Fig. 21, OFDMA symbols are grouped into frame and n frames form a super frame. Here, n is a designed parameter and can be made flexible, depending on the data/decision fusion scheme used. Each frame is divided into three parts, i.e., DL transmission subframe, Sensing subframe, and UL transmission subframe. After the downlink transmission period, the system is quiet for sensing and then starts UL transmission.

When setting the duration of each frame, the following issues should be taken into account. On the one hand, we would like to increase the frame duration in order to reduce the relative cost of control and sensing overhead. On the other hand, having longer frames makes it difficult to satisfy the latency requirement of data transmission. As the required maximum latency for Full Quality Telephony and Time Critical Packet services is 20ms, we propose to set the frame duration to 10ms. This is equivalent to about 50 OFDMA symbols (each of duration of about 200us). During each frame, from 1 to 5 OFDMA symbols will be used for sensing.

In one option, the CPEs report the decisions to the BS or decision unit after every frame.  Another option is to process and/or aggregate the decisions over the entire super-frame before reporting to the BS.  Furthermore, these two options may be combined for mixed mode operation.
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Figure 21: Frame and super-frame structures supporting discontinuous sensing of incumbent users.

6.3 Frame structure for option B

For Option B, the frame structure is varied with the choice of FFT size. For the case of FFT size of 1024, each frame consists of 28 symbols, of which 24 are data symbols. The data symbols are shared between the uplink and downlink. The allocation of data symbols for uplink or downlink changes dynamically with the traffic to maximize the usage of the available spectrum. This is one of the advantages provided by employing TDD. There are two pilot and control symbols allocated for uplink and downlink each. The remaining two symbols are reserved for uplink/downlink switching and primary user sensing. The usage of the sensing symbol will be described further in section. There are two optional patterns proposed to position data, pilot, switch and sensing symbols as shown in Figure 22 and Figure 23.
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Figure 22: TDD and sensing frame structure: FFT = 1024, Pattern 1
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Figure 23: TDD and sensing frame structure: FFT = 1024, Pattern 2
For the case of FFT size equal to 2048, each frame consists of 14 symbols. Of the 14 symbols, 12 symbols are dynamically allocated for uplink and downlink data transmission. Each of the two remaining symbols is for guard interval and uplink/downlink pilot and control signals. It should be noted that the null subcarriers in these symbols are re-used for sensing purpose. The arrangement of the symbols is illustrated in the Figure 24.
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Figure 24: TDD and sensing frame structure: FFT = 2048
The symbol structure used for pilot and control signals and sensing purpose is illustrated in Figure 25. With reference to Figure 25, there are two optional configurations to position pilot and control signals or sensing slots. 
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Figure 25: Sensing symbol patterns

7 Preamble and pilot structures 

Preamble is used for time synchronization, frequency synchronization and channel estimation. The pilot is used for channel parameter estimation and tracking.

7.1 Downlink preamble

Downlink preamble consists of one OFDMA symbol. The preamble in time domain is periodical with period N/2. (Note N is the FFT size). This special structure is good for frequency and time synchronization. The active subcarriers of the OFDMA symbol are: 2k, k = 0,1,…,N/2-1. (Note the subcarrier indices are 0,1,…,N-1 in this section).

If any of the preamble subcarrier location coincides with that of the DC subcarrier, a guard subcarrier or a subcarrier used by a primary user, its value shall be set to zero.
BPSK or QPSK can be chosen as the modulation scheme for the active subcarriers. Also, a PN sequence can be used to generate the values for the active subcarriers. The value of the PN sequence can be obtained by converting a binary (0 and 1) sequence to a BPSK sequence (0 mapped to 1, 1 mapped to -1).  We can choose the PN sequence such that the OFDMA symbol in time domain has a low PAPR. Finally, each cell can use a different PN in order to randomize the intercell interference.

7.2 Uplink preamble

For TDD mode, the downlink preamble at the beginning of each frame is broadcasted to all the users. Each user can use the preamble to estimate its time delay, frequency offset and channel response, and then adjust its timing and oscillator accordingly.
Uplink preamble may not be necessary if pre-equalization is done at the CPE, or the channels estimates from different CPEs are fed back to the BS. Otherwise, a preamble is needed for channel estimation.

For fixed wireless access applications, the wireless channel usually changes slowly. Assuming that within a frame the channel condition changes insignificantly, we can use the channel estimates based on the downlink preamble to do pre-equalization for the uplink. Let 
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If pre-equalization or feedback of channel responses is not used, we can use the following preamble to estimate the channels.

Each user sends a user dependent preamble to the BS to aid the estimation of channels at the BS. A user dependent preamble is constructed from a basic preamble based on the subchannels which the user will use to transmit its data.
The basic preamble consists of one OFDMA symbol. All the used subcarriers, except those used by primary users, are active subcarriers for the basic preamble. If the subcarriers are used by a primary user, the values on these subcarriers are set to zero.
BPSK (or QPSK) is chosen to modulate the active subcarriers. A PN sequence is used to generate the values for the active subcarriers. The value of the PN sequence is obtained by converting a binary (0 and 1) sequence to a BPSK sequence (0 mapped to 1, 1 mapped to -1). Each cell uses a different PN.

A user dependent preamble is constructed from the basic preamble by setting all the subcarriers which are not allocated to the user as null subcarriers.

7.3 Downlink pilot

There are N/16 pilot subcarriers spread over the spectrum. There are two types of pilots: fixed location pilots and variable location pilots. Subcarrier locations for the fixed location pilots remain unchanged in every OFDMA symbol. Instead, subcarrier locations for the variable location pilots change in every four OFDMA symbols.
There are N/64 fixed location pilots, and these subcarrier locations are: 52k+1 and N/2+(3N/32)+52k+1, k=0,1,…,N/128-1. There are (N/16-N/64) variable location pilots, and their locations are: 13k+3(L mod 4)-5, k=0,1,…,N/32-1 (k is not divisible by 4), and N/2+(3N/32)+13k+3(L mod 4)-5, k=0,1,…,N/32-1 (k is not divisible by 4). (L is the OFDMA symbol index.)

The pilot locations repeat for every 4 OFDMA symbols. In all cases, if the pilot subcarrier is used by a primary user, set the value there to zero.
As an example, the pilot subcarrier locations for N=256 are shown in Table 14.

Table 14: Pilot subcarrier locations for N=256.

	Fixed pilot 
	1    53   153   205

	Variable pilot (symbol 0)
	8      21    34    60    73    86   160   173   186   212   225   238

	Variable pilot (symbol 1)
	11    24    37    63    76    89   163   176   189   215   228   241

	Variable pilot (symbol 2)
	14    27    40    66    79    92   166   179   192   218   231   244

	Variable pilot (symbol 3)
	17    30    43    69    82    95   169   182   195   221   234   247


The pilot subcarrier locations for N=512 are shown in Table 15.
Table 15: Pilot subcarrier locations for N=512.

	Fixed pilot 
	1    53   105   157   305   357   409   461

	Variable pilot (symbol 0)
	8      21    34    60    73    86   112   125   138   164   177   190   312   325   338   364   377   390   416   429   442   468   481   494

	Variable pilot (symbol 1)
	11    24    37    63    76    89   115   128   141   167   180   193   315   328   341   367   380   393   419   432   445   471   484   497

	Variable pilot (symbol 2)
	14    27    40    66    79    92   118   131   144   170   183   196   318   331   344   370   383   396   422   435   448   474   487   500

	Variable pilot (symbol 3)
	17    30    43    69    82    95   121   134   147   173   186   199   321   334   347    373   386   399   425   438   451   477   490   503


The modulation for each pilot subcarrier is either BPSK or QPSK. A PN sequence can be used to generate the values. The value of the PN sequence is obtained by converting a binary (0 and 1) sequence to a BPSK sequence (0 mapped to 1, 1 mapped to -1). Each cell uses a different PN sequence. 

7.4 Uplink pilot

For uplink pilot, the subcarriers are first divided into clusters with each cluster having 13 subcarriers. Each cluster has one pilot subcarrier. The pilot locations vary over every three OFDMA symbols. The pilot location is denoted by 4*(L mod 3)+3, where L is the OFDMA symbol index. The location of the pilot in one cluster is as follows:
( ( ● ( ( ( ( ( ( ( ( ( (    Symbol 0

( ( ( ( ( ( ● ( ( ( ( ( (    Symbol 1

( ( ( ( ( ( ( ( ( ( ● ( (    Symbol 2
●: pilot subcarrier  (: data subcarrier
Figure 26: Uplink pilot pattern
If the pilot subcarrier is used by a primary user, set the value of that pilot subcarrier to zero.
The modulation for each pilot subcarrier can be either BPSK or QPSK. A PN sequence can be used to generate the values. The value of the PN sequence is obtained by converting a binary (0 and 1) sequence to a BPSK sequence (0 mapped to 1, 1 mapped to -1). Each cell uses a different PN sequence.
7.5 Preamble for multiple antennas
Preamble for multiple antennas with cyclic delay transmission (CDT): similar to that for single antenna. Time, frequency synchronization and channel estimation can be done similarly by using the preamble.

Preamble for multiple antenna with space frequency coding (SFC): Method 1: different antenna sends a preamble with one OFDMA symbol (the same as that for one antenna case) at different time (frequency and channel estimation can be done similar to the single antenna case); Method 2: different antenna sends a preamble with multiple OFDMA symbols at the same time (with special designs for the OFDMA symbols).
8 Sensing Mechanism

We propose a two-step approach in sensing. The proposed approach consists of power detection in the first step and if required, a second step involving cyclostationary detection.  The sensing unit (either BS or CPE) then makes a tentative decision on the existence of a primary user in the bandwidth of interest.  Tentative decisions from all sensing units may then be sent to a central decision unit to make a final decision on the presence of primary users.   

The sensing mechanism uses two threshold levels, TH1 and TH2, where TH1 > TH2.  The sensing unit performing sensing will first estimate the received power over the selected band.  If the received power estimate EP>TH1, then a primary user is tentatively considered to be active in the selected bandwidth.  If EP<TH2, then the sensing unit decides that there is no active primary user.   

If TH2≤EP≤TH1, the sensing unit will proceed to perform cyclostationary detection.  This is done by computing the spectral correlation density (SCD) function at selected cyclic frequencies.  If the average power of the SCD, EC>TH3, where TH3 is some selected threshold, then the sensing unit will tentatively decide in favor of the presence of a primary user.  Otherwise, the primary user is considered absent.

Since we have knowledge of the cyclic frequencies of interested signals like TV and wireless microphones, we only need to compute the SCD function at very limited number of discrete cycle frequencies. Classical spectral analysis method can be used in computing the SCD functions.

Table 16 lists the cyclic frequencies of various commonly used signals.

Table 16: Cylic frequencies of various signals

	Type of Signal
	Cyclic Frequencies

	Analog Television
	cyclic frequencies at multiples of the TV-signal horizontal line-scan rate (15.75 kHz in USA, 15.625 kHz in Europe)

	AM signal: 
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	PM and FM signal: 
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	Amplitude-Shift Keying: 
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	Phase-Shift Keying: 
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	For QPSK, 
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9 Ranging
When the CPE receives a broadcast packet 1 from the BS (which is supposed to be the last OFDMA symbol of a DL subframe), it switches to transmit mode after a predetermined SSTTG recognized by the BS, and sends a packet back to the BS. The BS then measures the round-trip delay (RTD) from the BS to the CPE, and estimates the propagation delay (PD) from BS to CPE. According to Figure 27, since RTD = SSTTG + 2*PD, thus PD = (RTD-SSTTG)/2. The PD estimate is then conveyed to the CPE. The PDs for all CPEs can be used to pre-align the transmissions from the CPEs such that they can be received within the CP window for OFDMA uplink.
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Figure 27: Calculating the propagation delay
10 Multiple antenna technologies
Multiple antennas can be used to provide beamforming gain, diversity gain and spatial multiplexing gain. Beamforming and diversity gains can be traded for extended coverage. Spatial multiplexing gain increases the system throughput without relying on bandwidth expansion.

10.1 Transmit diversity schemes 
This proposal supports various transmit diversity schemes, e.g., cyclic delay transmission (CDT) and space-frequency coding (SFC).

10.1.1 Cyclic delay transmission (CDT)

Figure 28 shows the block diagram of CDT applied a system with two transmit antennas. For diversity gain, the data symbols must be encoded, usually using FEC and interleaving, across the transmission bandwidth. The outputs are then OFDMA modulated. As an example, we let the OFDMA size be N = 8, and the cyclic delay T = 2.  The transmitted OFDMA symbol via antenna 1 is

x1 = [s(0), s(1), s(2), s(3), s(4), s(5), s(6), s(7)] ,

and the cyclic delayed version of x1, 

x2 = [s(6), s(7), (0), s(1), s(2), s(3), s(4), s(5)],

will be sent out through antenna 2.

Referring to Figure 29,  the channel responses with respect to antenna 1 and 2 are denoted as 
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 respectively, where L is the number of channel delay taps, and their respective frequency responses are 
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With CDT, the frequency responses of the composite channel observed by the receive antenna is given by
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where k is the subcarrier index, and T is the cyclic delay in symbols. It can be shown that higher frequency diversity is achievable through CDT. Typical cyclic shift factor is in the range 0 < T < N, for diversity gain.  An example of the composite virtual channel response with 2 transmit antennas is illustrated in Figure 30, where the original channel responses associated with each antenna is L = 2, and cyclic delay is T = 2.  By applying CDT, the composite channel response becomes h1(0), h1(1), h2(0), h2(1), and the number of channel taps in the virtual channel increases to 4. The delay diversity may be exploited to enhance the performance of the system by employing cross band coding.  Although the number of delay taps of the composite virtual channel is 4, the physical channel delays associated with both antennas remain unchanged at 2.  Unlike conventional delay diversity, the CDT does not increase the physical delay of the composite channel.  Therefore, the minimum required CP length remains unchanged at 1 symbol interval.

In the above example, the frequency domain representation of the data symbol on the kth subcarrier transmitted through antennas 1 and 2 are 
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, respectively.  Therefore, CDT can be implemented by phase shifting kth data symbol by 
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prior to OFDMA modulation for the second antenna.  This approach, which is frequency domain implementation of CDT may be advantageous in the downlink as different groups of subcarriers (subchannels) would generally have different channel responses, and the cyclic shifts requirements for the different channels may also differ.  If CDT in time domain is employed in this case, each subchannel , in general, would require an additional OFDMA modulator and cyclic shifter, which could increase the complexity dramatically.  Hence, by deploying frequency domain CDT, the different cyclic delay requirements are individually met, without significant increased in complexity.
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Figure 28: Block diagram of CDT with 2 transmit antennas
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Figure 29: Transmission model for CDT
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Figure 30: Equivalence of the composite channel
10.1.2 Space-frequency coding (SFC)

SFC can also be used to provide transmit diversity.  Figure 31 illustrates the transmit data path for SFC using NT = 2, 4 antennas.  At each transmission interval, each antenna will transmit a different OFDMA block.  The encoding is done with respect to each frequency pairs.  In the downlink, the encoded subcarrier pairs must belong to the same subchannel intended for a particular user.  For a system with NT = 2 transmit antennas, the transmitted signals in spatial and frequency domains, with coding rate = 1, are illustrated in Table 17. 
Table 17: Space-frequency coding for two transmit antenna case

	
	Subcarrier 1
	Subcarrier 2

	Antenna 1
	S(1)
	-S*(2)

	Antenna 2
	S(2)
	S*(1)
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Figure 31: Block diagram of SFC transmitter with 2 transmit antennas
The encoded blocks are then OFDMA modulated. The CPs are added and the blocks are transmitted via their respective antennas.  At the receiver, the receive signals at subcarriers 1 and 2 are  
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, respectively, where H1(k) and H2(k), are the kth frequency responses associated with antennas 1 and 2 respectively.  SFC transmission provides near second order diversity to the system, if the channel responses corresponding to subcarriers 1 and 2 are similar.

10.1.3 Switched beam combined with CDT / Space time block coding (STBC)

Switched beam combined with CDT/STBC is to achieve beamforming gain and transmit diversity with cost effective switched beam antenna systems. 

[image: image88]
Figure 32: Combined beamforming and transmit diversity
The block diagram of the switched beam combined with CDT/STBC transmission using four antennas at BS is illustrated in Figure 32.  The number of antennas can be more than, but not less than the number of transmitted data streams. The time domain signals after OFDMA formulation are s1 and s2.  These signals represent the two data streams to be transmitted by the BS to a CPE with two receive antennas.  The two data streams may be unrelated to each other, or related to each other if CDT/STBC/SFC is used. The two data streams are first weighted by the two transmit beamformers w1 and w2 for beamforming processing, then passed on to a signal combiner which performs a simple summing function of the two beamformed inputs to produce a signal vector x for transmission through multiple antennas The beamformers simply multiply each symbol of the corresponding input data stream with a 4 by 1 complex weight vector w1 or w2 and transfer each scalar symbol into a 4 by 1 vector. The values for the beamforming weights w1 and w2 are pre-stored in a vector set table in the BS’s memory. However, the BS needs to determine which vectors in the pre-stored set table to be used on line. 

The selection of the two vectors from the pre-stored vector set table is based on the measurement from uplink, where the four antennas are used to form a plurality of fixed beams for multiple fixed-beam reception. In the uplink, two fixed beams should be identified with most reception power of signals from BS. Based on the identified two fixed beams, the beamforming weights w1 and w2 for downlink multiplexing transmission are determined by looking up the pre-stored vector set table, where each pair of fixed beams are mapped to two beamforming vectors.

The pre-stored mapping table for mapping from each pair of fixed beams to two beamforming vectors is set up as follows.

For each pair of uplink fixed beams i and j (i ( j), the main beam direction are ( i and ( j respectively. Based on the direction angle ( i and ( j, a 4 ( 4 matrix can be formed as
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 for a uniform linear antenna array with antenna spacing d, ( is the wavelength of downlink center frequency, M is the number of antennas, i.e. M = 4 here, and superscript ‘T’ denotes transpose operation. This matrix can be viewed as an approximation of the downlink channel covariance matrix.

The two eigen-vectors corresponding to the largest two eigen-values of matrix R are the target pair of beamforming vectors mapped from the fixed beam i and j.   
10.2 Adaptive antennas

Adaptive antennas are used to provide the following functionalities:

· Interference avoidance and range extension using transmit and receive beamforming;

· Delay spread reduction using joint beamforming and transmit diversity

· Virtual MIMO (Spatial division multiple access)
Typically, four antennas are considered at the BS side, and two antennas are considered at the CPE side. As the propagation channels vary very slowly, closed-loop beamforming is the basic mode for multiple antenna operations. For TDD mode, CSI feedback is not needed due to the channel reciprocal. 

10.2.1 Interference avoidance 

WRANs co-exist with other primary users, such as wireless microphones. In order to avoid generating interferences to those users, the proposal adopts the following key procedures:

· Identifying the frequency bands of the primary users within the cell

· Identifying the locations of the primary users within the cell

· Avoiding interference to primary users using transmit beamforming and frequency planning

10.2.1.1 Interference avoidance for downlink
The coverage areas of licensed incumbents are geographically localized. Using downlink beamforming with multiple antennas, the transmissions which may be potential sources of interference may be nulled in the direction of the coverage areas of the active primary users. As illustrated in Figure 33, the beamformers direct the transmissions toward the desired locations, where CPE 1 and CPE 3 are situated, but suppress the transmitted signal in the direction of the primary user. CPE 2, which is in the coverage zone of the primary user may employ a non-interfering channel for communication.  This isolates and protects the primary user from interference and enables the re-use of the occupied frequencies in other locations. The use of beamforming for interference avoidance requires positional knowledge of the primary users. Thus, localization, ranging are needed.
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Figure 33: Transmit beamforming for interference avoidance and frequency reuse
10.2.1.2 Interference avoidance for downlink
10.2.1.2.1 CPE with single transmit antenna

For this situation, transmit beamforming is not used.  There are two ways to avoid interfering with the active primary users:

1. Simply vacate and refrain from using the frequency bands occupied or to be occupied by the primary users.

2. Only allocate the frequency bands occupied or to be occupied by the primary users to CPEs located in geographical areas where their uplink transmissions using these frequencies will not interfere with the transmissions and receptions of the primary user.  This may be done by ensuring that the transmission range of the CPE does not encroach into the coverage region of the primary user if they both use the same frequencies.  The BS requires localization and ranging information on the CPEs to make the appropriate channel assignments. 

10.2.1.2.2 CPE with multiple transmit antennas

In this case, the following procedures will be adopted.

1. For CPEs located near to or within the coverage areas of the primary users, the frequencies used by the primary users must be vacated and refrained from usage by these CPEs.

2. For CPEs with transmission range falling outside the coverage areas of the primary users, frequencies may be shared.

3. For other CPEs, transmit beamforming may be used to steer their transmissions away from the coverage areas of the primary users, so that frequency sharing and re-used are possible without interference to the primary users.

4. BS requires localization and ranging on the CPEs to make appropriate channel assignments.

10.2.2 Delay spread reduction

As the WRAN is supposed to cover a range up to 100 km, the channel delay spread could be very large. Table 18 shows the maximum excess delay of the four channel models proposed in 802.22 WG, where the channel D has a maximum excess delay up to 62 μs.

Table 18: Maximum access delay for four channel models proposed for WRAN

	Channel profile
	Channel A
	Channel B
	Channel C
	Channel D

	Maximum excess delay (τ)
	21 μs
	14 μs
	35 μs
	24 - 62 μs


Transmit beamforming can be used for delay spread reduction.  There are two approaches:

· Basic Transmit Beamforming (BTB): Steering the transmission direction in the main direction of the users, and suppressing the transmission in the direction of those delay paths or clusters which are excessively long.

· Advanced Transmit Beamforming (ATB): By isolating the different delay paths or clusters and using transmission timing advances (or delays) to artificially reduce the overall delay spread of the channel. 

Both approaches require statistical knowledge of the channels. This knowledge includes, e.g., direction of arrival (DOA) information.  It should be noted that on one hand, paths with small differential delays with respect to one another generally have similar DOA.  This is usually due to a cluster of reflectors in the far field.  On the other hand, paths separated by relatively large delays, generally have different DOAs.

10.2.2.1 Basic transmit beamforming (BTB)

Figure 34 shows the block diagram of the downlink transmitter for a system employing BTB. Transmit beamforming is implemented in frequency domain. As each subchannel is assigned exclusively to a user, beamforming is done at the subchannel or user level.  Each subchannel or user’s subchannels are weighted by a transmit beamformer, so that the transmission is towards channel paths or clusters with nominal delays within the CP window, Tc. Transmission in the direction of other paths or clusters exceeding Tc   will be suppressed.  

Let 
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 be the signal transmitted through the kth subcarrier. After frequency domain beamforming, the transmitted signal at the kth subcarrier via the nth antenna may be written as 
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is the beamforming coefficient, at the kth subcarrier, associated to the nth transmit antenna. If the angular spread for the CPE is small, the beamforming vectors for the same user at different subcarriers can share the same set of vector, which can be chosen as the principal eigenvector of the channel covariance matrix for that user. Physically, this beamformer points the main beam’s direction to the desired user. 

Uplink BTB may be possible if the CPE is equipped with multiple transmit antennas.  Only one beamformer is required for each CPE in this case.  However, the use of uplink preamble is necessary for channel estimation at the BS.


[image: image98.emf] 

.   .   .  

Ant N T  

Ant 1  

.   .   .  

User  K  

User 1  

  MOD  

Frequency   Domain   Beamformer  

  MOD  

Frequency   Domain   Beamformer  

Windowing   & Pulse  Shaping  

  OFDMA  Formulator  

  OFDMA  Formulator  

Windowing   & Pulse  Shaping  


Figure 34: Downlink transmitter block diagram for BTB with NT antennas
10.2.2.2 Advanced transmit beamforming (ATB)

ATB combines transmit beamforming with artificial delay shifts to reduce the delay spread. This is particularly useful for systems with repeaters, where the delay due to the repeater could be very large. 

As there are usually different DOAs associated with different delays, we can design the beams by isolating them from one another, and introduce time pre-alignment for different beams so that the overall delay of the transmission can be reduced.

Figure 35 illustrates the downlink transmitter block diagram for ATB with NT transmit antennas. As each subchannel is assigned exclusively to one user, beamforming may be done at the subchannel level. First subchannel or subchannels belonging to each user are OFDMA modulated.  This is followed by CP addition.  For each OFDMA symbol associated with each beamformer, an appropriate delay is added. The symbols are beamformed accordingly, summed and then transmitted.

For example, suppose there are two cluster paths, each with a delay τ1 and τ2, respectively, and intra-cluster delay δ.  If the cluster only contains a single path, then δ = 0. When 
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.  This is illustrated in Figure 36 (a).  The magnitude of the relatively delay of the beamformed channel is now 
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ATB can also be used to increase the delay diversity of the system.  The artificial inserted delays may be chosen such that overall delay of the channel observed at the receiver is extended.  For example, if 
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 in a channel with two clusters, then the effective channel delay is only δ.  Therefore, the additional diversity due to one cluster is completely loss, Using ATB and by selecting D1 and D2 appropriately, the relative delay becomes 
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Uplink ATB may be possible if the CPE is equipped with multiple transmit antennas.  Only one set of beamformers is required for each CPE in this case.  However, the use of uplink preamble is necessary for channel estimation at the BS.
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Figure 35: Downlink transmitter block diagram for ATB with 2 beamformers per user
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Figure 36: Channel lengthening and shortening using ATB
10.2.2.3 ATB for systems with repeaters

When repeaters are used, the equivalent channel has longer excess delay.  As the directions of these repeaters are known to the transmitter, ATB can be used to reduce the overall channel delay spread. Suppose the channel consists one delay path and the WRAN system contains a single repeater, and they have different DOAs, then we can use beamforming to direct beams towards the delay path or clusters and the repeater.  

10.3 Virtual multiple antenna system

In uplink transmission, a virtual multiple antenna system may be formed to increase the system spectrum efficiency. As shown in Figure 37, CPE1 transmits its signal through CPE1 antenna, whereas CPE2 transmits through CPE2 antenna. As long as the BS has more than two antennas, a virtual multiplexing system is formed. In such a case, CPE1 and CPE2 can share the same frequency resource at the same time. It is analogous to a transmitter with two antennas. 


[image: image110]
Figure 37: Virtual multiple antenna system for uplink transmission
11 Sectorization

For high-density user environment, sectorization is used to support increased number of users within a coverage area. Figure 38 illustrates an example of dividing one cell into three (3) sectors, each covered by one sector antenna with a 3-dB beamwidth of 120o. It is expected that a capacity gain of 3 can be achieved as compared to the case without sectorization.
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Figure 38: An example of sectorization by dividing one cell into three sectors

.
With sectorization, each sector has its own subchannel allocation procedure. For sector edge users, however, there exist interferences due to the overlapping of the neighbouring sectors. To provide increased throughput for those users, the proposal suggests that two neighbouring sectors serve the sector edge users simultaneously, as shown in Figure 39. This is called inter-sector diversity. Transmit diversity techniques using two sector antennas can be applied for this purpose. These include, e.g., space-time block coding and cyclic delay transmission (CDT). 


[image: image112.emf] 

Sector 1  

Sector 2  

#1  

#2  

#3  


Figure 39: Inter-sector diversity
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Figure 40: CDT for Preamble/pilot channel and sector edge users: Time domain implementation
11.1 Transmitter structure for CDT

Figure 40 illustrates the transmitter when CDT is applied to preamble/pilot only and sector edge users. The preamble and pilot occupy the same set of subcarriers for the two sectors, and for each subcarrier, the preamble/pilot is the same. Also, the sector edge users will occupy the same set of subcarriers.

In this case, preamble/pilot and signals for sector edge users will go through CDT operation. For users located on the center of the sector, they can only receive signal from the sector antenna for that cell, thus CDT is not effective for them. 
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Figure 41: CDT for Preamble/pilot channel and sector edge users: Frequency domain implementation
Figure 41 illustrates the frequency domain implementation transmitter when CDT is applied to preamble/pilot and sector edge users. The preamble and pilot occupy the same set of subcarriers for the two sectors, and for each subcarrier, the preamble/pilot is the same. Also, the sector edge users will occupy the same set of subcarriers. Note that a frequency domain phase shifter is used to replace time domain cyclic shift.  Suppose user k is allocated with subcarrier index set 
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Figure 42: CDT for Preamble/pilot channel and sector edge users: Frequency domain implementation using different scrambling codes
Figure 42 illustrates another frequency domain implementation transmitter when CDT is applied to preamble/pilot only and sector edge users. Here, different set of scrambling codes is used for different sector. The preamble and pilot occupy the same set of subcarriers for the two sectors, and for each subcarrier, the preamble/pilot is the same. Also, the sector edge users will occupy the same set of subcarriers. Note Sector 2 scrambling codes are generated by multiplying Sector 1 scrambling codes with the phase shifter. Suppose user k is allocated with subcarrier index set 
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11.2 Preamble and pilot design for sectorization
As we mentioned earlier, preamble is needed for time/frequency synchronization and channel estimation. In order to support CDT for preamble and pilot symbols, special design is needed for preamble/pilot allocation for all sectors within the cell. 
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Figure 43: Preamble/Pilot patterns for three sectors within the same cell
Figure 43 illustrates the preamble/pilot patterns for three sectors within the same cell, where the first OFDMA symbol of all sectors is allocated as preamble. To support CDT for preamble, for a given subcarrier k, the modulated symbols are the same for all three sectors. From one subcarrier to another, they can be different.   
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Figure 44: Scattered pilot patterns for three sectors within the same cell
Figure 44 illustrates the scattered pilot patterns for three sectors within the same cell. Note that all sectors have the same pilot pattern, and the remaining subcarriers are used to send data symbols to users within that sector. To support CDT for preamble, for a given pilot subcarrier k, the modulated symbols are the same for all three sectors. From one pilot subcarrier to another, they can be different.   
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Figure 45: Scrambling code generation for the three sectors within the same cell
Figure 45 shows the generation of scrambling codes for each sector. Take sector 1 as the reference sector. There are different ways to generate the scrambling codes. For example, we can randomly generate the codes for the first OFDMA symbol, and choose the scrambling codes for symbols 2, 3, … as the cyclically delayed versions of scrambling codes of symbol 1. To support CDT for preamble/pilot and sector edge users, for sectors 2 and 3, the scrambling codes are generated as those of sector 1 scaled by the phase shifters, which are related to the time domain cyclic shifts. Suppose user k is allocated with subcarrier index set 
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This scrambling codes generated above should be used in conjunction with the frequency domain implementation of CDT, as shown in Figure 41.

12 Cellular deployment structure
Figure 46 illustrates the cellular deployment structure for WRAN systems. Frequency reuse with factor 1 is considered in order to simplify frequency planning. To achieve interference randomization, each cell is allocated with one cell-specific scrambling code. In order to increase the throughput for cell edge users, we propose to use macro-diversity for both uplink and downlink. Specifically, two or more BSs are reserved to serve the cell edge CPEs simultaneously. 
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Figure 46: Cellular deployment structure of WRANs
13 Multiuser diversity and scheduling 

Multiuser diversity can be easily achieved using OFDMA. As the propagation channels vary very slowly, the diversity gain mainly comes from the dynamics of the frequency responses of the channels among the users.

Downlink common pilot channel is used for the CPEs to measure the channel quality information (CQI) for each subchannel.  The CQI and subchannel index are then feedback to the BS. Upon receiving the information from the CPEs, the BS then schedules the transmissions of each subchannel to the CPEs.

Proportional fair scheduling is used to provide certain level of fairness among the CPEs. Other QoS constraints, such as BER and delay requirements, can also be applied.

14 Random beamforming

Adaptive beamforming requires the channel knowledge at the transmitter side. For multiuser environment, random transmit beamforming can be used to achieve beamforming gain and multiuser diversity gain using reduced feedback overhead. 
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Figure 47: Procedure of random transmit beamforming for MIMO scenario
Figure 47 illustrates the procedure of random transmit beamforming for MIMO scenario. Using common pilot channel, a set of known sequence, prefiltered by a random beamforming matrix, is transmitted from the BS. Each CPE then measures the effective SINRs of the data streams using zero-forcing decision feedback equalizer (for MIMO case). Then the SINRs are calibrated using transmit power control scheme. Finally, the requested data rate and power allocations are fed back to the BS. Upon receiving the requested rates from all CPEs, the BS then schedules a CPE for transmission using proportional fairness scheduling. Through transmit power control, each of the data stream for the scheduled user can use the same transmission rate, thus the design is simplified in choosing proper modulation and coding scheme.

15 Adaptive modulation and coding selection (MCS) and transmit power control 
Tables 19 and 20 illustrate the data rates corresponding to different CP factors for downlink and uplink respectively, for a given channel bandwidth of 1.25 MHz.

Table 19: Downlink data rate for different modulation/coding schemes (MCSs) and CP factors

	Modulation
	Code rate
	Data rate (in Mpbs) for different CP factor

	
	
	3/8
	1/4
	1/8
	1/16

	QPSK
	½
	0.779
	0.857
	0.952
	1.008

	
	2/3
	1.039
	1.143
	1.270
	1.345

	
	¾
	1.169
	1.286
	1.429
	1.513

	
	5/6
	1.299
	1.429
	1.587
	1.681

	16-QAM
	½
	1.558
	1.714
	1.905
	2.017

	
	2/3
	2.078
	2.286
	2.540
	2.689

	
	¾
	2.338
	2.571
	2.857
	3.025

	
	5/6
	2.597
	2.857
	3.175
	3.361

	64-QAM
	½
	2.338
	2.571
	2.857
	3.025

	
	2/3
	3.117
	3.429
	3.810
	4.034

	
	¾
	3.507
	3.857
	4.286
	4.538

	
	5/6
	3.896
	4.286
	4.762
	5.042

	256-QAM
	½
	3.117
	3.429
	3.810
	4.034

	
	2/3
	4.156
	4.571
	5.079
	5.378

	
	¾
	4.675
	5.143
	5.714
	6.050

	
	5/6
	5.195
	5.714
	6.349
	6.723


As can be seen in Table 19, the maximum spectrum efficiency is 6.723/1.25 = 5.38 bits/sec/Hz and is achieved when 246-QAM, 5/6 code rate, and CP factor of 1/16 are employed.
Table 20: Uplink data rate for different modulation/coding schemes (MCSs) and CP factors

	Modulation
	Code rate
	Data rate (in Mpbs) for different CP factor

	
	
	3/8
	1/4
	1/8
	1/16

	BPSK
	½
	0.195
	0.214
	0.238
	0.252

	
	2/3
	0.260
	0.286
	0.318
	0.336

	
	¾
	0.292
	0.321
	0.357
	0.378

	
	5/6
	0.325
	0.357
	0.397
	0.420

	QPSK
	½
	0.390
	0.429
	0.476
	0.504

	
	2/3
	0.520
	0.571
	0.635
	0.672

	
	¾
	0.584
	0.643
	0.714
	0.756

	
	5/6
	0.649
	0.714
	0.794
	0.840

	16-QAM
	½
	0.779
	0.857
	0.952
	1.008

	
	2/3
	1.039
	1.143
	1.270
	1.345

	
	¾
	1.169
	1.286
	1.429
	1.513

	
	5/6
	1.299
	1.429
	1.587
	1.681

	64-QAM
	½
	1.194
	1.286
	1.429
	1.513

	
	2/3
	1.559
	1.715
	1.905
	2.017

	
	¾
	1.754
	1.929
	2.143
	2.269

	
	5/6
	1.948
	2.143
	2.381
	2.521


15.1 Receiver requirement for different data rates
In order to guarantee reliable communication, in terms of BER, various requirements must be met by the transmitter and receiver of a WRAN connection. On top of that, transmit power control (TPC) will be supported to allow wireless devices to adapt to the changing channel and propagation conditions. In this section, we focus on the receiver requirements.

At the receiver side, a BER constraint can be translated into required SNR. These targeted values depend on the coding and modulation scheme employed. For example, according to the IEEE 802.16 standard, in AWGN channel, for BER performance of 10-6, the required SNR are:

Table 21: Receiver SNR assumptions (CC used, for BER = 10-6)

	Modulation
	Coding rate
	Receiver SNR (dB)

	BPSK
	½
	6.4

	QPSK
	½
	9.4

	
	¾
	11.2

	16-QAM
	½
	16.4

	
	¾
	18.2

	64-QAM
	2/3
	22.7

	
	¾
	24.4


 The values in Table 21 can be used to derive the receiver sensitivity to achieve the BER of 10-6. In particular, the receiver minimum input level sensitivity can be calculated by:

Rss (dBm) = SNR (dB)+ kToB (dBm) + NF (dB) + IL (dB)     


where

· k is Boltzmann's Constant = 1.38 x 10-23 (Joule/°K)

· To is Absolute temperature of the receiver input = 290 (°K)

· B is Receiver Bandwidth (Hz)

· NF is receiver noise figure (dB)

· IL is implementation loss (dB)

Assuming NF = 7 dB, IL = 5 dB and the receiver SNR as in Table 21, the receiver sensitivity is given by Table 22.

Table 22: Receiver minimum input level sensitivity (dBm)

	Channel bandwidth  (MHz)
	BPSK
	QPSK
	16-QAM
	64-QAM

	
	½
	½
	¾
	½
	¾
	2/3
	¾

	1.25
	-94.6
	-91.6
	-89.8
	-84.6
	-82.8
	-78.3
	-76.6

	2.5
	-91.6
	-88.6
	-86.8
	-81.6
	-79.8
	-75.3
	-73.6

	5.0
	-88.6
	-85.6
	-83.8
	-78.6
	-76.8
	-72.3
	-70.6

	7.5
	-86.8
	-83.8
	-82.0
	-76.8
	-74.0
	-70.5
	-68.8


15.2 Transmit power control (TPC)

Transmit power control (TPC) for the uplink in a WRAN serves two main objectives. Firstly, it maintains the reliability of communication when there are changes in channel and propagation conditions. Secondly, transmit power control conserve CPEs’ power while reducing interference. Interference reduction is important in protecting incumbent users and facilitating spectrum reuse.
15.2.1 Range and granularity
Transmitters must support monotonic TPC with range of up to 30 dB, 1 dB steps, and ± 0.5 dB accuracy

15.2.2 TPC mechanisms
Transmit power control will be supported for the uplink on link-by-link basis and based on the master-slave relationship between the base station and CPEs. In particular, the base station will measure power in the received burst, compare this to some reference value, and request CPEs to adjust transmit power accordingly.

Transmit power control can be based on measured CINR (carrier to interference plus noise ratio) or experienced BER. 

16 Dynamic Channel Sensing Slots Allocation
We propose that the unused data timeslots be dynamically allocated for channel sensing so that there are more channel sensing timeslots when traffic load is low. We anticipate the increased number of channel sensing timeslots can help to improve the responsiveness and accuracy of sensing.

To perform the channel sensing, there are two requirements:

Number of samples required, denoted as M, to make a reliable detection that the TV signals presents in the channel. 

The delay requirement D, the device must detects the TV signal within D seconds after the licensed user start using the frequency band. 

With the above description, the sensing requirement, denoted as R1, can be described as: for any given time duration [t, t+D], there must be at least M sensed samples. To satisfy the requirement, a simple solution is to perform the channel sensing periodically with fixed interval, denoted TS. We require the value of TS should satisfy following condition:
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The advantage of the fixed scheduling is simple in design and implementation. However, it may cause some delay for the data packet when data arrives just before the channel sensing timeslot. 

Another method to perform the sensing is using dynamic sensing interval. We know that the communication channel is not always busy. Thus, we can perform the channel sensing more frequently when channel is idle (i.e., has few data packets to transmit) and less frequent when channel is busy (i.e., has a backlogged of data packets to transmit). This is essentially giving higher priority to time-sensitive data traffic which scheduling channel sensing with a deadline given by R1. For example, we specify two sample intervals TS,I and TS,B, I for idle and B for Busy. TS,I is fixed while the TS,B is variable. As we have to satisfy the requirement of R1, thus, whenever the sensing algorithm find that it is under-sampled due to channel busy, it may reduce the value of TS,B to provide more samples so that R1 is not violated. Figure 1 shows the basic ideas of the channel sensing with both fixed and dynamic interval methods.
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Figure 48: Channel Sensing with Fixed and Dynamic Interval

The advantages of using the dynamic sensing interval is:

It can reduce the data jittering due to the channel sensing. 

It can also detect the presenting of TV signal earlier, especially when the channel is idle.

17 Adaptive and rapid MAC layer ARQ in dynamic virtual control channel
ARQ (Automatic Retransmission Request) is the means by which either end of the link can request the retransmission of part of a frame, generally as a result of it being received erroneously. ARQ is used to overcome unreliable channel condition by performing retransmission to ensure reliable delivery to next hop entity. Currently, ARQ is optional for the 802.16 standard. The mechanism is beneficial for delay-sensitive frames which require timely delivery. In summary, the primary objective for implementing ARQ is to obtain these two objectives: reliability and timeliness considerations.
17.1 Characteristic of optimum ARQ mechanism

The design traits required for optimum ARQ algorithms are efficient, adaptive and responsive. Efficient factor refers to allocation and utilization (reservation) of time slots for ARQ process as and when necessary. Adaptive factor refer to utilization of resources in an intelligent manner so as not to waste resources. Responsive factor is to ensure rapid retransmission to meet delay QoS requirement via rapid and reliable feedback to sender. In summary, a good ARQ scheme must have the following traits: cost-effective, intelligent, rapid and reliable.
17.2 Proposed ARQ for 802.22 MAC adapted from 802.16 specification

In our proposal, a separate virtual control channel (VCC) to handle ARQ messages, which will be adaptively and dynamically allocated by the BS, based upon the number of flows which require timely QoS. When timely QoS is required by many CPEs, the BS will allocate more time slots for VCC usage. This is to ensure that CPEs’ ARQs can achieve faster responsiveness by acquiring faster slot allocation of the virtual control channel time slots to send out ARQ feedback. When timely QoS is not required by all CPEs, the BS will release the virtual control channel timeslot back for normal data usage. 
In summary, VCC will ensure efficient usage of wireless resource by having the BS allocating VCC resource intelligently and efficiently.
Slot reservation of VCC resources will be made using existing 802.16 Mesh Election algorithm. Thus, no Bandwidth Request/Grant/Confirm is required. An CPE which is active (acting as receiver), would invoke Mesh Election to secure time slot in VCC to send back ARQ feedback. On the other hand, an inactive node will not “bid” for the VCC resources. 
In summary, VCC will ensure efficient usage of wireless resource by having the CPEs invoking VCC resource reservation intelligently and efficiently.

To ensure high responsiveness, each CPE can obtain more than one VCC time slot within a frame. As an CPE received more traffic flows, the frequency of obtaining the VCC timeslot will be increased, so as to ensure rapid ARQ feedback can be made. VCC will ensure rapid ARQ feedback by adjusting the frequency of VCC slots acquisition based on traffic volume it is receiving

As an added enhancement to ensure efficient usage of channel resource in scenario whereby an CPE is facing blockage or experiencing long fading duration, the time slot reservation process will intelligently perform exponential back-off in sending out BW Request. This will ensure efficient resource utilization for the Schedule Control resources.
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Abstract


This document presents the technical specifications and operation principals for the PHY layer of IEEE 802.22 WRANs. The fundamental multiple-access scheme for both uplink and downlink is OFDMA, which separates the users using different subcarriers, and provides the flexibility for each user to operate in irregular spectrum due to the existence of primary users. Pre-transform is used to reduce peak-to-average power ratio (PAPR) for uplink. The contribution includes scalable system design for variable channel bandwidth, TDD with adaptive guard time control, distributed channel sensing using guard interval between downlink subframe and uplink subframe, shortened block Turbo codes with special parity check matrix design, preamble and pilot design with interference avoidance, adaptive modulation and coding, multiuser scheduling and advanced antenna technologies. The proposal supports increased system capacity using sectorization, and further enhanced with inter-sector diversity.
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