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Overview/Introduction

1.1 Scope – CRS
1.2 Purpose – CRS
1.3 PAR Summary- CRS
1.4 Target Markets – CRS
1.5 Overview of Services and Applications - Gerald
1.5.1 Capacity

1.5.2 Types and Classes of Service

1.5.2.1 Data (various – e-mail, FTP, web, etc.)

1.5.2.2 VoIP

1.5.2.3 Video Conferencing

1.5.2.4 QoS

1.5.3 Number of Simultaneous CPEs Supported by the Air Interface

1.5.3.1 (Per Cell? Address Space?  Will the real reqmt please stand up?)

2 System Reference Architecture

2.1 System Reference Model

2.1.1 IEEE 802 Reference Architecture model

2.1.1.1 System Management

2.1.1.1.1 Database Management interface

2.1.1.1.2 Installation Management

2.1.1.2 Station Management

2.1.1.2.1 Database Management

2.1.1.2.2 Installation Management

2.1.1.3 MAC

2.1.1.4 PHY

2.1.2 Topology

2.1.2.1 P-MP

2.1.2.1.1 Star

2.1.2.1.2 Star/mesh

2.1.2.1.3 Master/Slave with Distributed Sensing of RF Environment

2.1.2.2 Optional Repeater Function/different classes of base station???

2.1.2.3 (Nested macro/mini cells???)

2.1.3 Optional MAC Bridge to other networks (e.g. 802.11x, others?)

2.1.4 Optional Backhaul interface

3 Functional and Performance Requirements

3.1 General- Gerald
Range: Nominal: 25 km  Max: 100 km  Usage model, channel model.

Requirement: operate over specific channel models: see Appendix C.
3.1.1 Spectral efficiency vs Distance

More rural=> more spectrum availability

Adaptive modulation ( e.g., 256QAM down to BPSK toward the edge of coverage): C/N, robustness

At least 0.5 bit/sec/Hz  ???

Throughput: minimum rate at edge of coverage: 1.5 Mbit/s to customers (ADSL rate, T1 replacement)





Return: 384 kbit/s for teleconferencing, limited by the RF transmit power

Aggregate in forward direction (per sector): 

Coverage distance: See Appendix B for propagation model.

Criterion: capacity at distance (every 5 km, up to 50 km?)

Performance: F(90,90) (base station: 75m antenna HAAT, CPE antenna: 10m above ground)
3.1.2 Coexistence and Interference Resistance

3.1.2.1 Licensed Incumbent Sensing and Avoidance

3.1.2.1.1 Overview
3.1.2.1.1.1 TV broadcast: description

3.1.2.1.1.2 Wireless Microphone description

Wireless microphone operators will need a beacon for reliable operation (e.g., simple narrowband carrier-like).  There however possibility for false beacon operation: CW would easily disallow WRAN operation (hacking!)

3.1.2.1.1.3 Public Safety description

This service is geographically based: base station would know whether to use the channel or not.  (Channels 14-20 are off the table in the 14 main market plus some more licenses outside of these market).  There is no need to sense by CPE’s, hence speeding up the process.

3.1.2.1.2 Incumbent Characteristics

Signal characteristics

Narrative & table

3.1.2.1.3 D/U Ratios

Depends on the modulations proposed for LE equipment.

Start with DTV and NTSC D/U’s.

RF front-end saturation versus receiver de-sensitization

RF spectrum mask for the LE devices.

3.1.2.1.4 Sensing Thresholds

(See 802.18SG1 comments to FCC)

Response Time
Time during which Broadcast can be interfered with before the frequency change: (if new broadcast station comes on during night=> not critical)

Wireless microphone: more demanding => msec! Unless a beacon is turned on before the microphone use, need more information, Shure to provide.

Need to investigate the impact of the use of beacons for wireless microphone operation (rather than having to sense the microphones themselves with their large and fast signal level variability) on complexity of sensing: repetition rate, etc.

[DFS at 5 GHz: channel availability check time 60s, channel move time 10s, channel closing time 200m]

Numbers for WRAN will probably need to be different.

Need analysis on the impact on LE client, on TCP.

Anybody who is operating wireless microphones would be protected from WRAN interference since proper sensing would be built in CPE’s.  This should be easier in rural areas.

3.1.2.1.5 Distributed Sensing

At the base station: mapping interference status from CPE’s according to geographic coordinates and take decision on frequency usage.

3.1.2.1.6 TPC

Forward link is:

1) Burst transmission: needs synch, preamble, etc. can change modulation per frame, can change power per frame.  In case of broadcast frames used for channel acquisition, etc., these will be sent at maximum power to acquire terminals at edge of coverage.  The dynamic range of CPE’s will need to be very large to sustain such transmission when located close to the base station.

2) Continuous transmission (i.e., broadcast stream), the base would be always transmitting, except during on-channel sensing period.  The transmission would therefore not be completely continuous and the transmitter frame structure will need to include frequency, timing and frame re-synchronization information.  Adaptive modulation may not be possible in the forward direction.

Return channel will need to use burst transmission and TPC will need to be used.

3.1.2.1.7 Behaviors (including database updates)

TPC behaviour, link-by-link, sensing, response to sensing data, changing channels.

3.1.2.2 License-exempt system coexistence/sharing

3.1.2.2.1 Overview

Extending the beacon concept to help cooperation among LE systems. Encourage the FCC to look into this capability.

3.1.2.2.2 Sensing Thresholds and D/U Ratios

Other devices that could use beacons similar to those used for the wireless microphones would avoid interference but it would give them precedence over WRAN.  Need for a transmission signature to distinguish among DTV, wireless microphones, other LE transmissions, etc.
3.1.2.2.3 Response Time

3.1.2.2.4 Distributed Sensing

3.1.2.2.5 TPC

3.1.2.2.6 Behaviors  (including database updates)

3.1.3 Duplex Method - FDD/TDD/???

Impact on channelization/regulatory domains.

Should we leave it to the proponents?

What are the strong and weak points for each scheme?

What are the concerns?  Filtering, agility, spectrum availability (1 vs 2 TV channels), propagation time in TDD, (turn around time, quiescent times may be long for long ranges (e.g., 40 km and back= 267 μsec)) and impact on MAC and PHY.  Impact on QoS?

If full duplex FDD is proposed, must be accompanied by a band plan or propose a scheme to do it.

3.1.3.1 Flexible Asymmetry is desirable!

Easy to manage with TDD, how would it be done for FDD.  Symmetry is hard to predict and is very bursty depending on the type of traffic.  In FDD, dynamic bandwidth allocation could be used to scale with traffic. Ways to achieve it?  System should have the flexibility to adjust to the bit rate requirements in both directions.

3.1.4 Performance and Capacity 

3.1.4.1 Scalability

Scalability in bit rate, in terms of deployment, in channel bandwidth (varying channel bandwidth or using a variable number of channels).

Other dimensions?

3.1.4.2 Delivered Bandwidth

Bitrate, throughput (e.g., 1.5 Mbit/s minimum forward, 384 kbit/s minimum return at edge of coverage).  Should be able to provide higher capacity if the bandwidth is available (full forward capacity to one subscriber, e.g., 18 Mbit/s over night) and if the power is available on the return link (TPC would allow using the power margin when closer to the base station for higher return throughput.

System should allow base station to set maximum speed per CPE.

Should there be support for virtual dedicated channel? Should the system allow for reserving BW on permanent basis (no need to contend for it) and dedicate it to specific users.

3.1.4.3 Aggregate Data Rates – Downlink & Uplink

Aggregate on the uplink, contention vs scheduling on return link, over-subscription?

Capacity should be able to vary dynamically.

Higher priority given to fringe users because throughput is less (operator needs to have the hooks to give more time slots to fringe users.

Traffic scheduling should provide more bandwidth to a CPE that forms a new base station to extend the coverage or to subscribers with special requirements).  

3.1.4.4 Peak Data Rates

CPE’s should be able to receive the full capacity from the base station in the forward direction and utilize the full capacity of the return channel as long as the transmit power limit is not exceeded.  The base station should be capable of allocating full capacity to a user on forward and return directions.  On the return channel, the limitation will be RF power limited.  Maximum peak capacity will reduce toward fringe because of need for more robust and less efficient modulation.  CPE should be built to support 100% duty cycle at rated power.

“Base station should not discriminate among CPE’s”(???)

Should there be transmit power classes?

3.1.4.5 Number of Simultaneous Active Users

Over-subscription ratio: 50?

Number of users being served during the same burst in the forward direction, in the return direction..

Maximum number of CPE’s: 64k (16 bits)?

Headers, table size, memory, scheduling, sensors, networks behind CPE’s (NAT) (router, bridging), CPE connected to a new base station to extend the coverage.

3.1.4.6 QoS

See 802.1p, 802.15.3, 802.16.

Good but has a lot of implication on the complexity of the MAC, frequency switching, etc.

Services: UDP streaming, video conferencing, VoIP.

Relative QoS among services.

Toll quality QoS would probably not be possible because of RF sensing and frequency agility required by the interference environment (down time during on-channel RF sensing). 

3.1.4.7 Latency and Packet Error Rate

3.1.4.8 Error Performance

3.1.4.9 Radio Link Availability

3.1.5 Antenna Characteristics

3.1.5.1 Base

3.1.5.1.1 Operational

3.1.5.1.1.1 Omni

3.1.5.1.1.2 Directional

3.1.5.1.2 Sense (omni)

3.1.5.2 CPE

3.1.5.2.1 Operational

3.1.5.2.1.1 Omni

3.1.5.2.1.2 Directional

3.1.5.2.2 Sense (omni)

3.1.6 Installation Requirements

3.1.6.1 Base to be professionally installed

3.1.6.2 CPE to be user installable

Plug and play, or as close to plug and play as possible.

“Looks” to the user like cable/DSL modem

3.1.6.2.1 Verification

Fixed outdoor installation at nominally 10m above ground.  Proper azimuth aligment.

Remote verification from base station?   Visual verification?

3.1.7 Equipment integrity

3.1.7.1 Cognitive functionallity

3.2 Network Security - tbd
3.2.1 Privacy and Message Integrity Methods

3.2.1.1 Authentication for network access

3.2.1.2 Data (payload) Encryption

3.2.1.3 Protection of network control information

3.2.2 Protection against Denial of Service and Other Attacks

3.2.3 Security Algorithm(s)

3.3 Network Management - tbd
3.3.1 Authentication

3.3.2 Access Control

3.3.3 Admission Control (flow by flow)

3.3.4 Support for Service Level Agreements

3.3.5 Support for Accounting and Auditing

3.3.6 Malfunctioning Subscriber Station or Base Station

3.3.7 Base Station to Base Station Communications/Coordination???

3.3.7.1 In Same Network

3.3.7.2 Between Co-located/Adjacent/Overlapping Networks

3.3.7.3 Timing, sync, etc.

3.4 PHY/RF (Physical Layer) - Eli
3.4.1 Licensed incumbent detection/avoidance sensing

Sensing over the entire TV spectrum 

First at association time:

Steps:

· “boot up”
· CPE initiate this sensing, 

· sweep all TV channels: (31 msec full sweep up to 600 msec for lightly used spectrum in case of TV receivers) need to include integration time to improve sensitivity especially when FFT is used.

· need results: levels of power for TV stations, wireless microphones and other WRAN systems

· CPE will need to know what country it is in to sense the right channels.  (LO not to fall in the cell bands)
· Preclude operation on frequencies that are prohibited in specific regions.
· use of ranging channel at start to request permission to transmit?

Second: at request of base station: special scans, base station will have information to reduce the need for CPE to sense, i.e., channels that need to be scanned (list of active TV stations, mic and other WRAN systems in the area.

· sensing own channel needs to have the channel available for sensing the RF background level:

· base station will indicate to all CPE’s to sense at a specific time when base station stop transmitting (FDD forward and TDD)

· base station will indicate to all CPE’s to all shut up and sense at a given time.

· sensing adjacent channels: may also need to wait for down time from base station or CPE’s (limited selectivity of the sense circuit)

Third: repetitive: wireless microphones will be the most demanding: Shure model (msec period), possibility to use beacon to reduce the needed repetition rate.  (Is ms period *really* necessary?????)
Scanning for open channels to move to, no need to systematically scan all channels.

Sensing needs to identify TX signature (Incumbent profile detection) (ATSC, OFDM/OFDMA, wireless mic, other WRAN’s, etc.)

Neighbour WRAN should cooperate to make sure that there are extra channels available to go to. This could be a chain reaction if there is good coordination.

3.4.2 Channelization

3.4.2.1 Adaptable to differing regulatory domains ( 6, 7, and 8 MHz TV raster friendly as appropriate)

3.4.2.1.1 NA 

3.4.2.1.2 SA

3.4.2.1.3 EU 

3.4.2.1.4 Asia 

3.4.2.1.5 Africa

3.4.2.1.6 Other?

The silicon implementation should be scalable for different channel rasters (6, 7, 8 MHz) but RF front end filters and channel IF filters would (may) need to be specific to the raster.

Center frequency may be different in various regions, CPE needs to adapt.

Range should extend to Band 5 up to 902 MHz for Region 1&3 (rather than 862 MHz as indicated in the PAR).
(Was there an oversight in the PAR?  Should we request a PAR amendment to fix this at some point?)
3.4.2.2 Channel Aggregation

Multi-channel aggregation, contiguous and non-contiguous to augment capacity  (e.g., OFDM occupying a number of TV channels where the carriers in a TV channel can be turned off if TV broadcast/wireless microphone operation starts) 

In-channel aggregation: aggregation of operators within same TV channel.  

Channel versus “TV channel”: need to be defined and consistent.

If multi-channel aggregation is proposed, each TV channel should be independent from modulation point of view (no *persistent* channel bonding).

3.4.3 Link Adaptation and Power Control

Granularity and range of power control.

Controlled by the base station, dynamic range: 60 dB on return to adjust for similar levels receiver at base station for FDM in frame (same level for all carriers hitting the FFT).

Power control should reduce transmit power so that it is no more than 10 dB above needed C/N.

Adaptive modulation and coding with available C/N.

3.4.4 Multipath/Delay Spread Performance

See channel model in Appencdix C.

3.4.5 Synchronization/Ranging

3.4.6 Measurements (network management, beyond incumbent protection)

3.4.7 RF Specification Requirements

3.4.7.1 General

3.4.7.2 Duplex versus half-duplex operation

Diplexing, isolation and AGC requirements.

Full duplex operation: 1 Watt (4 W EIRP) into the receiver!  Need a switch.  Isolator could do the job if TX and RX frequencies are sufficiently separated (e.g., cellular: 45 MHz).  Frequency agility makes it difficult. Would be easy if upper UHF could be used for TX while lower UHF for RX.

3.4.7.3 Radio Transmitter

3.4.7.3.1 TPC Specs

3.4.7.4 Radio Receiver

3.4.7.4.1 Sense RX

3.4.7.4.2 System Operational RX

3.4.7.5 Spectral Requirements

3.4.7.5.1 Freq/time tolerances

3.4.7.5.2 Spectrum Mask(s)

3.4.7.5.3 OOB Emissions

3.4.7.5.4 Scalability (bandwidth and PSD)

3.5 MAC (Media Access Control) - Carlos
3.5.1 Support for Interference Mitigation/Coexistence

3.5.1.1 Sensing control

(Look at 101.113 and 101.105)

Instruct CPE when to sense, which channel and duration of sensing: longer increases sensitivity.

Describe content of headers, information elements, etc.

MAC level for sensing is well defined in 802.16

Sensing mechanism will be different in FDD and TDD modes.  Need more than one receiver at base station.

3.5.1.2 Talk to PHY for sensing measurements

Type of information to send to CPE’s: stop transmitting, schedule for measurement, report back, order to a range of CPE’s (RFC 3825).

3.5.1.2.1 Receive measurements results

Should be a value, not a binary info.  Range, granularity (number of bits), service identification profile (DTV, NTSC, Wireless Microphones, other WRAN’s.  Need for LE device to transmit Id. (Id should be transmitted often, FCC NPRM requests it.)  (CPE needs to grab sensed base station and CPE addresses and send it to its own bases station to resolve interference problem (base station to base station coordination).  CPE addresses could be fixed or dynamic.

3.5.1.2.2 Decide what to do about them

Send everything to the base station for treatment.

3.5.1.3 Tell PHY what to do to avoid interfering

3.5.1.3.1 Change channels

3.5.1.3.2 From channel X to channel Y 

Similar to 802.11h and 802.16.
3.5.1.3.3 TPC

3.5.1.3.4 Range and granularity

(See 802.11h, 802.16 but may want more range)

Define range and granularity. (802.16: 40 dB in 0.5 dB steps)

(802.11J: coverage class: timing for propagation in increments of 3 usec, TX power level: 256 steps in 0.5 dB from –102 dBm.)

3.5.1.3.5 Stop transmitting completely

3.5.1.3.6 Other ways???

3.5.1.4 Base station station management to CPE

3.5.1.4.1 Base is master

Base station can order to change modulation, coding, encryption, bandwidth resource allocation, power level, channel, QoS (packet prioritization, request from the CPE and bases station), etc.

3.5.1.4.2 Order CPEs to scan band and report back

3.5.1.4.3 Analyze (ongoing) results, consider database, and implement correct behavior to avoid interference

CPE can contain simple tables to store sensing information to minimize sensing time (only sensing channels that can be available).

Data fusion from sufficiently large number of CPE’s to get a reliable spectrum occupancy figure.  

3.5.1.5 Inter-base station coordination

In case of interference: CPE reporting interference from another WRAN, both base stations exchange info to resolve issue.  Exchange of operational information such as channel maps, extension of coverage, nested cells, different classes of base stations under the same operator.  Point-to-multipoint link between base stations or use of normal backhaul structure to exchange control packets.

CPE being bridged to a base station: combination on different classes stations (ex: CPE connected to a Wi-Fi AP)

Base stations from same operator with overlapping coverage could coordinate for load balancing.  Base stations from different operators could cooperate on use of same channels and for load balancing.  Synchronization between the base stations might be needed to avoid down time when CPE re-associate.  (Antenna may have to be re-aligned to re-associate.)

3.5.2 Quality of Service and the MAC

3.5.2.1  Channel change/continuity of service

3.5.3 Optional MAC Bridge to other networks

(e.g. 802.11x, others?)

3.5.4 Distinction between single channel and multichannel functions

3.5.5 Layer 3+ Support

3.5.6 OA&M Support

3.5.6.1 802.3AF-like

3.6 Future Work

(defer to later – overflow)

Toll quality telephone service, high quality streaming video

4 References
(defer to later)
Appendix A

Definition of Terms, Acronyms, Abbreviations, and Concepts (defer to later)

Appendix B

Synopsis of System Functional and Service Goals (defer to later)

Appendix C

Channel Model(s) - Eli  (Gerald, Victor)
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