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As shown in the table below, we have been trying to explain that there are various requirements we need to satisfy in order to minimize the VR sickness caused by the use of HMD based VR service.
[image: ]
One of the most critical requirements to minimize the VR sickness is the motion-to-photon latency. It is commonly known in the industry that the motion-to-photon latency needs to be less than 20 ms in order to minimize the VR sickness. This implies that there is a strong correlation between the time that needs for the human eyes to perceive the image data and the time that needs for the human brain to process the perceived image data.
[image: ]
As shown in the diagram above, the time requires for the motion input to be delivered to the IMU (Inertial Measurement Unit) via USB is 1 ms. The time that this data is rendered by the game engine is 2 ms. We will consider these values to be default for the purpose of this document as we will be discussing the network as a variable. We will also consider the write display time and the pixel switching time to be default as well since the 90 Hz (which takes 11 ms to write the image on the display) OLED (which takes 1 ms to switch a pixel) display is the most commonly used display in the modern commercial HMDs. Given these default value, the tolerable latency for HDMI is approximately 5 ms and this is not difficult to achieve when it is a cable line. However, if we are talking about the network latency to be less than 5 ms, the story is different.

[image: ]
As shown in the diagram above, if we need to achieve the tolerable latency time for each HMD A and HMD B case to be less than 5 ms using the current LAN, Wi-Fi, mobile network and sensory network specifications, we will say it will be impossible to achieve. If we consider the network handover, it will definitely generate more latency. As we are fully aware of the current limitations, it is important to discuss how we can improve or modify the current network technology to overcome this challenge.
Therefore, this document will closely examine the six use-cases that were mentioned in the previous input contribution document and discuss these cases in more detail to understand the network requirements.
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