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 1  Purpose of MRPM

· The purpose of MRPM is to manage multiple MN radios in a way that increases MN operating time. This goal is complementary to, but distinct from, other operating and handoff criteria 


· MRPM provides a mechanism for controlling the operating mode of a wireless network interface. MRPM provides a set of power management abstractions that allow tailoring each wireless technology’s operating modes to match network availability and the communication requirements of the MN user.


· MRPM is an information source, providing link energy efficiency input to policy guided handoffs. The MRPM inputs may be augmented by location services to facilitate radio scheduling by the MIH Network Selection Entity (NSE), the architectural component responsible for handoff policy enforcement. MRPM may also rely on proxy services of candidate networks to emulate a MN presence on the network and so further conserve battery power. MRPM Policy Goal:

When equivalent services are available from multiple networks, choose the most energy efficient network connection.

 2  Radio Power Modes 

 2.1  Radio Power Control via 802.21

The 802.21 Link_Action.request function provides a way to influence the power mode of a radio. This function takes a pair of arguments, a Link Action and a Link Action Attribute for which the currently defined values are shown in the table below.

Link Actions

Action name 
Description 

LINK_DISCONNECT 
Disconnect the link connection directly. 

LINK_LOW_POWER 
Cause the link to adjust its battery power level to be low power consumption. 

LINK_POWER_DOWN 
Cause the link to power down and turn off the radio. 

LINK_POWER_UP 
Cause the link to power up and establish L2 connectivity. For UMTS link type, power up lower layers and establish PDP context. 

Link Action Attributes

Attribute name 
Description 

DATA_FWD_REQ 
This indication requires the buffered data at the old serving PoA entity to be forwarded to the new target PoA entity in order to avoid data loss. This action can be taken imme-diately after the old serving PoS receives MIH_N2N_HO_Commit response message from the new target PoS, or the old serving PoS receives MIH_Net_HO_Commit response message from the MN. This is not valid on UMTS link type. L

INK_RES_RETAIN 
The link will be disconnected but the resource for the link connection still remains so reestablishing the link connection later can be more efficient. 

LINK_SCAN 
Cause the link to perform a scan. 

Subsequent MRPM use cases will illustrate the application of these existing 802.21 link actions and motivate MRPM definitions. Additional use cases grow out of this basis and motivate proposals for adding additional MRPM features to 802.21.

 2.2  Radio Operating Modes in Current Wireless Technologies

The MRMP document MRPM Based on Existing Power Management of WiFi, WiMAX, 3GPP, and 3GPP2 describes the radio operating modes supported by several current technologies. That document along with the MRPM Draft Technical Requirements are the basis for any network specific information in this proposal. As regards the specifics of any radio technology, that document take precedence. Please refer to that document for further information on a specific radio technology. 

The specifications for different technologies may use the word “state” or “mode” to refer a consistent set of operational characteristics. This proposal is primarily concerned with continuous behaviors and each step in a use case will be concerned with a single operational “state” or “mode”. We will use the word “mode” to mean either “state” or “mode” without regard to any transition criteria, unless a particular context demands otherwise.

 2.3  MRPM Abstract Radio Power Modes

This proposal defines a set of MRPM Abstract Radio Power Modes (ARPM) that are motivated by the network operating requirements of a specific use case. Each of these ARPM corresponds to a Link Action described above. The relationship between these ARPM and the operating modes of existing wireless networks are illustrated in the table below. 

Abstract Radio Power Mode Mappings

Wireless Technology
Active
Currently Unmapped
Low Power 
Off

Wifi
active
doze, sleep
active
off

WiMax
active
sleep mode
idle mode
off

3GPP
connected

idle
off

3GPP2
active
control hold, suspended
dormant
off

Please note the following about the abstract radio power modes:

1. Each wireless networking technology independently specifies the operating modes of the network interface. 

2. MRPM use cases motivate the definition of ARPM. 

3. Any particular operating mode of some technology may map to zero, one or more abstract radio power mode(s).

4. Mapping the operating modes from different technologies to the same ARPM is not a claim of equivalence. There is only an implication that each of those operating modes satisfies the same use case.

5. The active (or connected) operating mode of any technology can satisfy the requirements of the MRPM use cases -- except for reducing power consumption. These operating modes should always be mapped to the Active ARPM .

6. In other than the Active case, the operating mode that satisfies a use case with the least power drain should be mapped to the corresponding ARPM .

 3  MRPM Use Case #1: Utilizing 802.21 Services

 3.1  Step 1: Utilizing LINK_DETECTED in Low Power ARPM

If there are no radio networks available for an MN then current local strategy applies: If connectivity is desired by an MN with no other knowledge of network availability (and no discriminating policy) then all radio interfaces must be on in order to discover the first usable network. Since multiple radios may be on and it may take considerable time to locate a usable network, it is important for this operating mode to have a low power drain.

ARPM
Low Power

Description
The operating mode of a radio where it may detect the presence of new candidate networks while consuming minimal energy. A LINK_DETECTED event will signal the discovery of new candidate networks.

Attributes
Power consumption

 3.2  Step 2: Joining a Network from a Low Power ARPM

On receipt of the LINK_DETECTED event, the NSE will determine if the candidate network is available to the MN and, if so, transition the radio to the Active ARMP. Once the radio is active the NSE will initiate a connection to the network. On successfully achieving a connection to the candidate network, a LINK_UP event will be delivered to the NSE.

ARPM
Active

Description
The highest power state of a radio. The radio may freely interact with the connected network. Radio communication capacity is optimized in this ARPM.

Attributes
Active receive power consumption

 3.3  Step 3: Turning Off Radios for Undetected Networks

Once connected to the network, the MN may query the MIH IS for a list of proximate networks. The NSE may choose to leave any radios for which there are candidate networks in the Low Power ARPM or not. Any radios for which no proximate networks exist can be safely turned off.

ARPM
Off

Description
The radio is turned off. This is the lowest achievable power state of the radio and no communication is possible. Power consumption may not be zero.

Attributes
None

 4  MRPM Use Case #2: Optimal Power State Configuration of Active Interfaces

The three ARPM described above provide for low power network discovery (Low Power), maximal communication capability (Active) and minimal power drain (Off). MRPM could provide a standardized abstract management mechanism for coordinating local network power policy. The table in section 2.3 summarizes a variety of currently unmapped operating modes that might be established as part of such a coordination function. Often, these additional operating modes maintain network connectivity while periodically entering and leaving a low power state that reduces the Active RX power drain on the battery during idle periods. Such power savings come at the cost of increased latency and are most effectively employed with isochronous packet streams. 

1. What MRPM use cases would motivate the definition of additional ARPM? What criteria would apply to the mapping of operating modes to those ARPM?

2. What network specific inputs would MRPM rely on to drive transitions from a connected ARPM?

3. What local functions would MRPM need to implement in order to satisfy such a coordination function?.

It might be the case that technology specific power saving mechanisms are preferable when connected to a network. 

 5  MRPM Use Case #3: Energy Efficiency inputs to Network Selection Policy

When an MN is connected to a network, the NSE for that MN may receive LINK_DETECTED events as overlapping networks are discovered. The NSE may evaluate the candidate network according to its policy inputs that include such things as connection cost and QoS. MRPM allows the NSE to consider the energy costs of a network connection borne by the MN.

The intent of MRPM is to extend MN battery life so we are primarily interested in the power consumed by the radio network module. Output power control is beyond the scope of MRPM.

The proposed metrics for network and link power consumption are shown below. Note that, while the IE_NET_DATA_POWER_LOAD value is likely to be a fixed optimal value, the LINK_PARAM_GEN values are measured quantities that reflect recent network conditions. 
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1. The table below shows specifications for 3 different Ubiquity 3.3V PCI bus adapters at 900MHz, 2.4GHz and 5GHz, each with Atheros 802.11 chipsets. The table illustrates one set of relationships between power consumption and output power as well as the energy cost of a data bit transferred at disparate data rates. Data in the table below is for illustrative purposes only, it is a snapshot of one manufacturer's offerings for a particular wireless network technology and no generalizations of any kind are intended


· Datasheets as of June 9, 2008

· XR9 http://ubnt.com/downloads/xr9_datasheet.pdf
· XR2 http://ubnt.com/downloads/xr2_datasheet.pdf
· XR5 http://ubnt.com/downloads/xr5_datasheet.pdf
· Output Power is obtaind from the specified dBm output using standard rules:
+3dBm = 2*mW, 100mW=20dB as at http://ubnt.com/support/mwtodbm.php
· Using the SI equivalence that 1J/s = 1W, bit cost unit analysis is 
bit cost = power * bit time 

bit cost = mW * J/Ws * us/b = W*10-3 * J/Ws * s/b*10-6 = J/b*10-9 = nJ/b

2. If the duration of the observation window used to calculate the Throughput value were known, then the Active radio state power attribute could be used as follows: 

· Rx_power * time = baseline.

· Energy Consumption – baseline = TX energy consumption

· Throughput * Data Load = TX energy consumption

3. Will these numbers reconcile? What if they don’t?

· Collisions and noise cause increased Energy Consumption, reduced Throughput

· What Data Load to use in power controlled systems?

· What Data Rate to use in rate controlled systems?

· What is the length of the observation window?

· What is the affect of automatic power saving modes (u-APSD, et. al.)?

4. Throughput might best be measured at the point where a MSDU is received over the wireless medium. When the MSDU is submitted to the MAC for (possible fragmentation and) transmission it could be time stamped and then the total elapsed MSDU transfer time could be measured at the receiver in a time synchronized network. Such throughput would have to be normalized to the media MTU. This would associate a transfer volume with a transmission interval within the observation window. A timer resolution of microseconds should be sufficient. 

4.1. Ideally, the TX time stamp would be added when reading the MAC TX queue while the RX time stamp would be added before writing to the MAC RX queue. 

4.1.1. Similar measurements could be made on the sender side using the completion of the final MPDU transmission (or reception of any corresponding ACK) to bound the transmission interval. 

4.2. When considering network or route selection, it doesn't matter why throughput is bad or good. It is up to the rate controller to take effective action to compensate for collisions (possibly with hidden terminals) and use local means to differentiate such packet loss from losses due to noise. 

4.3. The observation window would be the MSDU transmission interval. Time spent idle is not in the sample. These could be summed for reporting convenience and to discount transients. 

4.4. This approach could provide an accurate reflection of channel conditions, provide a reference for measuring system queuing delays, and act as an input to mesh QoS scheduling while requiring minimal changes to existing protocols.

5. TX energy measurements would need to be taken during the transmission interval in (4). In fixed power systems this is simple, just measure the TX interval in microseconds and multiply that by the power consumed (not radiated) in mW. In systems with TX power control then the power controller would need to sum the energy consumed during each different power step used during the transmission interval. It may be practicable to establish a table of values that consider the power consumed based on the transmit power settings. Should modulation or encoding or antenna configuration or any other system variables affect power consumption during the transmission interval then a translation table would need additional dimensions to faithfully express power consumption.

5.1. A more complete view of a network might be obtained by including the transmitter power level in the MPDU. For the purposes of power consumption calculations, this would require that any translation tables were valid across a reception area.

6. On the premise of reciprocity and link symmetry, a combination of the methods in 4.1, 4.1.1 and 5 could be applied at the PoA of an infrastructure network. These individual link values could, in turn, be used the basis for network rate and energy consumption values. In an ad hoc mesh network, a higher level aggregation function would need to be established to obtain such information.

7. Is there a fairer picture of relative network performance and energy costs?

 6  MRPM Use Case #4: Radio Scheduling using MN Location

Overlapping networks are not a strict requirement for MRPM utility. When querying the MIH IS for a list of proximate networks, An MN may specify an NGHB_RADIUS that far exceeds the range of any of its network radio interfaces. In areas of sparse network coverage an NSE may tell from the location and range data returned by the MIH IS that, upon losing connection with the current network, it will not be able to reconnect to another network for some significant time. In this case, the NSE may turn off the radio on receipt of a LINK_DOWN event.

In order for an NSE to determine when to turn on a radio, it must track its current location (independently of any MIH network) and compare it to the location and coverage areas of the networks advertised by the MIH IS. When the NSE discerns that it is approaching the outer edge of the candidate network coverage area, it can place the appropriate radio into the Low Power ARPM. At this point the first use case applies.

While IE_POA_LOCATION returns the location of candidate PoAs, additional metrics are needed to describe the coverage area.  For some candidate network N with a PoA at location C, the center of a circular coverage area:

1. Let R1 be the outer edge of the network coverage area and the farthest distance from C where communication can take place within N. A circular coverage model provides an upper bound on any actual non-uniform coverage area and d <= R1 is necessary but not sufficient for communication within N. At distances beyond R1, a network scan is very unlikely to result in an MN connecting to N.

2. Let R2 be the outer edge of a complete coverage area where sustained communication within N is possible. The advertised network capabilities hold for any d <= R2

3. Now we can define the data type to augment the PoA location data as

TX_RANGE
SEQUENCE( 

UNSIGNED_INT(2), 

UNSIGNED_INT(2) )
A type that contains two numbers. The first unsigned integer is the distance, R2, from a PoA where complete network coverage is available. The second unsigned integer is the maximum distance R1 to which network coverage may extend. Both values are in meters

When network coverage areas overlap, the outside of at least one of those network coverage areas will have a signal gradient that must be considered when performing a handoff. If a policy decision warrants the handoff then it will successful if:

· It happens early enough that QoS is not impacted by moving down the signal gradient of the current network.

· It happens late enough that QoS is not impacted by being too far down the signal gradient of the candidate network to start with.

For simplicity, assume an MN is traveling along a straight line path between the centers of the current network and some candidate network, then let:

· S= Speed of mobile node

· Tauth = time to prepare network to talk to MN, this includes things like pre-authorization.

· Tactive = time to prepare MN to talk to the network, this delay interval will be specific to an instance of a particular wireless technology and may include loading keys or other actions not directly related to powering up a radio

· R3 = the farthest distance from the center of the overlapping candidate network where QoS guarantees can still be met by staying with the original network. 

If the candidate network coverage area is fully contained within R2 of the current network then R3=0. Otherwise, R2 of the candidate network must at least equal R3 to guarantee service and 

· Rho = R3 + max(Tauth. Tactive)*S

is the last point along the MN path where handoff initiation can be effective. This same criteria bounds the timeliness of a LINK_GOING_DOWN trigger that would initiate a handoff from the current network.

Similarly, in sparse networks, it doesn’t do any good to turn the radio on until you get to

· Rlow-power = R1 + Tactive*S

Transitions in radio operating modes are often accompanied by power transients, this Radio Transition Energy (RTE) should be considered to get a complete picture of the energy costs of a handoff. In order to support such scheduling, the attribute of each ARPM would be. 

RADIO_POWER
UNSIGNED_INT(2)
The power, in mW, consumed by a radio in other than an active TX state.

RADIO_TRANSITION_TIME
 1  UNSIGNED_INT(2)
 2  The time, in ms, for a radio to transition from its current state to the active state.

RADIO_TRANSITION_ENERGY
 3  UNSIGNED_INT(2)
 4  The energy, in nJ, that a radio consumes during the transition from its current state to the active state.

All other things being equal, it is possible to perform a handoff motivated only by energy savings. Assume some network B that is an island in the network coverage area of network A and that communication with network B consumes less power than communication with network A. If Tho is the time that both radios must be Active for a handoff to take place and Tdiff is the time that only radio B is on then, when traversing the coverage island:

Energy Savings = 

Tdiff*(Pwr(A) – Pwr(B)) – (RTE(A) + RTE(B) + 2*Tho*(Pwr(A) + Pwr(B)))

 7  MRPM Use Case #5: Network Radio Proxy Services using MN Location 

An MRPM Network Radio Proxy (NRP) is a new architectural entity that exists on a candidate network. An NRP must be accessible to an MN over the MIH protocol via a current network PoA. The NRP makes it appear that a powered down radio on the MN has actually joined the candidate network. An NRP thus maximizes the candidate network availability while minimizing MN battery drain.

During an active NRP session, the NRP must emulate the MN radio presence on the candidate network. An NRP session will remain active so long as the radio is turned off and the MN is within communication range of the candidate network. Should the radio for the candidate network be turned on while an NRP session is active, the NRP must respond to the anticipated radio registration process so that the actual radio replaces the proxy presence on the network, concluding the NRP session. Once the MN radio joins the candidate network, the NSE may decide to handoff to this second network or continue dual radio operation. 

The NSE on the MN uses the MIH IS over the currently active interface to find the list of available networks and their locations. The PoA of the candidate network is again assumed to be the center of circular coverage areas as in Use Case #4. The NSE can then combine the IS information with knowledge of its own location to determine when an MN is in range of some network proxy service for a radio that is turned off 

1. The network proxy service will need to be added to the list of MIH IE_NET_CAPABILITIES.

2. When an NSE discovers an in-range network that supports proxy services, it may decide to handoff to the new candidate network at that point. In that case the NSE would instruct the MN MRPM to turn on the radio and initiate the normal registration and handoff process. 

3. If the NSE does not handoff to the candidate network, it may decide to initiate an NRP session on the candidate network instead. Such a session is initiated by sending a PROXY_JOIN request to the NRP for the candidate network.

3.1. If the candidate network does not support NRP services then the PROXY_JOIN request will fail. The network should correctly advertise NRP support in its MIH IE_NET_CAPABILITIES 

4. In response to a PROXY_JOIN request, an NRP communicates with the NSE using the MIH protocol to collect and forward registration data from the MN to the AAA server for the in-range network so the radio can join the network without being turned on. The NRP session is active at this point.

5. Throughout the NRP session, the NRP must coordinate with the NSE to faithfully represent the presence of the MN on the network by emulating paging responses, location updates and so on. 

5.1. Certain technology specific emulation capabilities might have to be located on the PoA in order to assist the network NRP in maintaining the MN presence on the candidate network.

5.2.  An NSE may have to issue PROXY_UPDATE notifications to the NRP in order for the NRP to track the MN location. Such updates may cause the PoA that is emulating the MN presence on the network to change.

6. Should inbound traffic for the proxied (turned off) radio appear on the network, it will be intercepted by the NRP. The NRP must then notify the NSE by sending it a PROXY_TRAFFIC_PENDING message.

7. When notified of pending traffic, the NSE may decide to route the new traffic over the current network interface by sending a PROXY_FORWARD message to the NRP. Traffic between the MN and the candidate will then continue to be forwarded through the NRP. The MN will use the interface of the candidate network for communications through the NRP.

7.1. The NRP will cease the forwarding operation when the communication between the MN and the candidate network is concluded.

7.2. Should the MN leave the coverage area of either the current or the candidate network before a forwarded communication is concluded, the NSE will proceed as in step 10 below. A PROXY_LEAVE message from the NSE will cause the NRP to stop the forwarding operations.

8. The NSE may also decide, instead of forwarding traffic over the current network, to wake the destination radio to accept traffic pending at the NRP. In this case, the NSE will send a PROXY_WAKING_UP message to the NRP and then transition the radio to the Active ARPM.

8.1. Call processing may take place at the NRP concurrent with the MRPM wakeup of the destination radio. 

8.2. The NRP may have to buffer data for the MN until the radio is active and ready to accept the data.

8.3. When the radio transitions to the Active ARPM, it will need to register with the network and process the incoming traffic notifications. The NRP will have to intercept and respond to all such predictable traffic and convince the radio firmware that it has joined the network. The radio will then transition to the state where it has replaced the proxy presence on the network and the NRP will then immediately emulate an incoming call/data flow to the MN and replay any pending data. The NRP session subsequently ends and the radio proceeds with normal network operation.

9. The NSE may decide to hand over to a network for which an NRP session is in progress. In such cases the NSE will command the MN MRPM to wake the radio and also send a PROXY_WAKING_UP notification to the NRP. The NRP will then have to perform as in step 8.3 to assist the radio wake up except that no traffic will be pending.

10. At some point, the MN will leave the coverage area of either the current or the candidate network. In either case, the NRP session cannot be maintained.

10.1. Should the MN first leave the coverage area of the candidate network then it will send a PROXY_LEAVE notification to the network proxy. The proxy will then do whatever is required to remove the emulated node presence from the network.

10.1.1. Any inbound data arriving subsequent to the PROXY_LEAVE notification will be lost. 

10.1.2. The NSE will need to track the MN location to determine if it is within the coverage area of the candidate network.

10.2. Should the MN first leave the current network coverage area, then the NSE may respond to a LINK_GOING_DOWN event for the current network by:

10.2.1. Handoff to the candidate network with an active NRP session by putting the radio into the Active ARPM and proceeding as in step 8.3.

10.2.2. Handoff to some other network.

10.2.2.1. If the NSE wants to maintain the NRP session using the new network then it may need to send a PROXY_MOVE notification to the NRP to update its network location. As with a PROXY_UPDATE this may affect the PoA assisting in the emulation of the MN on the candidate network.

10.2.2.1.1. The NRP should verify that the NRP is reachable via the new network prior to sending a PROXY_MOVE notification. If the NRP will no longer be reachable, the NSE may decide to hand off to the proxied network instead as in 10.2.1. Otherwise, the NSE should send a PROXY_LEAVE notification to the NRP before leaving the current network.

10.2.2.1.2. Should communication between the NSE and the NRP become impossible before the NRP receives a PROXY_LEAVE notification then both the NSE and NRP should independently terminate their sides of the NRP session.

10.2.2.2. If the NSE does not want to maintain the NRP session then it will terminate the session as in step 10.1

10.2.3. Perform no handoffs but just terminate the NRP session as in step 10.1 and leave the current network to proceed as per MRPM Use Case #1

10.3. Should the MN leave both coverage areas at once then either the NSE hands off to a 3rd network or all networks become unavailable. The latter case is the same as 10.2.3
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UNSIGNED_INT(2)�
The data type used with the IE_NET_DATA_POWER_LOAD, expressing power consumed, in mW, at the network IE_NET_DATA_RATE�
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DATA_POWER_LOAD�
A new value 5 added to the list of LINK_PARAM_GEN options. that specifies the power consumed, in mW, at the data rate specified in LINK_PARAM_GEN option 0, Data Rate �
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Energy Consumption�
UNSIGNED_INT(4)�
A new value 6 added to the list of LINK_PARAM_GEN options. that specifies the energy consumed, in nJ, during the last observation window used to determine the value of LINK_PARAM_GEN option 3, Throughput�
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