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Comment 2218:

The draft goes to great lengths to (correctly) define several specific types of handover, and then proceeds to describe break-before-make cases exclusively. In the real world the two most common scenarios are likely to be a) network initiated make-before-break, and b) MN initiated break-before-make. Scenario a) will take place when the network has sufficient information to optimize the MN's link, e.g., through load juggling decisions for stationary MNs and signal coverage decisions for moving MNs. Scenario b) will take place when the MN is moving fast and the cell size of the current link is small, that is when the ratio of MN velocity to the current cell size is near the maxima of the range of possibilities. For example, such is the case when transitioning from 802.11 to 802.16, or from 802.11 to 3GPP/2. In these cases, when the cited ratio is relatively large, the MN is apt to completely leave the current network, and issue a Link_Down.indication coincident with or perhaps even in absence of a Link_Going_Down.indication. Using the 802.21 mechanisms the MN can still query the MIIS server in advance, so that when the link down condition does occur the MN has the requisite information about other candidate networks to help guide its scanning processes. However, there will be no opportunity to check for resource availability in advance of establishing the L2 connection (break-before-make). Given the relatively high frequency of occurance of this type of handover sequence for the reasons noted I think it is imperative to thoroughly describe such a case in the draft, if not to showcase it. The addition of the L.3 example in D9.0 is a step in the right direction, but again this example only addresses the MN initiated make-before-break scenario which will rarely happen in the real world.
Add text to the draft to describe the MN initiated break-before-make procedures and protocol sequences, preferrably through additions to the main text of the draft, or at least by showing such an illustrative use case in Annex L.

Resolution

Add the following text in Annex-L:
L.4.3  Mobile-initiated handover for Break before Make case

 Figure L-x shows a mobile-initiated handover flow chart for Proxy Mobile IPv6 (PMIPv6). In this case the MN looses its connectivity with the serving PoA before the target PoA can be notified of MN decision to handover. However the MN discovers the target PoA, establishes connectivity with the target PoA and then the target PoA notifies serving PoA of handover completion. PMIPv6 signaling is then completd and the packets are then forwarded to MN’s new location. The handover flow operates as follows:

1) MN receives packets through both Mobile Access Gateway (MAG) 1 located in the serving network and Local Mobility Anchor (LMA), which are primary components of the PMIPv6. 

2) The MN queries the Information Server to get information about available neighboring networks. This information query can be attempted as soon as the MN attaches to a new serving network or periodically for refreshing the information. 

3) MN sends the MIH_MN_HO_Candidate_Query Request message to the Serving PoS for triggering a mobile-initiated handover. This message contains requirements for potential candidate networks.

4) The Serving PoS sends the MIH_N2N_HO_Query_Resource Request messages to the informed Candidate PoSs (can be more than one) in order to query the availability of the resource at the candidate networks. The Candidate PoS responds by sending the MIH_N2N_HO_Query_Resource Response message to the Serving PoS. The Serving PoS in turn sends MIH_MN_HO_Candidate_Query Response message to the MN. Finally, the MN decides the handover target based on the result of query about resource availability at the candidate networks. 

5) The MN unexpectedly looses connectivity with the serving PoS. Upon detecting MN's detachment, PMIPv6 client in the Serving PoS terminates a current binding of the MN via sending Proxy Binding Update with Lifetime set to 0 and requests LMA to buffer packets destined for the MN. 

6) The MN comes within range of target PoS and establishes connectivity with target PoS. Once the MN establishes the layer 2 connection to the Target PoS, the MN sends a MIH_MN_HO_Complete request to the target PoS. Upon receiving the MIH_MN_HO_Complete Request message, PMIPv6 client as MIH User in the target PoS queries the incoming MN's profile to a policy store such as AAA server. As a result, the Target PoS obtains MN's information for PMIP processes. 

7) The target PoS in turn sends a MIH_N2N_HO_Complete request to the serving PoS. The PMIPv6 client as MIH User in the Serving PoS registers the current MN's location to LMA by sending Proxy Binding Update message. LMA updates its Binding Cache Entry with the Proxy Binding Update message and then replies with Proxy Binding Acknowledgement message. LMA also forwards the buffered packets.

8) After receiving the Proxy Binding Acknowledgement message, PMIPv6 clients sends Router Advertisement message to the MN. The Router Advertisement is constructed with the MN's information obtained from the policy server and LMA. It can be solicited by Router Solicitation message from the MN or periodically transmitted. MN configures IP addresses on its interface, which is currently used to connect to the Target PoS, with the received Router Advertisement message. Once the PMIPv6 procedures are completed, MN receives packets through both MAG 2 and LMA.

9) After the PMIPv6 execution, the previous Serving PoS responds with MIH_N2N_HO_Complete Response. 
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