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1 Overview

The objective of the IEEE802.21 standard is to provide a specification that enables upper layers in the protocol stack (such as IP, UDP/TCP, or Application Layer) to perform quick handovers of data sessions across heterogeneous networks with small switching delays and minimized latency. The specification addresses wired and wireless technologies, including 802.3, 802.11, 802.16, 3GPP2, and 3GPP.

When developed and implemented, the standard will enhance user experience as the user data sessions are maintained while the user roams across heterogeneous access networks. 

This document presents a proposal that addresses the requirements provided in [1]. The proposal supports handover for mobile devices that switch between different wireless access technologies as well as for mobile devices that switch between wireless and wired access media.

1.1 Scope

The scope of the proposal includes:

· Basic premise introducing the general framework for supporting seamless handover of data sessions.

· The Media Independent Handover (MIH) functional model, tailored to the expeditious detection of and response to link state changes.

· Definition of the architectural framework that supports the MIH function.

· Definition of interfaces and Service Access Points in support of the MIH model.

· Definition of the Information Services (IS) that enable the exchange of policies and static information between the mobile and the available access networks.

· Definition of the Media Independent Transport (MIT) mechanism that supports the IS exchanges.
1.2 Basic Premise 

Central to our proposal is the assumption that the mobile terminal (MT) is capable of supporting multiple radio interfaces. In addition, a wire-line interface is also assumed to be available to the mobile terminal and to be the preferred interface when the terminal is connected to a wire-line network.

The MIH function at the terminal is continuously supplied with information regarding the environmental conditions that are relevant to the access performance of the available heterogeneous networks. The MIH function receives the information through dedicated interfaces with the individual layers of the protocol stack or by exchanging messages with the Information Services entity positioned in the home network.   

The home WSP of the mobile subscriber provides the initial MIH policies. A mobile subscriber is typically equipped with a mobile terminal whose credentials enable its access to the service provider RAN. The MIH functional framework also assumes that the mobile terminal includes a software driver that enables seamless handover capabilities in compliance with the 802.21 standard.

Another key element of our proposal is the initial bootstrapping mechanism. During the bootstrapping stage the MIH driver in the mobile terminal is supplied with the initial WSP policies, which indicate to the mobile terminal the initial preferred access technologies. The MIH driver in the terminal is associated with a WSP home network. The home network is the terminal’s MIH trusted environment where new policies can be found and updated. As data services are not free, the home WSP will attempt to collect most of the revenues associated with a user access. The home WSP may not own or operate all the access technologies that is available to a given user. Therefore, WSP policies will allow accessing visiting networks, or other service provider’s networks, only when revenue sharing agreements are in place between the home WSP and the visited provider. In visited networks where revenue sharing agreements are not established between the home WSP and the visited provider, a user will obtain MIH access services only when the MIH policies of the home WSP allow it. Alternatively, the user can turn off the MIH function and directly subscribe to the available access technology provided by a visited network. Updates to SLA agreements between the home networks and the visited networks will extend and modify the policies provided to the terminal. Once bootstrapped, these updates can be obtained by either accessing the home IS database or by periodic MIH updates controlled by the home network.

2 References

2.1 Normative References

2.2 Informative References?
3 Definitions

4 Acronyms and Abbreviations

3G                            Third Generation

3GPP                        3G Partnership Project

3GPP2                      3G Partnership Project 2

AAA                         Authentication, Authorization, and Accounting

AKA                         Authentication and Key Agreement

AP                            Access Point

AT                            Access Terminal

ATM                        Asynchronous Transfer Mode

BS                            Base Station

BSSID                      Basic Service Set IDentifier

CDMA                      Code Division Multiple Access

DES                          Data Encryption Standard

ESS                           Extended Service Set
EAP                          Extensible Authentication Protocol

EIA                           Electronic Industries Association

ESP                           Encapsulating Security Payload

ETSI                         European Telecommunications Standards Institute
GPRS                        General Packet Radio Service

GSM                          Global System for Mobile Communication
IEEE                          Institute of Electrical and Electronics Engineers

IETF                          Internet Engineering Task Force

IP                               Internet Protocol

ISP                             Internet Service Provider

ITU                            International Telecommunications Union

L1                             Layer 1; Physical Layer (PHY)

L2                             Layer 2; Medium Access Control (MAC)

LAN                          Local Area Network

LLC                          Logical Link Control

LSAP                        Link Service Access Point
MAC                         Medium Access Control

MIH
                    Media Independent Handover

MIHO        
     Media Independent Handover

MIHS        
     Media Independent Handover Services
MIP                           Mobile IP

MLME                      MAC layer management entity

MN                            Mobile Node

MT                            Mobile Terminal

PHY                          Physical Layer

PLME                       PHY layer management entity            

PPP                           Point-to-Point Protocol

QoS                          Quality of Service

RAN

     Radio Access Network

RFC                          Request for Comment

RLP                          Radio Link Protocol

RNC                         Radio Network Controller

SA                            Security Association

SAP                          Service Access Point

SME                         Station Management Entity
SSID                         Session Specific IDentifier

TCP                          Transmission Control Protocol

UDP                         User Datagram Protocol

UMTS                      Universal Mobile Telecommunications System

WECA                      Wireless Equivalent Compatibility Alliance

WEP                         Wired Equivalent Privacy

WISP                        Wireless Internet Service Provider

WISPr                       Wireless Internet Service Provider roaming

WLAN                      Wireless Local Area Network

WSP                          Wireless Service Provider

5 Media Independent Handover Architecture

5.1 Introduction

The IEEE 802.21 specification defines the function that enhances handovers across heterogeneous media. The handover enhancement is achieved through:

· A new protocol entity with instances in the mobile terminal and in the RAN. The Media Independent Handover (MIH) protocol entity is to every extent a new protocol layer that resides between the Network Layer (Layer 3) and the interface-specific lower layers (MAC and PHY in the case of IEEE interfaces, RRC and LAC in the case of 3GPP or 3GPP2 interfaces).

· A Media Independent Information Service (MI IS) that includes policies and directives from the home network, the same network that initially provisions the new function. The terminal refers to the home network policies when performing handover decisions.

· Service Access Points (SAPs) that enable the exchange of service primitives between the MIH layer and its adjacent layers and functional planes. The MIH-terminated SAPs are logically divided into input and output SAPs. 

· A decision engine within the MIH instance that resides in the terminal that identifies the best available access technology for support of current connectivity. The decision engine is a state machine that selects a preferred link based on available interfaces, policies, and QoS and security parameter mapping. 

· A transport mechanism to facilitate the communication between the terminal MIH instance and the IS instance in the access network. When the IS instance resides in the network termination of the first access hop (e.g., the Base Station), the transport mechanism can rely on Ethernet MAC frames. In the more general and typical case where the IS instance is located deeper in the WSP home network, the transport mechanism is IP-based. 

Figure 1 depicts the logical network elements that compose the 802.21 architecture:
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Figure 1: 802.21 Logical Architecture
As shown in the figure above, there are three logical locations where the MIH layer could be placed depending on the functionality that is provided. These are a) within the access terminal, b) within the network elements of the access network (for example, 802.11 AP in the case of WiFi and BTS, BSC, PDSN in the case of CDMA2000 etc.), and c) the Information Services (IS) MIH layer which could reside deeper within the network. The functionalities of these three logically placed MIH layers are as follows.

1. The MIH within the access terminal collects local information within terminal from different protocol layers, processes this information and is capable of providing this processed information to the different layers within the terminal. It is capable of communicating with the MIH layers on the network elements within the access network to exchange access specific information. Further, it is capable of communicating with the IS MIH layers to retrieve information about the various access networks under the domain of control of the IS (see description of the IS MIH layer below).

2. The MIH layer on the network elements within an access network collects local information from the protocol layers within that network element. For example, in case of 3GPP2, the MIH layer on the BSC will collect information about the PHY and MAC layers and the MIH layer on the PDSN will collect PPP specific information (Note: the PHY and MAC information may be available at different network elements within the RAN; how this information is communicated to the MIH on the BSC is beyond the scope of this document). This information can then be exchanged a) directly with the MIH on the access terminal and b) will be sent to the IS MIH, which collects information from different access networks. In general, we envision that real-time information would be exchanged directly between the terminal MIH layer and the access network MIH layers whereas non-real time information would be sent by the access network MIH layers to the IS MIH.

3. The IS MIH can send and receive information from/to access network MIH layers. It is capable of maintaining a network wide view in its database because it receives information from different access networks within its domain of control. The terminal MIH layer can then retrieve information about different access networks it could connect to from the IS MIH over its current point (link) of attachment. For example, assume that a terminal is connected to the network over a 802.11 link. If the terminal MIH requires network conditions about the 3G network that it can potentially connect to in the future, it could get this information from the IS MIH over the 802.11 network which is its current point of attachment. 

5.2 MIH Reference model

Figures 2 and 3 provide the MIH model at the network and terminal.
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Figure 2 MIH layer at the network side
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Figure 3: MIH layer at the terminal side

Figure 4 shows specific MIH’s SAPs and their relationship with the upper and lower layers of the data plane, management plane, and the MIH Communication Module that provides transport services for the IS exchanges. 
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Figure 4: Interface definitions for the MIH layer
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Figure 5:  Explosion of the 3GPP2 entity and 3GPP2_SAP of Figure 4.

The mobile-terminal instance of the MIH layer receives input triggers from the several protocol entities it interfaces with.   Lower input triggers arrive from the lower layers of the data plane, which are media-dependent. Upper input triggers arrive from the management plane and from the upper layers of the data plane. Peer input triggers arrive from other MIH entities in the core network or RAN.

The mobile-terminal instance of the MIH layer generates output triggers when its decision engine determines a link change. Output triggers are typically generated when the decision engine of the mobile-terminal MIH instance determines that a link change (handover) must occur. Handover control messages are conveyed to the lower layers by lower output triggers, to the management plane and upper data plane layers by upper output triggers, and to the network IS instance by peer output triggers.

5.3 Media Independent Event Service

The Media Independent Event Service (MI ES) includes all MIH actions that contribute to the detection and notification of events that are relevant to the selection and maintenance of the link over which the mobile terminal obtains network access. Input events may impact the state of the MIH decision engine. State changes in the decision engine may generate output events.

With respect to a given MIH instance, events may be either local or remote depending on whether they originate at the same network element/station or at a different one.

5.3.1 Local Events

Local events are generated and consumed within the same network element or station.

5.3.1.1 Lower-Layer Events

Lower-layer events originate at lower layers within the same network element/station of the MIH instance that consumes them. A lower input trigger brings notification of the lower-layer event to the target MIH instance.

5.3.1.2 Upper Layer Events

Upper-layer events originate at upper layers or at the management plane within the same network element/station of the MIH instance that consumes them. An upper input trigger brings notification of the upper-layer/management-plane event to the target MIH instance.

5.3.2 Remote Events

Remote events originate at a different network element/station from that of the MIH instance that consumes them. Typically, a remote event originates at a network element to be consumed at a mobile terminal, or it originates at a mobile terminal to be consumed at a network element. A peer input trigger brings notification of the remote event to the target MIH instance.

5.4 Media Independent Information Service

The Media Independent Information Service (MI IS) provides a storage infrastructure for information that can be relevant to MIH decisions and a transport mechanism for requesting and distributing such information.

6 MIH Layer

6.1 Service Access Points

The MIH layer exchanges messages with other layers and functional planes using Service Access Points (SAPs). Each service access point consists of a set of service primitives that specify the information to be exchanged and the format of the information exchanges.

The specification of the MIH layer includes SAPs that are media-independent (i.e., insensitive to the interface types that the mobile terminal can support) and others that are medium-dependent.

Media-independent SAPs interface the MIH layer with the upper data plane layers, with the network management plane, and with the MIH Communication Module. Medium-dependent SAPs interface the MIH layer with the lower data-plane layers and with their respective management planes.

In this proposal new SAPs are introduced when they pertain to the MIH layer. As such, MIH_SAP is introduced as a point of interface to the upper layers. All the triggers that are generated by the MIH, all the registration and deregistration primitives between the upper layers and MIH also belong to MIH_SAP. All inputs from lower layers into the MIH layer including the triggers are provided through the existing media specific SAPs such as MAC, PHY and LLC. 

Triggers generated by MIH typically controlling the PHY and MAC handovers, are part of the media specific MAC/PHY SAPs and already defined elsewhere. The MLME and PLME are part of media specific SAPs (i.e., part of 802.11 SAPs) and are defined elsewhere. 

In this MIH model upper layers need to register for events from lower Layers. This applies to upper layers registering for events from MIH and to MIH itself registering for events from media specific PHY and MAC. The reverse is not required. That is, lower layers do not register to events from upper layers as the MIH MUST be able to command a link switch to the lower layers. Switching commands given by the MIH to lower layers can't be ignored and therefore registration is not required. 

The following media-independent SAPs are shown in Figure 4:

· MIH_SAP: This SAP defines the primitives that are used to deliver triggers generated by the MIH.  It contains primitives for event registration and deregistration as well as all triggers that convey MIH-originated events. The MIH_SAP can be accessed by upper layers that requires access to output MIH triggers.

· MIH_NET_SAP: This SAP defines the primitives that the MIH instance uses to receive notification of Information Service events and remote triggers.  

· MIHME_SAP: This SAP defines the primitives that the MIH instance uses to communicate with the network management system. It includes simple GET and SET functions to read from and write to the information base as well as TRAP indications for handover events.

Media independent SAPs are defined elsewhere. In this reference model they are used by the MIH to send the link connect disconnect commands and to receive the unsynchronized triggers associated with the link changing conditions. The following Figure provide example of 802.11 and 802.16 SAPs.  
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Figure 6: Media dependant SAPs

· MIH_MLME_SAP: This SAP defines the primitives that the MIH instance uses to access the medium-specific management entities for the lower data-plane layers: the MAC Layer Management Entity (MLME) and the Physical Layer Management Entity (PLME).

· MIH_MSAP: This SAP defines the primitives that the MIH instance uses to obtain services from the medium-specific MAC layer. The primitives in this SAP are already defined as part of the interface specification for the particular MAC (e.g., 802.11_SAP in the figure). No new primitives need to be defined.  This SAP can be used to transport MI IS messages to destinations that are no more than one hop away (for destinations that are more than one hop away the messages must be transported in UDP/IP packets via the MIH_NET_SAP).
· MIH_PhSAP: This SAP defines the primitives that the MIH instance uses to interface with the medium-specific PHY layer. The primitives in this SAP are already defined as part of the interface specification for the particular PHY.  No new primitives need to be defined. 

· LLC_SAP:  This SAP defines the primitives that the MIH instance uses to interface with the LLC sub-layer for access media that include the LLC sub-layer in their protocol stack. The primitives in this SAP are already defined as part of the LLC sub-layer specification. No new primitives need to be defined.

6.2 Service Primitives of Media-Independent SAPs

This section describes the service primitives of the media-independent SAPs that are first introduced in the 802.21 specification of the MIH layer.

6.2.1 MIH_SAP Primitives

6.2.1.1 MIH_EVENT_REGISTRATION.request

6.2.1.1.1 Function

The MIH_EVENT_REGISTRATION.request primitive is used by upper layers or management plane to register for a set of events.  Registration to an event grants indication of the event to the registered entity upon its occurrence. The events may be generated locally or remotely and may constitute an encapsulation or accumulation of events that occur at lower layers (e.g., events generated within the medium-specific MAC or PHY layer).

6.2.1.1.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIH_EVENT_REGISTRATION.request

(

event_list

)

The event_list argument is a list of one or more event types whose occurrence is to be indicated by the MIH to the requesting entity. 

6.2.1.1.3 When Generated

The primitive is generated by the upper layer entity that requests to receive indication of MIH events that may occur locally or remotely. (PF: need change – rbm: added text to highlight only upper layers register for event)

6.2.1.1.4 Effect of Receipt

When the MIH receives the MIH_EVENT_REGISTRATION.request primitive from upper layers, it updates the registration list for the event types requested. Further, if the MIH instance is not already registered for the same event with the lower layers (MAC and PHY), it proceeds with its own registration for the event on all active interfaces. The MIH instance requests the event registration via the MIH_MSAP and/or MIH_PhSAP of all active interfaces. When the registration list is updated for all event types and the MIH instance is confirmed to be registered for the same events with all active interfaces, the MIH instance responds to the request via the MIH_EVENT_REGISTRATION.confirmation primitive. Note that the confirmation primitive indicates success or failure based exclusively on the outcome of the registration list update. Failure to register the MIH instance for the event with the lower layers is treated as a local matter and does not impact the MIH response.

6.2.1.2 MIH_EVENT_REGISTRATION.confirmation

6.2.1.2.1 Function

The MIH_EVENT_REGISTRATION.confirmation primitive confirms the registration of the requesting entity for the event types that are passed as arguments.

6.2.1.2.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIH_EVENT_REGISTRATION.confirmation

(

event_list,

confirmation_code

)

The event_ list argument indicates those event types that were successfully registered.  The event list may be a null, partial, or full set of the event list that was previously passed via the registration request.

The confirmation_code argument indicates success or the reason why some events were not registered.

6.2.1.2.3 When Generated

The primitive is generated by the MIH in response to an event registration request, received with the MIH_EVENT_REGISTRATION.request primitive.

6.2.1.2.4 Effect of Receipt

The receipt of this primitive informs the requesting entity of the event types for which the requesting entity just obtained successful registration.

6.2.1.3 MIH_EVENT_DEREGISTRATION.request

6.2.1.3.1 Function

The MIH_EVENT_DEREGISTRATION.request primitive is used by the uppers layers or management plane to deregister from a set of events.

6.2.1.3.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIH_EVENT_DEREGISTRATION.request

(

event_list

)

The event_list indicates one or more event types to be removed from the event forwarding list for the entity that requests deregistration.

6.2.1.3.3 When Generated

The primitive is generated by the requesting entity to stop receiving indications of local and remote events that may occur.

6.2.1.3.4 Effect of Receipt

When the MIH instance receives this primitive, it updates the registration list for the event types indicated. 

6.2.1.4 MIH_EVENT_DEREGISTRATION.confirmation

6.2.1.4.1 Function

The MIH_EVENT_DEREGISTRATION.confirmation  primitive confirms to the requesting entity deregistration from the listed event types.

6.2.1.4.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIH_EVENT_DEREGISTRATION.confirmation

(

event_list,

confirmation_code

)

The event_list argument indicates those event types for which deregistration was successful. The event list may be a null, partial, or full set of the event list that was previously passed with the deregistration request.

The confirmation_code indicates success or the reason why some events were not deregistered.

6.2.1.4.3 When Generated

The primitive is generated by the MIH in response to an event deregistration request, received with the MIH_EVENT_DEREGISTRATION.request primitive.

6.2.1.4.4 Effect of Receipt

The receipt of this primitive informs the requesting entity of the event types for which the requesting entity just obtained successful deregistration.

6.2.1.5 MIH_EVENT.indication

6.2.1.5.1 Function

The MIH_EVENT.indication primitive propagates MIH events to entities in upper layers and planes. For each entity only those events for which the entity has previously obtained registration are propagated.

6.2.1.5.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIH_EVENT.indication

(

event_type,

event_data

)

The event_type is the type of event being indicated.

The event_data is the data associated with the event.  The event_data includes the source address and remote address of the trigger.  The source address indicates the MAC address of the local interface that has generated (local trigger) or received (remote trigger) the event.  The remote address indicates the MAC address of the remote entity that generated the event or is NULL if the event is local.

6.2.1.5.3 When Generated

This primitive is generated by the MIH to propagate events to the other layers.  Only those entities that have previously registered for the particular event type will receive the indication.

6.2.1.5.4 Effect of Receipt

The receipt of this primitive by the registered layer entities is an indication of an event that has occurred locally or remotely.

6.2.1.6 MIH_TRIGGER_EVENT.request

6.2.1.6.1 Function

This primitive allows an upper layer entity to trigger an MIH event.

6.2.1.6.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIH_TIGGER_EVENT.request

(

source_address,

destination_address,

event_type

event_data,

sequence_number

)

The source_address is the MAC address of a local interface.  If not included, the event will be broadcast on all active interfaces.

The destination_address is the MAC address of the remote interface to receive the event.  If not included, the event is processed locally.

The event_type is the type of event being indicated.

The event_data is the data associated with the event.

The sequence_number is used to correlate this request with its confirmation.  It should be unique for all outstanding requests.

6.2.1.6.3 When Generated

This primitive is generated by the upper layer entity to trigger an MIH event.

6.2.1.6.4 Effect of Receipt

When the MIH receives this primitive, it will trigger the MIH event on the specified interface(s).  If other upper layer local entities have registered for the event specified, the MIH will propagate the event to those entities via the MIH_EVENT.indication primitive.

6.2.1.7 MIH_TRIGGER_EVENT.confirmation

6.2.1.7.1 Function

This primitive confirms the triggering of the MIH event to the requesting entity.  The confirmation includes the local interfaces on which the event was triggered.

6.2.1.7.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIH_TIGGER_EVENT.confirmation

(

source_address_list,

sequence_number,

confirmation_code

)

The source_address_list is the set of  MAC addresses on which the event was sent.  If the event was a local event, the source_address_list is a NULL set.

The sequence_number is used to correlate this request with its confirmation.  It should be unique for all outstanding requests.

The confirmation_code indicates success or the reason why the event was not triggered.

6.2.1.7.3 When Generated

This primitive is generated by the MIH to confirm that an MIH event has been triggered.

6.2.1.7.4 Effect of Receipt

The receipt of this primitive by the registered layer entities is a confirmation that an MIH event has been triggered.

6.2.2 MIH_NET_SAP Primitives

6.2.2.1 MIH_NET_EVENT.indication

6.2.2.1.1 Function

The MIH_NET_EVENT.indication primitive propagates remote MIH events and IS messages between the MIH and the MIH Communication Module.  

6.2.2.1.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIH_NET_EVENT.indication

(

source address (the entity that generated the trigger)event_type,

event_data

)

The event_type is the type of event being indicated.

The event_data is the data associated with the event.  The event_data includes the source address and remote address of the trigger.  The source address indicates the MAC address of the local interface that has generated (local trigger) or received (remote trigger) the event.  The remote address indicates the MAC address of the remote entity that generated the event or is NULL if the event is local.

6.2.2.1.3 When Generated

This primitive is generated by the MIH Communication Module when it receives a remote event.

6.2.2.1.4 Effect of Receipt

The receipt of this primitive by the MIH is an indication of a remote event that has occurred.

6.2.3 MIHME_SAP Primitives

6.2.3.1 MIHME_GET.request

6.2.3.1.1  Function

The MIHME_GET.request primitive is used by the station management entity (SME) to request the value of a given MIH MIB attribute.

6.2.3.1.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIHME_GET.request

(

MIBattribute

)

The MIBattribute is the object identifier of the object.

6.2.3.1.3 When Generated

This primitive is generated by the SME to request the value of a given MIH MIB attribute.

6.2.3.1.4 Effect of Receipt

When the MIH receives this primitive, it will retrieve the value from the management information base and return it (or an error) via the MIHME_GET.confirmation primitive.

6.2.3.2 MIHME_GET.confirmation

6.2.3.2.1  Function

The MIHME_GET.confirmation primitive returns the value request by the MIHME_GET.request or a error condition.

6.2.3.2.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIHME_GET.confirmation

(

status,

MIBattribute,

MIBattributevalue

)

The status indicates the success or failure of the requested operation.  If the status=success, then the MIBattribute and MIBattributevalue fields are contain the object identifier requested in the MIHME_GET.request primitive and its corresponding value, respectively.  If not, the status field will indicate an error (e.g. no such MIB object).

The MIBattribute is the object identifier of the object retrieved.

The MIBattributevalue is the value of the requested object, if the request was successful.

6.2.3.2.3 When Generated

The primitive is generated by the MIH in response to a MIHME_GET.request.

6.2.3.2.4 Effect of Receipt

The receipt of this primitive by the requesting SME indicates the success or failure of the GET request.  If successful, the primitive provides the requested value.

6.2.3.3 MIHME_SET.request

6.2.3.3.1 Function

The MIHME_SET.request primitive is used by the station management entity (SME) to request that the given MIB attribute be set to the specified value.  If the MIB attribute implies a specific action, then this primitive requests that action be performed.

6.2.3.3.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIHME_SET.request

(

MIBattribute,

MIBattributevalue

)

The MIBattribute is the object identifier of the object to be set.

The MIBattributevalue is the value to which the requested object is to be set.

6.2.3.3.3 When Generated

This primitive is generated by the SME to request to set the value of a given MIH MIB attribute.

6.2.3.3.4 Effect of Receipt

When the MIH receives this primitive it will attempt to set the specified attribute to the specified value.  If the MIB attribute implies a specific action, the MIH layer will attempt to perform that action.

6.2.3.4 MIHME_SET.confirmation

6.2.3.4.1 Function

The MIHME_SET.confirmation primitive confirms that the attribute was successfully set to the given value and/or the implied action was performed or indicates an error.

6.2.3.4.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIHME_SET.confirmation

(

status,

MIBattribute

)

The status indicates the success or failure of the requested operation.  If the status=success, then the MIBattribute was successfully set to the MIBattributevalue value and/or the implied action was performed.  If not, the status field will indicate an error (e.g. no such MIB object or attempt to set a read-only attribute).

The MIBattribute is the object identifier of the object set.

6.2.3.4.3 When Generated

The primitive is generated by the MIH in response to a MIHME_SET.request.

6.2.3.4.4 Effect of Receipt

The receipt of this primitive by the requesting SME indicates the success or failure of the SET request.

6.2.3.5 MIHME_RESET.request

6.2.3.5.1 Function

The MIHME_RESET.request primitive is used by the SME to initialize the MIH.  An optional attributes list allows attributes to be set to non-default values during initialization.

6.2.3.5.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIHME_RESET.request

(

MIBattribute_value_pair_list

)

The attribute_value_pair_list contain attribute value pairs to be set to non-default values during initialization.  An empty list indicates no non-default values are to be set.

6.2.3.5.3 When Generated

This primitive is generated by the SME to rest the MIH.

6.2.3.5.4 Effect of Receipt

Upon receipt of this primitive, the MIH will reset.

6.2.3.6 MIHME_RESET.confirmation

6.2.3.6.1 Function

The MIHME_RESET.confirmation primitive confirms that the MIH has been reset.

6.2.3.6.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIHME_RESET.confirmation

(

status,

MIBattribute_list

)

The status indicates the success, partial success, or failure of the reset request.  A status of success indicates that the MIH was reset and all attribute value pairs were set, if present.  A partial success indicates that the MIH was reset, but not all attribute value pairs could be set.  A failure indicates that the MIH could not be reset.

The MIBattribute_list lists those attributes that were successfully set.

6.2.3.6.3 When Generated

This primitive is generated by the MIH in response to a MIHME_RESET.request.

6.2.3.6.4 Effect of Receipt

The receipt of this primitive by the requesting SME indicates the success, partial success, or failure of the RESET request.

6.2.3.7 MIHME_SCAN.request

6.2.3.7.1 Function

The MIHME_SCAN primitive is used by the SME to request a scan of potential BSs to which the STA may initiate a handover.
6.2.3.7.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIHME_SCAN.request

(

TBD

)

6.2.3.7.3 When Generated

This primitive is generated by the SME for a STA to scan for other BSs to which it may initiate a handover.
6.2.3.7.4 Effect of Receipt

Upon receipt of this primitive, the MIH will initiate the scan process.
6.2.3.8 MIHME_SCAN.confirmation

6.2.3.8.1 Function

The MIHME_SCAN.confirmation primitive confirms the completion of the scan and returns the descriptions of the set of BSs detected by the scan process.
6.2.3.8.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIHME_SCAN.confirmation

(

TBD

)

6.2.3.8.3 When Generated

This primitive is generated by the MIH in response to a MIHME_SCAN.request.

6.2.3.8.4 Effect of Receipt

The receipt of this primitive by the requesting SME indicates the success or failure of the SCAN request and provides a list of BSSs to which it may join.

6.2.3.9 MIHME_FORCE_HANDOVER.request

6.2.3.9.1 Function

The MIHME_FORCE_HANDOVER.request primitive is used by the SME to force a handover.

6.2.3.9.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIHME_FORCE_HANDOVER.request

(

TBD

)

6.2.3.9.3 When Generated

This primitive is generated by the SME to force an STA to handover to another BS.
6.2.3.9.4 Effect of Receipt

Upon receipt of this primitive, the MIH will initiate the handover process to the specified BS.
6.2.3.10 MIHME_FORCE_HANDOVER.confirmation

6.2.3.10.1 Function

The MIHME_FORCE_HANDOVER.confirmation primitive confirms the success or failure of the requested handover.

6.2.3.10.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIHME_FORCE_HANDOVER.confirmation

(

status,

TBD

)

The status indicates the success or failure of the requested handover.

6.2.3.10.3 When Generated

This primitive is generated by the MIH in response to a MIHME_FORCE_HANDOVER.request.
6.2.3.10.4 Effect of Receipt

The receipt of this primitive by the requesting SME indicates the success or failure of the HANDOVER request.

6.2.3.11 MIHME_TRAP.indication

6.2.3.11.1 Function

The MIHME_TRAP.indication primitive propagates a subset of MIH events to the SME.

6.2.3.11.2 Semantics of the Service Primitive

The parameters of the primitive are as follows:

MIHME_TRAP.indication

(

trap_type,

trap_data

)

The trap_type indicates the particular trap being sent.  Currently trap types could include HANDOVER and LINK_CHANGE.

The trap_data is the data associated with the particular trap.   This data may include the interface affected or the BS handed over to.

6.2.3.11.3 When Generated

This primitive is generated by the MIH to issue a trap to the SME.

6.2.3.11.4 Effect of Receipt

The receipt of this primitive by the requesting SME indicates that an MIH event has occurred.

6.3 Medium-Dependent MIH Models

6.3.1 MIH Model for 802.3 Networks

6.3.1.1 802.2/3 Events

MIH detects condition changes of 802.3 MAC/PHY through 802.2 Logical Link Control (LLC) control signals, defined in ANSI/IEEE Std 802.2, 1998 Edition. MIH is a special service user of LLC, which processes the following service primitives:

1. DL-CONNECT.indication

This primitive is the service indication primitive for connection establishment service. It is generated by the LLC sublayer to indicate that a connection of a certain priority is being requested.

2. DL-CONNECT.confirm

This primitive is the service confirm primitive for connection establishment service. It is generated by the LLC sublayer to convey the results of the previous associated DL-CONNECT request primitive. 

3. DL-DISCONNECT.indication

This primitive is the service indication primitive for connection termination service. It is generated by LLC sublayer to inform the network layer that a connection has been terminated.

4. DL-RESET.indication

This primitive is the service indication primitive for connection reset service. It is generated by the LLC sublayer to indicate that a connection reset has been requested by the remote network layer entity or remote LLC sublayer peer, or that the local LLC sublayer has determined that the data link connection is in need of reinitialization. The connection is no longer available for data transmission once this primitive is generated.

5. DL-RESET.confirm

This primitive is the service confirm primitive for connection reset service. It is generated by the LLC sublayer to inform the network layer that a connection reset has been completed, and the connection is again available.

6.3.2 MIH Model for 802.11 Networks

6.3.2.1 802.11 Events

MIH access both control/data plane and management plane services provided in 802.11 MAC and PHY layers. Such service access points (SAPs) include MAC-SAP, PHY-SAP, MLME SAP and PLME SAP, as defined in ANSI/IEEE Std 802.11, 1999 Edition. 

6.3.2.2 802.11 Management SAPs

802.11 management SAPs are defined as an interface for managing MAC and PHY layer modules. MIH should be allowed to retrieve information from management SAPs in order to keep track of link conditions. In general, such information can be acquired in two ways; active and passive. MIH can actively poll information from management SAP by using GET.request primitive. In addition, the current management SAP can be extended to allow MIH to passively “listen to” the communications between Station Management Entity (SME) and management SAP, and hence be automatically informed about all link condition changes. Both modes are complementary to each other. The active polling allows MIH to acquire the detailed link attribute information such as connection status, error rate, signal strength, etc. whenever necessary. The passive mode allows MIH to detect connection status change quickly without incurring periodic polling overhead and hence may lead to more efficient implementation.

Two SAPs are already defined in 802.11: MLME for MAC layer and PLME for PHY layer. In the active polling mode, MIH should access both SAPs to collect link state information. In passive mode, MIH only need to access the primitive defined in MLME that are useful for detecting connection status changes. There are in general three types of MLME SAP primitives: action request, confirm, and indication. An action request generated by local SME to MLME may trigger a local confirm; an action request generated by remote MLME may trigger a local indication. Both confirm and indication are generated by MLME to inform SME the new link condition as the result of requested action. The confirm and indication that are relevant for MIH are listed below:

1. MLME-SCAN.confirm

This primitive returns the descriptions of the set of BSSs detected by the scan process.

2. MLME-JOIN.confirm

This primitive returns the result of MLME-JOIN.request for establishing synchronization with a BSS.

3. MLME-AUTHENTICATE.confirm

This primitive reports the results of authentication attempt with a specified peer MAC entity.

4. MLME-AUTHENTICATE.indication

This primitive reports the establishment of an authentication relationship with a specified peer MAC entity.

5. MLME-DEAUTHENTICATE.confirm

This primitive reports the results of a deauthentication attempt with a specified peer MAC entity.

6. MLME-DEAUTHENTICATE.indication

This primitive reports the invalidation of an authentication relationship with a specified peer MAC entity.

7. MLME-ASSOCIATE.confirm

This primitive reports the results of an association attempt with a specified peer MAC entity that is acting as an AP.

8. MLME-ASSOCIATE.indication

This primitive reports the establishment of an association with a specified peer MAC entity.

9. MLME-REASSOCIATE.confirm

This primitive reports the results of a reassociation attempt with a specified peer MAC entity that is acting as an AP.

10. MLME-REASSOCIATE.indication

This primitive reports the establishment of a reassociation with a specified peer MAC entity.

6.3.2.3 802.11 Control/Data Plane SAPs

MA-SAP and PHY-SAP can give indications on the data transmission status, from which MIH can infer link status. This is useful for predicting potential link status changes. For example, continuous failures on data transmission indicate poor link quality, based on which MIH may generate LINK_QOS_CHANGE or LINK_GOING_DOWN events. 

1. MA-UNITDATA-STATUS.indication

This primitive is generated by MAC sublayer to the LLC sublayer for reporting status information for the corresponding preceding MA-UNITDATA.request primitive. The parameters include data transmission status and error code.

2. PHY-RXEND.indication

This primitive is an indication by the PHY sublayer to the local MAC sublayer that the MPDU currently being received is complete. The primitive provides the RXERROR parameter, which indicates whether the data transmission is successful and what type of error may have occured.

6.3.2.4 802.11 Examples

The following two examples illustrate how 802.11 event triggers may cause generation of MIH-SAP triggers:

· MIH receives a MLME-ASSOCIATE.indication or MLME-ASSOCIATE.confirm trigger, and then generates a LINK_UP trigger

· MIH receives PHY-RXEND.indication, which indicates a transmission error has occurred. MIH then uses GET.request to query PLME for signal strength, and discovers that the signal strength is very low and already below the (pre-specified) threshold. MIH then generates a LINK_QOS_CHANGE trigger.

6.3.3 MIH Model for 802.16 Networks

6.3.3.1 802.16 Events

6.3.3.2 802.16 Management SAPs

6.3.4 MIH Model for 3GPP2 Networks

6.3.4.1 3GPP2 Events

In this section, we consider triggers that could be sent 

a) from the PHY and MAC layers to the MIH within a 3GPP2 terminal and within the 3GPP2 network to an MIH that resides on the Base-Station Controller (BSC), and 

b) from the PPP layer to the local MIH within the terminal and within the 3GPP2 network to an MIH entity that resides on the Packet Data Serving Node (PDSN). 

6.3.4.1.1 3GPP2 PHY and MAC Triggers

As per the current 3GPP2 standard, PHY and MAC SAPs would be used to communicate information to the LAC as shown in the figure below.  The LAC_SAP defines the interface to the 3GPP2 LAC layer and lists the desired attributes being exchanged. The exchange between the 3GPP2 LAC and PHY or MAC layers is left for the 3GPP organization to define. Most likely most of the desired information and attributes are already defined in the LAC layer and will be provided to the LAC_SAP when further defined by the 3GPP2 SDO.

Without defining the extensions to the current PHY and MAC SAPs that may be required (which is outside the scope of the current document), we propose that the LAC communicate PHY and MAC information to the MIH using a 3GPP2-LAC-SAP. We define the triggers that form part of this SAP as follows. Note that these triggers are common to both the terminal and the network.

3GPP2-Link-Up: This trigger specifies that the link is up. This trigger should be sent from the LAC to the MIH after the LAC determines that both the MAC and PHY are up.

3GPP2-Link-Down: This trigger specifies that the link is down. This trigger should be sent from the LAC to the MIH after the LAC determined that either the MAC or the PHY is down.

3GPP2-Link-Going-Down: This trigger specifies that the link is going down in the “near future”. This trigger should be based on the fact that either the MAC or the PHY is going down.

3GPP2-Link-Signal-Strength: This trigger indicates the signal strength at the physical layer and it is expected that the LAC receive this information from the PHY as part of the PHY SAP.

3GPP2-Link-SNR: This trigger indicates the signal-to-noise ratio at the physical layer.  Again, it is expected that the LAC receive this information from the PHY as part of the PHY SAP.

All of the above defined triggers are local triggers (that is, local to the terminal or local to the network) and there are two points to be noted here. 

In the case of the MIH at the terminal, the PHY and MAC SAPs communicate to the LAC on the terminal, which in turn uses the 3GPP2-LAC-SAP defined above to communicate triggers to the MIH, again on the terminal. That is, the PHY and MAC SAPs defined as per the 3GPP2 standard as well as the 3GPP2-LAC-SAP all require local communication on the control plane within the terminal.

In the case of MIH within the(PF: RAN) network, we propose that the MIH that receives the 3GPP2-LAC-be co-located with the Base-Station Controller (BSC). Within the network, the PHY and MAC would be at the BTS (Base Transceiver Station) whereas the LAC would be at the BSC. This means, the PHY SAP and MAC SAP would communicate triggers to the LAC across the Radio-Access Network (RAN) from the BTS to the BSC. The mechanisms required for communicating the PHY SAP and the MAC SAP from the BTS to the BSC is beyond the scope of this document. It should also be noted that on the network side, link specific triggers would mean that these triggers would be generated at the LAC and passed onto the MIH at the BSC on a per user terminal basis. The MIH at a

BSC would thus gather information about the link status of all user terminals controlled by the BSC.

6.3.4.1.2 3GPP2 PPP Triggers

Within a CDMA2000 network standardized by 3GPP2, PPP provides a mechanism to establish a point-to-point link between the terminal and the PDSN and then encapsulate and transport IP packets over this link. The PPP layer within a standard 3GPP2 terminal could send information about the PPP link to the local MIH entity that resides within the terminal or in the case of the 3GPP2 network, the PPP layer on the PDSN could send information to the MIH that is located within the PDSN. The PPP triggers defined in this document are common to both the terminal and the PDSN. The figure above illustrates the 3GPP2-PPP-SAP from the PPP layer to the MIH. 

The next section provides an overview of PPP, shows an illustration of the PPP state machine and explains the different sub-protocols within PPP. The following section enumerates the various triggers that we propose be generated by the PPP layer and sent to the MIH entity.

6.3.4.1.2.1 PPP (Point-to-Point Protocol) Overview

The PPP link establishment between the 3GPP2 terminal and the PDSN goes through two phases. In the first phase, called the Link Control Phase, the establishment of the point-to-point link is negotiated through a sub-protocol called the Link Control Protocol (LCP) where LCP packets are used to exchange link specific parameters between the MN and the PDSN to configure, test and later terminate the data link. During this phase, the user is authenticated using an authentication protocol such as CHAP (Challenge Handshake Authentication Protocol) or PAP (Password Authentication Protocol). CHAP is three-way handshake protocol where the authenticator (PDSN) sends a “challenge” to the MN which then computes a “response” based on a one-way hash function (which is the secret key) and then returns the response to the PDSN. PAP is a clear-text authentication protocol based on username and password. 

In the second phase, called the Network Control Phase, a sub-protocol called the Internet Protocol Control Protocol (IPCP) is used to manage the specific needs of the IP packets that are transported over the PPP link. IPCP allows the PDSN to assign an IP address and DNS server IP address to the MN (in case of Simple-IP) and negotiate IP header compression algorithm to use on IP packets transported over the PPP link. The header compression algorithms normally used are VJ (Van Jacobson) compression for TCP/IP headers and ROHC (Robust Header Compression) for IP/UDP/RTP. In addition, the Network Control Phase consists of another sub-protocol called the CCP (Compression Control Protocol) that is responsible for configuring, enabling, and disabling data compression algorithms on both ends of a PPP link. The compression algorithm is negotiated for each direction. The algorithms used in CDMA2000 standard are MPPC LZS and Deflate. Once these two phases are complete, IP packets are encapsulated and transported over the PPP link. Thus, the four sub-protocols LCP, CHAP/PAP, IPCP and CCP, in that order, make up the different steps in the configuration of a PPP session. 

PPP triggers can be generated and sent to the MIH entity during both the Link Control Phase and the Network Control Phase of PPP link establishment. As illustrated within the PPP state machine shown below, the proposed triggers can be produced within the current PPP state machine implementation. We propose that PPP implementations provide the capability for these triggers to be generated and communicated to the MIH using the 3GPP2-PPP-SAP.
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Figure 7:

The proposed PPP triggers are summarized below with appropriate descriptions. We first consider the PPP triggers generated during the Link Control Phase and then the Network Control Phase. Note that the Network Control Phase is a component within the PPP state machine and takes place when the Link Control Protocol has opened the PPP link. The Link Control Phase continues until the Link is terminated.

6.3.4.1.2.2 PPP Triggers during Link Control Phase

As shown in the above state machine sequence for PPP link negotiation, maintenance and termination, when a PPP link is to be established, the availability of the physical layer is checked and if it is available it is deemed that PPP negotiation could be initiated. This is indicated by the Established state. From this state, the end-points exchange LCP parameters to open the LCP link. If this parameter exchange fails due to some reason, a 3GPP2-LCP-Configure-Failure event is triggered and the PPP link establishment fails. If the parameter exchange is successful, the end-points move into the LCP_Authenticate state. During this transition a 
3GPP2-LCP-Link-Open trigger is sent which indicates that the link is open but authentication (that is CHAP/PAP) is yet to be performed. Once the authentication is successful, the state machine moves into the LCP_Opened state. The successful authentication triggers a 3GPP2-LCP-Link-Up event. If the authentication is unsuccessful, a 3GPP2-LCP-Auth-Failure event is triggered and the link is terminated by moving the state machine to the LCP_Terminate state. When the PPP link is to be closed, it could be initiated both by the local end-point or the remote-end point. In either case, when appropriate messages are received, the state machine moves to the LCP_Terminate state. Depending on who initiated the closing of the PPP link, appropriate triggers 3GPP2-LCP-Closing trigger is initiated.
 In addition, three triggers that are not dependent on state transitions but could happen any time when the state machine in either the Established, LCP_Authenticate and LCP_Opened states are:

3GPP2-LCP-Carrier-Failure - indicating a lower layer link failure has taken place and hence the PPP link will be terminated. 
3GPP2-LCP-Link-Quality-Failure - indicating that the link quality is below a configured threshold (this does not necessarily mean that PPP link should be terminated), and 

3GPP2-LCP-Timeout - indicating a PPP link will be terminated due to some time-out (possibly because an expected message does not arrive before the expiration of a timer). 

To summarize the LCP triggers:

3GPP2-LCP-Configure-Failure: Link parameter configuration failed.

3GPP2-LCP-Link-Open: Link is up but authentication is not complete (pre-authentication trigger).
3GPP2-LCP-Link-Up: Link is up and authentication has been completed (post-authentication trigger).

3GPP2-LCP-Auth-Failure: Link authentication failed.
3GPP2-LCP-Closing: Link is being closed (normal closing)

3GPP2-LCP-Carrier-Failure: Link failed because of lower layer link failure (abnormal closing).

3GPP2-LCP-Link-Quality-Failure: Link quality below configured threshold.

3GPP2-LCP-Timeout: Link terminated because of timeout (abnormal closing).
6.3.4.1.2.3 PPP Triggers during Network Control Phase

Within the LCP_Opened state, during the Network Control Phase, the sub-protocol of interest is the IPCP. The (sub) state machine for IPCP is shown within the LCP_Opened state in the above figure. From the IPCP_Open state, if the IPCP parameter configuration is successful, the state machine moves to the IPCP_Opened state and the trigger 3GPP2-IPCP-Link-Open is generated. If the parameter configuration is unsuccessful, the state machine moves to the IPCP_Close state and the trigger 3GPP2-IPCP-Config-Failure is generated. If the IPCP link is closed normally, the state machine moves from the IPCP_Opened state to the IPCP_Closed state and the trigger 3GPP2-IPCP-Link-Closed is generated. In addition, when IPCP parameters are being exchanged, if there is a time-out event, a 3GPP2-IPCP-Timeout trigger is generated and the state machine moves to the IPCP_Closed state. 

To summarize the IPCP triggers:

3GPP2-IPCP-Link-Open: Link is open.

3GPP2-IPCP-Link-Closed: Link is closed normally.

3GPP2-IPCP-Config-Failure: IPCP parameter configuration failure and link is closed abnormally.

3GPP2-IPCP-Timeout: Link is closed abnormally because of timeout.
6.3.5 MIH Model for 3GPP Networks

6.3.5.1 3GPP Events

In this section, we consider triggers that could be sent 

c) from the PHY and MAC layers to the MIH within a 3GPP terminal and within the 3GPP network to an MIH that resides on the Radio Network Controller (RNC), and 

d) from the PPP layer to the local MIH within the terminal and within the 3GPP network to an MIH entity that resides on the Gateway GPRS Support Node (GGSN). 

6.3.5.1.1 3GPP PHY and MAC Triggers

As per the current 3GPP standard, PHY and MAC SAPs would be used to communicate information to the RRC as shown in the figure below.  The RRC_SAP defines the interface to the 3GPP RRC layer and lists the desired attributes being exchanged. The exchange between the 3GPP RRC and PHY or MAC layers is left for the 3GPP organization to define. Most likely most of the desired information and attributes are already defined in the RRC layer and will be provided to the RRC_SAP when further defined by the 3GPP SDO.

Figure 8: 
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Figure 9: 3GPP MIH interface and SAP model

Without defining the extensions to the current PHY and MAC SAPs that may be required (which is outside the scope of the current document), we propose that the RRC communicate PHY and MAC information to the MIH using a 3GPP-RRC-SAP. We define the triggers that form part of this SAP as follows. Note that these triggers are common to both the terminal and the network.

3GPP-Link-Up: This trigger specifies that the link is up. This trigger should be sent from the LAC to the MIH after the RRC determines that both the MAC and PHY are up.

3GPP-Link-Down: This trigger specifies that the link is down. This trigger should be sent from the LAC to the MIH after the RRC determined that either the MAC or the PHY is down.

3GPP2-Link-Going-Down: This trigger specifies that the link is going down in the “near future”. This trigger should be based on the fact that either the MAC or the PHY is going down.

3GPP-Link-Signal-Strength: This trigger indicates the signal strength at the physical layer and it is expected that the RRC receive this information from the PHY as part of the PHY SAP.

3GPP-Link-SNR: This trigger indicates the signal-to-noise ratio at the physical layer.  Again, it is expected that the RRC receive this information from the PHY as part of the PHY SAP.

All of the above-defined triggers are local triggers (that is, local to the terminal or local to the network) and there are two points to be noted here. 

In the case of the MIH at the terminal, the PHY and MAC SAPs communicate to the RRC on the terminal, which in turn uses the 3GPP-RRC-SAP defined above to communicate triggers to the MIH, again on the terminal. That is, the PHY and MAC SAPs defined as per the 3GPP2 standard as well as the 3GPP-RRC-SAP all require local communication on the control plane within the terminal.

In the case of MIH within the RAN network, we propose that the MIH that receives the 3GPP-RRC-be co-located with the RNC. Within the network, the PHY and MAC would be at the Node_B whereas the RRC would be at the RNC. This means, the PHY SAP and MAC SAP would communicate triggers to the RRC across the Radio-Access Network (RAN) from the Node_B to the RNC. The mechanisms required for communicating the PHY SAP and the MAC SAP from the Node_B to the RNC is beyond the scope of this document. It should also be noted that on the network side, link specific triggers would mean that these triggers would be generated at the RRC and passed onto the MIH at the RNC on a per user terminal basis. The MIH at a RNC would thus gather information about the link status of all user terminals controlled by the RNC.

7 Media Independent Event Services

8 Media Independent Information Services

As indicated in Section 5, the IS MIH can collect information about different access networks under its domain of control. This information can then be exchanged with the access terminal over its current point of attachment. Note that the IS MIH could potentially reside within a specific access network as well; the key requirement is that the IS MIH is capable of communicating with the MIH layer on the network elements within the different access networks under its control to collect access network specific information. In the figure below, the IS MIH on the right is shown to maintain a MIH policy database, which contains information about the status of the different access networks. The terminal is connected to the network through Link 3 and can communicate over this link to the IS MIH to retrieve information about the other links (1 and 2). 
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8.1 Overview

The Information Services for MIH are responsible for managing all the information associated with the various functional entities of MIH. It allows registered MIH users to query for information on the lower layers, information like link state, link quality etc. The 

Information Service provides a logical data store where all the information is stored. The Information Service also provides primitives defined via SAP to access this information.
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Some of the sample information available is:

Link State

Link Quality

Link Capabilities

Link Capacity

Link Cost

8.2 Transport of Information Service messages

Local messages generated within MIH for Information Service are transported using MIH transport primitives. 

A new MAC type of MIH for transport of information to its peer (terminal <-> network)
On network side interface with MIH information database for policies and other pertinent information 

8.3 Sample Information Message Frame Format

The following example denotes the example where a Remote MIH reports imminent disconnection: MIH_DATA (link_down)
· Required Parameters

· Message Type (MIH_LINK_DOWN)

· Source address

· Destination address

· Sequence number

· Source type (Local_MAC, Local_PHY, Remote_MIH)
	Field
	Size (Octets)
	Value

	Preamble
	7
	0xAA 0xAA 0xAA 0xAA 0xAA 0xAA 0xAA



	SFD
	1
	0xAB

	Destination Address
	6
	MAC address of receiving MIH interface

	Source Address
	6
	MAC address of transmitting MIH interface

	Length/Type (IANA Assigned)
	2
	MIH Message

	Protocol Version
	1
	MIH Protocol Version (0x01)

	Packet Type
	1
	MIH_LINK_DOWN

	Packet Body Length
	2
	5

	Packet Body
	4
	Sequence number = ########



	
	1
	Source type = Remote_MIH



	Padding
	?
	octets

	FCS
	4
	Octets

	
	
	

	
	
	


8.4 Management Plane for Information Services
The MIH Database stores all the information relevant to the MIH Services. This might include:

Policy information

Neighbor Lists

Link Cost Information

….

[image: image11.wmf]MAC

MIH Server

Network Layer (Terminal)

MAC

Sublayer1

MIH_SAP

Policy Primitive

Source Address

Destination Add

Policy info

Roaming info

Neighbor list

Cost info

Link Select

MAC

Sublayer3

MAC

Sublayer2

PHY

Sublayer3

PHY

Sublayer2

PHY

Sublayer1

MIH Data Base

MIH Layer

Network Layer (Network)

PHY

Policy

Primitive

Source

Address

Destination

Add

Policy info

Roaming info

Neighbor list

Cost info

MIH Layer


[image: image12.wmf]M

a

n

a

g

e

m

e

n

t

MIH Server

Network Layer (Terminal)

MAC

Sublayer1

MIH_SAP

Policy Primitive

Source Address

Destination Add

Policy info

Roaming info

Neighbor list

Cost info

Link Select

MAC

Sublayer3

MAC

Sublayer2

PHY

Sublayer3

PHY

Sublayer2

PHY

Sublayer1

MIH Data Base

MIH Layer


8.5 MIH Peer to Peer Information Service messages

For MIH Peers that are one hop away, the MAC layer transport mechanism can be used to transport the Information Service messages. For peers that are more than a hop away, or further deep in the network a higher layer mechanism like UDP will have to be used.
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8.6 MIH Information Base Data Request Messages 

Following are the primitives available to request information from the MIH Database.

•MIH_DB_Terminal_Query.request
•MIH_DB_Terminal_Query.response

•MIH_Network_Query.request

•MIH_Network_Query. Response

· –Cost of interfaces

· –Directory of roaming agreements

· –Neighboring list

· –Minimum attributes of acceptable QoS

· –User intervention option (On or Off)

8.7 MIH MIBs

The Information stored in the MIH database can be structured as SNMP MIBs. Management reference consists of a Network Management System (NMS), managed nodes and network Database. Managed nodes collect and store the managed objects in the format of TerminalMib that are made available to NMSs using SNMP.  Network objects are collected in the format of NetworkMib and are made available to NMS using SNMP

Following is a possible organization of SNMP MIB Object Groups for MIH Information Services.

· TerminalObjects: This group contains managed objects to be implemented in the SNMP agent in the terminal.

· NetworkObjects: This group contains managed objects to be implemented in the

· SNMP agent in the network

· CommonObjects: This group contains common managed objects to be implemented in the SNMP agent in terminal and network.
8.8 MIH Management Entity SAPs
MIHME_SAP is the interface to the management system. It provides simple GET and SET to the information base. It also provides TRAP indication for handover events. There are also supported action requests and confirmations.

· MIHME_GET.request

· MIHME_GET.confirmation

· MIHME_SET.request

· MIHME_SET.confirmation

· MIHME_HANDOVER.indication

· MIHME_LINK_CHANGE.indication

· MIHME_RESET.request

· MIHME_RESET.confirmation 

· MIHME_SCAN.requestb

· MIHME_SCAN.confirmation

· MIHME_FORCE_HANDOVER.request

· MIHME_FORCE_HANDOVER.confirmation

9 Appendix

Issues to be addressed:

MIH transport and interaction with higher layers:

· MIH transport for remote event communication could

· EtherType specially defined for 802.21 – this would only be applicable to 802 interfaces; also this may not be applicable for general routing to a NE that is multiple hops away

· IP/UDP/TCP – would require an MIH application sitting above the transport layer which defines some standardized 
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