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This Talk: Tools

End-to-end userlevel diagnosis of 
wireless performance problems

Detailed diagnosis of “speed”
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How is it relevant?
Lesson 1: Measure the right metrics

TCP throughput can be sensitive to single loss, and is a complex function

delays, loss rate meaningful?

should allow user to troubleshoot perf.

Lesson 2: Ensure Accuracy and Usability
measurement methods accurate under typical confounding factors: small 
form factors, busy OS, ...?

do the tools work without needing OS changes?

Lesson 3: Diagnosis can be detailed
“5 Mbps throughput?” OR 
“10 Mbps throttled down to 2 Mbps after 7s”?
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Detailed Diagnosis 
of “Speed”
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Traffic Shaping/Policing
Practice of dropping link capacity after  
some time

e.g., “PowerBoost” in cable ISPs

What is a reasonable performance metric 
for “speed”?

throughput = 4 Mbps?

capacity = 7 Mbps; and 
sustained rate = 2 Mbps?

Upload in 8s:
7 Mbps -> 2 Mbps
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Hosted on M-Lab

Started mid-2009

1.5 million runs, 3k users/day; 5,700 ISPs

ShaperProbe Service
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Case-study: Comcast
About 30k runs (Late 2009 - May’11)

C (Mbps) ρ (Mbps) σ (MB) Burst duration (s)

3.5 1 5 16.7
4.8 2 5, 10 15.2, 30.5
8.8 5.5 10 25.8
14.5 10 10 18.8

(a) Upstream.

C (Mbps) ρ (Mbps) σ (MB) Burst duration (s)

19.4 6.4 10 6.4
21.1 12.8 10 10.1
28.2 17 20 14.9
34.4 23.4 20 15.3

(b) Downstream.

Table 2: Comcast: detected shaping properties.

A few ISPs disclose their tier shaping configurations
(e.g., Cox mentions configurations per-region [7]), and
our data shows these configuration modes. We attempt
to examine some of these factors next.

4.1 Case Study: Comcast

Comcast offers Internet connectivity to homes [5] and
enterprises [3], and uses two types of access technolo-
gies: cable (DOCSIS 3.0) and Ethernet. In each access
category, it offers multiple tiers of service. Comcast
shapes traffic using the PowerBoost technology [4].

We detected 74% upstream and 82% downstream runs
as shaped by Comcast. Figure 3 shows a scatter plot of
shaping rate and burst size across all shaped half runs
of Comcast, sorted by estimated capacity for each direc-
tion. We see that there are distinct shaping rate modes,
and some of these modes increase with capacity. Each
shaping rate mode may correspond to a tier of service.
For each direction, there are two dominant burst sizes
across all tiers of service. Table 2 shows the shaping
modes, and an estimate of the burst duration.

Note that the above observations are from October
2009 to April 2010. We found that (as of May 12, 2010)
Comcast uses different capacities for some of its tiers [3,
5], ranging from 2Mbps to 50Mbps for cable and 1Mbps
to 1Gbps for Ethernet service. The current downstream
shaping rates in use are 8, 16 Mbps for business class
and 12, 16, 22 Mbps for residential users; while for up-
stream the shaping rates are 1, 2 Mbps for business
class and 2, 5 Mbps for residential users. We see some
of these shaping rate modes in the figure5. The Power-
Boost FAQ mentions 10MB and 5MB burst sizes [4].
Note that the tier capacities and shaping configurations
can change with time; Figure 4 shows changes in shap-
ing rates with time in our traces.

We also note that the capacity curves do not show
5The number of points in a shaping rate mode depends on
the distribution of runs we received across tiers.
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Figure 5: Comcast: CDF of capacities in shaping and
non-shaping runs.

dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-
cess using cable and Ethernet access technologies. Cox
shapes traffic at different tiers for both residential and
business classes. We found that the residential shap-
ing rates and capacities are dependent on the location
of operation. We show the upstream shaping proper-
ties in Figure 6. The shaping rates and capacity ob-
served in the plot agree with tier information (as of 12th
May, 2010) that we gathered from the Cox residential
[7] website (the business tier shaping details were not
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and some of these modes increase with capacity. Each
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modes, and an estimate of the burst duration.

Note that the above observations are from October
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dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-
cess using cable and Ethernet access technologies. Cox
shapes traffic at different tiers for both residential and
business classes. We found that the residential shap-
ing rates and capacities are dependent on the location
of operation. We show the upstream shaping proper-
ties in Figure 6. The shaping rates and capacity ob-
served in the plot agree with tier information (as of 12th
May, 2010) that we gathered from the Cox residential
[7] website (the business tier shaping details were not
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A few ISPs disclose their tier shaping configurations
(e.g., Cox mentions configurations per-region [7]), and
our data shows these configuration modes. We attempt
to examine some of these factors next.

4.1 Case Study: Comcast

Comcast offers Internet connectivity to homes [5] and
enterprises [3], and uses two types of access technolo-
gies: cable (DOCSIS 3.0) and Ethernet. In each access
category, it offers multiple tiers of service. Comcast
shapes traffic using the PowerBoost technology [4].

We detected 74% upstream and 82% downstream runs
as shaped by Comcast. Figure 3 shows a scatter plot of
shaping rate and burst size across all shaped half runs
of Comcast, sorted by estimated capacity for each direc-
tion. We see that there are distinct shaping rate modes,
and some of these modes increase with capacity. Each
shaping rate mode may correspond to a tier of service.
For each direction, there are two dominant burst sizes
across all tiers of service. Table 2 shows the shaping
modes, and an estimate of the burst duration.

Note that the above observations are from October
2009 to April 2010. We found that (as of May 12, 2010)
Comcast uses different capacities for some of its tiers [3,
5], ranging from 2Mbps to 50Mbps for cable and 1Mbps
to 1Gbps for Ethernet service. The current downstream
shaping rates in use are 8, 16 Mbps for business class
and 12, 16, 22 Mbps for residential users; while for up-
stream the shaping rates are 1, 2 Mbps for business
class and 2, 5 Mbps for residential users. We see some
of these shaping rate modes in the figure5. The Power-
Boost FAQ mentions 10MB and 5MB burst sizes [4].
Note that the tier capacities and shaping configurations
can change with time; Figure 4 shows changes in shap-
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 0

 0.2

 0.4

 0.6

 0.8

 1

 0  10000  20000  30000  40000  50000  60000

C
D

F

Capacity (Kbps)

Upstream: non-shaping
Upstream: shaping

Downstream: non-shaping
Downstream: shaping

Figure 5: Comcast: CDF of capacities in shaping and
non-shaping runs.

dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
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Case-study: Comcast
About 30k runs (Late 2009 - May’11)

C (Mbps) ρ (Mbps) σ (MB) Burst duration (s)

3.5 1 5 16.7
4.8 2 5, 10 15.2, 30.5
8.8 5.5 10 25.8
14.5 10 10 18.8

(a) Upstream.

C (Mbps) ρ (Mbps) σ (MB) Burst duration (s)

19.4 6.4 10 6.4
21.1 12.8 10 10.1
28.2 17 20 14.9
34.4 23.4 20 15.3

(b) Downstream.

Table 2: Comcast: detected shaping properties.

A few ISPs disclose their tier shaping configurations
(e.g., Cox mentions configurations per-region [7]), and
our data shows these configuration modes. We attempt
to examine some of these factors next.

4.1 Case Study: Comcast

Comcast offers Internet connectivity to homes [5] and
enterprises [3], and uses two types of access technolo-
gies: cable (DOCSIS 3.0) and Ethernet. In each access
category, it offers multiple tiers of service. Comcast
shapes traffic using the PowerBoost technology [4].

We detected 74% upstream and 82% downstream runs
as shaped by Comcast. Figure 3 shows a scatter plot of
shaping rate and burst size across all shaped half runs
of Comcast, sorted by estimated capacity for each direc-
tion. We see that there are distinct shaping rate modes,
and some of these modes increase with capacity. Each
shaping rate mode may correspond to a tier of service.
For each direction, there are two dominant burst sizes
across all tiers of service. Table 2 shows the shaping
modes, and an estimate of the burst duration.

Note that the above observations are from October
2009 to April 2010. We found that (as of May 12, 2010)
Comcast uses different capacities for some of its tiers [3,
5], ranging from 2Mbps to 50Mbps for cable and 1Mbps
to 1Gbps for Ethernet service. The current downstream
shaping rates in use are 8, 16 Mbps for business class
and 12, 16, 22 Mbps for residential users; while for up-
stream the shaping rates are 1, 2 Mbps for business
class and 2, 5 Mbps for residential users. We see some
of these shaping rate modes in the figure5. The Power-
Boost FAQ mentions 10MB and 5MB burst sizes [4].
Note that the tier capacities and shaping configurations
can change with time; Figure 4 shows changes in shap-
ing rates with time in our traces.

We also note that the capacity curves do not show
5The number of points in a shaping rate mode depends on
the distribution of runs we received across tiers.
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dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-
cess using cable and Ethernet access technologies. Cox
shapes traffic at different tiers for both residential and
business classes. We found that the residential shap-
ing rates and capacities are dependent on the location
of operation. We show the upstream shaping proper-
ties in Figure 6. The shaping rates and capacity ob-
served in the plot agree with tier information (as of 12th
May, 2010) that we gathered from the Cox residential
[7] website (the business tier shaping details were not
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dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.
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Case-study: Comcast
About 30k runs (Late 2009 - May’11)

C (Mbps) ρ (Mbps) σ (MB) Burst duration (s)

3.5 1 5 16.7
4.8 2 5, 10 15.2, 30.5
8.8 5.5 10 25.8
14.5 10 10 18.8

(a) Upstream.

C (Mbps) ρ (Mbps) σ (MB) Burst duration (s)

19.4 6.4 10 6.4
21.1 12.8 10 10.1
28.2 17 20 14.9
34.4 23.4 20 15.3

(b) Downstream.

Table 2: Comcast: detected shaping properties.

A few ISPs disclose their tier shaping configurations
(e.g., Cox mentions configurations per-region [7]), and
our data shows these configuration modes. We attempt
to examine some of these factors next.

4.1 Case Study: Comcast

Comcast offers Internet connectivity to homes [5] and
enterprises [3], and uses two types of access technolo-
gies: cable (DOCSIS 3.0) and Ethernet. In each access
category, it offers multiple tiers of service. Comcast
shapes traffic using the PowerBoost technology [4].

We detected 74% upstream and 82% downstream runs
as shaped by Comcast. Figure 3 shows a scatter plot of
shaping rate and burst size across all shaped half runs
of Comcast, sorted by estimated capacity for each direc-
tion. We see that there are distinct shaping rate modes,
and some of these modes increase with capacity. Each
shaping rate mode may correspond to a tier of service.
For each direction, there are two dominant burst sizes
across all tiers of service. Table 2 shows the shaping
modes, and an estimate of the burst duration.

Note that the above observations are from October
2009 to April 2010. We found that (as of May 12, 2010)
Comcast uses different capacities for some of its tiers [3,
5], ranging from 2Mbps to 50Mbps for cable and 1Mbps
to 1Gbps for Ethernet service. The current downstream
shaping rates in use are 8, 16 Mbps for business class
and 12, 16, 22 Mbps for residential users; while for up-
stream the shaping rates are 1, 2 Mbps for business
class and 2, 5 Mbps for residential users. We see some
of these shaping rate modes in the figure5. The Power-
Boost FAQ mentions 10MB and 5MB burst sizes [4].
Note that the tier capacities and shaping configurations
can change with time; Figure 4 shows changes in shap-
ing rates with time in our traces.

We also note that the capacity curves do not show
5The number of points in a shaping rate mode depends on
the distribution of runs we received across tiers.
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dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-
cess using cable and Ethernet access technologies. Cox
shapes traffic at different tiers for both residential and
business classes. We found that the residential shap-
ing rates and capacities are dependent on the location
of operation. We show the upstream shaping proper-
ties in Figure 6. The shaping rates and capacity ob-
served in the plot agree with tier information (as of 12th
May, 2010) that we gathered from the Cox residential
[7] website (the business tier shaping details were not
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Table 2: Comcast: detected shaping properties.

A few ISPs disclose their tier shaping configurations
(e.g., Cox mentions configurations per-region [7]), and
our data shows these configuration modes. We attempt
to examine some of these factors next.

4.1 Case Study: Comcast

Comcast offers Internet connectivity to homes [5] and
enterprises [3], and uses two types of access technolo-
gies: cable (DOCSIS 3.0) and Ethernet. In each access
category, it offers multiple tiers of service. Comcast
shapes traffic using the PowerBoost technology [4].

We detected 74% upstream and 82% downstream runs
as shaped by Comcast. Figure 3 shows a scatter plot of
shaping rate and burst size across all shaped half runs
of Comcast, sorted by estimated capacity for each direc-
tion. We see that there are distinct shaping rate modes,
and some of these modes increase with capacity. Each
shaping rate mode may correspond to a tier of service.
For each direction, there are two dominant burst sizes
across all tiers of service. Table 2 shows the shaping
modes, and an estimate of the burst duration.

Note that the above observations are from October
2009 to April 2010. We found that (as of May 12, 2010)
Comcast uses different capacities for some of its tiers [3,
5], ranging from 2Mbps to 50Mbps for cable and 1Mbps
to 1Gbps for Ethernet service. The current downstream
shaping rates in use are 8, 16 Mbps for business class
and 12, 16, 22 Mbps for residential users; while for up-
stream the shaping rates are 1, 2 Mbps for business
class and 2, 5 Mbps for residential users. We see some
of these shaping rate modes in the figure5. The Power-
Boost FAQ mentions 10MB and 5MB burst sizes [4].
Note that the tier capacities and shaping configurations
can change with time; Figure 4 shows changes in shap-
ing rates with time in our traces.

We also note that the capacity curves do not show
5The number of points in a shaping rate mode depends on
the distribution of runs we received across tiers.
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dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
depending on activity of other nodes at the CMTS, the
capacity estimates can vary due to non-FIFO schedul-
ing and DOCSIS concatenation. DOCSIS downlink is a
point-to-multipoint FIFO broadcast link and can again
influence dispersion-based capacity estimates depend-
ing on activity in the neighborhood.

We next look at Comcast trials for which we did not
detect shaping. Figure 5 shows the distribution of ca-
pacities of non-shaping runs, and compares with the dis-
tribution of shaping rates (from shaping runs), for both
directions. The non-shaped capacity distributions are
similar to the shaping rate distributions. Non-shaping
runs can occur due to one or more of the following rea-
sons. First, Comcast provides service tiers which do
not include PowerBoost, but have capacities similar to
tiers with PowerBoost (e.g., the Ethernet 1Mbps and
10Mbps service for businesses). Second, it is possible
that cross traffic from the customer premises resulted
in an empty token bucket at the start of the experi-
ment, and hence the estimated capacity was equal to
the shaping rate.

4.2 Case Studies: Cox and Road Runner

Cox provides residential [7] and business Internet ac-
cess using cable and Ethernet access technologies. Cox
shapes traffic at different tiers for both residential and
business classes. We found that the residential shap-
ing rates and capacities are dependent on the location
of operation. We show the upstream shaping proper-
ties in Figure 6. The shaping rates and capacity ob-
served in the plot agree with tier information (as of 12th
May, 2010) that we gathered from the Cox residential
[7] website (the business tier shaping details were not
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dominant modes. This can be due to the underlying ca-
ble access technology. Specifically, the modem uplink is
a non-FIFO scheduler, which requires the modem to re-
quest timeslots for transmission. Our hypothesis is that
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Figure 1: System architecture.

conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-

Wireless

node

Metal

8m
APs

Figure 2: Testbed layout showing AP locations for some of
the experiments.

lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
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replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
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to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.
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mini-PCI interfaces. The mini-PCI interfaces host either an
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four rate adaptation modules. We disable the optional Mad-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditionsdiffersignificantlyfromhiddenterminalsinthe
delayorlosstemporalcorrelationstheycreate.However,
measuringlayer-2retransmissionsanddelaysisnotfeasible
withoutinformationfromthelinklayer.Inthisshortpaper,
wepresentthebasicideasandalgorithmsforuser-levelinfer-
enceoflinklayereffects,withalimitedtestbedevaluation.
Infuturework,wewillconductamoreextensiveevalua-
tion,experimentwithactualdeploymentatseveralhome
networks,andexpandthesetofdiagnosedpathologies.

Weconsiderthefollowingarchitecture,whichistypicalfor
mosthomeWLANs(seeFigure1).Asingle802.11APis
usedtointerconnectanumberofwirelessdevices;wedonot
makeanyassumptionsabouttheexacttypeofthe802.11
devicesorAP.Weassumethatanothercomputer,usedas
ourWLAN-probemeasurementserverSisconnectedtothe
APthroughanEthernetconnection.Thisisnotdifficult
inpracticegiventhatmostAPsprovideanEthernetport,
aslongastheuserhasatleasttwocomputersathome.
ThekeyrequirementfortheserverSanditsconnection
totheWLANAPisthatitshouldnotintroducesignifi-
cantjitter(saymorethan1-3msec).TheserverSallowsus
toprobetheWLANchannelwithoutdemandingping-like
repliesfromtheAPandwithoutdistortingtheforward-path
measurementswithreverse-pathresponses.Themeasure-
mentscanbeconductedeitherfromCtoSorfromStoC
toallowdiagnosisofbothchanneldirections;wefocuson
theformer.NotethatsomeAPsorterminalsthatarenota
partofourWLANmaybenearby(e.g.,inotherhomenet-
works)creatinghiddenterminalsand/orinterference,while
theuserhasnocontroloverthesenetworks.

Wehaveconductedallexperimentsinthispaperusinga
testbedthatconsistsof802.11gSoekrisnet4826nodeswith
mini-PCIinterfaces.Themini-PCIinterfaceshosteitheran
AtheroschipsetoranIntel2915ABGchipset,withtheMad-
WiFiandipw2200driversrespectively(ontheLinux2.6.21
kernel).TheMadWiFidriverallowsustochoosebetween
fourrateadaptationmodules.WedisabletheoptionalMad-
WiFifeaturesreferredtoasfastframesandburstingbecause
theyarespecifictoMadWiFi’sSuper-Gimplementationand
theycaninterferewiththeproposedrateinferenceprocess.
ThetestbedishousedintheCollegeofComputingatGeor-
giaTech,andthegeographyisshowninFigure2.

2.RELATEDWORK
ThereissignificantpriorworkintheareaofWLANmon-

itoringanddiagnosis.However,totheextentofourknowl-
edge,thereisnoearlierattempttodiagnoseWLANprob-
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lemsusingexclusivelyuser-levelactiveprobing,withoutany
informationfrom802.11devicesandotherlayer-2moni-
tors.User-levelactiveprobinghasbeenusedtoestimate
conflictgraphsandhiddenterminals,assumingthatthein-
volveddevicescooperateinthedetectionofhiddentermi-
nals[5,18,19].Instead,withWLAN-probe,hiddentermi-
nalsmaynotparticipateinthedetectionprocess(andthey
maybelocatedindifferentWLANs).Passivemeasure-
mentshavealsobeenusedfortheconstructionofconflict
graphs[6,11,24].Earliersystemsrequiremultiple802.11
monitoringdevices[8,9,17],NIC-specificordriver-levelsup-
portforlayer-2information[7,23],andnetworkconfigura-
tiondata[4].Model-basedapproachesusetransmissionob-
servationsfromtheNICtopredictinterference[14,16,21,22].
Signalprocessing-basedapproachesdecodePHYsignalsto
identifythetypeofinterference[15];somecommercialspec-
trumanalyzers[2,3]deploysuchmonitoringdevicesatvan-
tagepoints.

3.WIRELESSACCESSDELAY
Theproposeddiagnosticsarebasedonacertaincompo-

nentofaprobingpacket’sOne-WayDelay(OWD),referred
toaswirelessaccessdelayorsimplyaccessdelay.Intu-
itively,thistermcapturesthefollowingdelaycomponents
thatapacketencountersatan802.11link:a)waitingforthe
channeltobecomeavailable,b)a(variable)backoffwindow
beforeitstransmission,c)thetransmissiondelayofpoten-
tialretransmissions,andd)certainconstantdelays(DIFS,
SIFS,transmissionofACKs,etc).Theaccessdelaydoes
notincludethepotentialqueueingdelayatthesenderdue
tothetransmissionofearlierpackets,aswellasthelatency
forthefirsttransmissionofthepacket.Theaccessdelay
capturesimportantpropertiesofthelinklayerdelayswhich
allowustodistinguishbetweenpathologies;further,wecan
estimateitwithuser-levelmeasurements.

Beforewedefinethewirelessaccessdelaymoreprecisely,
letusgroupthevariouscomponentsoftheOWDdiofa
packetifromCtoS(seeFigure1)intofourdelaycom-
ponents.WeassumethatthelinkbetweentheAPandS
doesnotcausequeueingdelays.Thefourdelaycomponents
areillustratedinFigure3.First,packetimayhavetowait
atthesenderNIC’stransmissionqueueforthesuccessful
transmissionofpacketi−1-thisisduetotheFCFSnature
ofthatqueueanditdoesnotdependonthe802.11protocol.
Ifthetime-distance(“gap”)betweenthearrivalofthetwo
packetsatthesender’squeueisgi,packetiwillhavetowait
forwibeforeitisavailablefortransmissionattheheadof
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-

Wireless

node

Metal

8m
APs

Figure 2: Testbed layout showing AP locations for some of
the experiments.

lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of

Wired

network

AP
Clients

Server

WLAN-Probe client (C)

WLAN-Probe

server (S)

Figure 1: System architecture.

conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-

Wireless

node

Metal

8m
APs

Figure 2: Testbed layout showing AP locations for some of
the experiments.

lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditionsdiffersignificantlyfromhiddenterminalsinthe
delayorlosstemporalcorrelationstheycreate.However,
measuringlayer-2retransmissionsanddelaysisnotfeasible
withoutinformationfromthelinklayer.Inthisshortpaper,
wepresentthebasicideasandalgorithmsforuser-levelinfer-
enceoflinklayereffects,withalimitedtestbedevaluation.
Infuturework,wewillconductamoreextensiveevalua-
tion,experimentwithactualdeploymentatseveralhome
networks,andexpandthesetofdiagnosedpathologies.

Weconsiderthefollowingarchitecture,whichistypicalfor
mosthomeWLANs(seeFigure1).Asingle802.11APis
usedtointerconnectanumberofwirelessdevices;wedonot
makeanyassumptionsabouttheexacttypeofthe802.11
devicesorAP.Weassumethatanothercomputer,usedas
ourWLAN-probemeasurementserverSisconnectedtothe
APthroughanEthernetconnection.Thisisnotdifficult
inpracticegiventhatmostAPsprovideanEthernetport,
aslongastheuserhasatleasttwocomputersathome.
ThekeyrequirementfortheserverSanditsconnection
totheWLANAPisthatitshouldnotintroducesignifi-
cantjitter(saymorethan1-3msec).TheserverSallowsus
toprobetheWLANchannelwithoutdemandingping-like
repliesfromtheAPandwithoutdistortingtheforward-path
measurementswithreverse-pathresponses.Themeasure-
mentscanbeconductedeitherfromCtoSorfromStoC
toallowdiagnosisofbothchanneldirections;wefocuson
theformer.NotethatsomeAPsorterminalsthatarenota
partofourWLANmaybenearby(e.g.,inotherhomenet-
works)creatinghiddenterminalsand/orinterference,while
theuserhasnocontroloverthesenetworks.

Wehaveconductedallexperimentsinthispaperusinga
testbedthatconsistsof802.11gSoekrisnet4826nodeswith
mini-PCIinterfaces.Themini-PCIinterfaceshosteitheran
AtheroschipsetoranIntel2915ABGchipset,withtheMad-
WiFiandipw2200driversrespectively(ontheLinux2.6.21
kernel).TheMadWiFidriverallowsustochoosebetween
fourrateadaptationmodules.WedisabletheoptionalMad-
WiFifeaturesreferredtoasfastframesandburstingbecause
theyarespecifictoMadWiFi’sSuper-Gimplementationand
theycaninterferewiththeproposedrateinferenceprocess.
ThetestbedishousedintheCollegeofComputingatGeor-
giaTech,andthegeographyisshowninFigure2.

2.RELATEDWORK
ThereissignificantpriorworkintheareaofWLANmon-

itoringanddiagnosis.However,totheextentofourknowl-
edge,thereisnoearlierattempttodiagnoseWLANprob-
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lemsusingexclusivelyuser-levelactiveprobing,withoutany
informationfrom802.11devicesandotherlayer-2moni-
tors.User-levelactiveprobinghasbeenusedtoestimate
conflictgraphsandhiddenterminals,assumingthatthein-
volveddevicescooperateinthedetectionofhiddentermi-
nals[5,18,19].Instead,withWLAN-probe,hiddentermi-
nalsmaynotparticipateinthedetectionprocess(andthey
maybelocatedindifferentWLANs).Passivemeasure-
mentshavealsobeenusedfortheconstructionofconflict
graphs[6,11,24].Earliersystemsrequiremultiple802.11
monitoringdevices[8,9,17],NIC-specificordriver-levelsup-
portforlayer-2information[7,23],andnetworkconfigura-
tiondata[4].Model-basedapproachesusetransmissionob-
servationsfromtheNICtopredictinterference[14,16,21,22].
Signalprocessing-basedapproachesdecodePHYsignalsto
identifythetypeofinterference[15];somecommercialspec-
trumanalyzers[2,3]deploysuchmonitoringdevicesatvan-
tagepoints.

3.WIRELESSACCESSDELAY
Theproposeddiagnosticsarebasedonacertaincompo-

nentofaprobingpacket’sOne-WayDelay(OWD),referred
toaswirelessaccessdelayorsimplyaccessdelay.Intu-
itively,thistermcapturesthefollowingdelaycomponents
thatapacketencountersatan802.11link:a)waitingforthe
channeltobecomeavailable,b)a(variable)backoffwindow
beforeitstransmission,c)thetransmissiondelayofpoten-
tialretransmissions,andd)certainconstantdelays(DIFS,
SIFS,transmissionofACKs,etc).Theaccessdelaydoes
notincludethepotentialqueueingdelayatthesenderdue
tothetransmissionofearlierpackets,aswellasthelatency
forthefirsttransmissionofthepacket.Theaccessdelay
capturesimportantpropertiesofthelinklayerdelayswhich
allowustodistinguishbetweenpathologies;further,wecan
estimateitwithuser-levelmeasurements.

Beforewedefinethewirelessaccessdelaymoreprecisely,
letusgroupthevariouscomponentsoftheOWDdiofa
packetifromCtoS(seeFigure1)intofourdelaycom-
ponents.WeassumethatthelinkbetweentheAPandS
doesnotcausequeueingdelays.Thefourdelaycomponents
areillustratedinFigure3.First,packetimayhavetowait
atthesenderNIC’stransmissionqueueforthesuccessful
transmissionofpacketi−1-thisisduetotheFCFSnature
ofthatqueueanditdoesnotdependonthe802.11protocol.
Ifthetime-distance(“gap”)betweenthearrivalofthetwo
packetsatthesender’squeueisgi,packetiwillhavetowait
forwibeforeitisavailablefortransmissionattheheadof
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.
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itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.
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There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-

Wireless

node

Metal

8m
APs

Figure 2: Testbed layout showing AP locations for some of
the experiments.

lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditionsdiffersignificantlyfromhiddenterminalsinthe
delayorlosstemporalcorrelationstheycreate.However,
measuringlayer-2retransmissionsanddelaysisnotfeasible
withoutinformationfromthelinklayer.Inthisshortpaper,
wepresentthebasicideasandalgorithmsforuser-levelinfer-
enceoflinklayereffects,withalimitedtestbedevaluation.
Infuturework,wewillconductamoreextensiveevalua-
tion,experimentwithactualdeploymentatseveralhome
networks,andexpandthesetofdiagnosedpathologies.

Weconsiderthefollowingarchitecture,whichistypicalfor
mosthomeWLANs(seeFigure1).Asingle802.11APis
usedtointerconnectanumberofwirelessdevices;wedonot
makeanyassumptionsabouttheexacttypeofthe802.11
devicesorAP.Weassumethatanothercomputer,usedas
ourWLAN-probemeasurementserverSisconnectedtothe
APthroughanEthernetconnection.Thisisnotdifficult
inpracticegiventhatmostAPsprovideanEthernetport,
aslongastheuserhasatleasttwocomputersathome.
ThekeyrequirementfortheserverSanditsconnection
totheWLANAPisthatitshouldnotintroducesignifi-
cantjitter(saymorethan1-3msec).TheserverSallowsus
toprobetheWLANchannelwithoutdemandingping-like
repliesfromtheAPandwithoutdistortingtheforward-path
measurementswithreverse-pathresponses.Themeasure-
mentscanbeconductedeitherfromCtoSorfromStoC
toallowdiagnosisofbothchanneldirections;wefocuson
theformer.NotethatsomeAPsorterminalsthatarenota
partofourWLANmaybenearby(e.g.,inotherhomenet-
works)creatinghiddenterminalsand/orinterference,while
theuserhasnocontroloverthesenetworks.

Wehaveconductedallexperimentsinthispaperusinga
testbedthatconsistsof802.11gSoekrisnet4826nodeswith
mini-PCIinterfaces.Themini-PCIinterfaceshosteitheran
AtheroschipsetoranIntel2915ABGchipset,withtheMad-
WiFiandipw2200driversrespectively(ontheLinux2.6.21
kernel).TheMadWiFidriverallowsustochoosebetween
fourrateadaptationmodules.WedisabletheoptionalMad-
WiFifeaturesreferredtoasfastframesandburstingbecause
theyarespecifictoMadWiFi’sSuper-Gimplementationand
theycaninterferewiththeproposedrateinferenceprocess.
ThetestbedishousedintheCollegeofComputingatGeor-
giaTech,andthegeographyisshowninFigure2.

2.RELATEDWORK
ThereissignificantpriorworkintheareaofWLANmon-

itoringanddiagnosis.However,totheextentofourknowl-
edge,thereisnoearlierattempttodiagnoseWLANprob-
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lemsusingexclusivelyuser-levelactiveprobing,withoutany
informationfrom802.11devicesandotherlayer-2moni-
tors.User-levelactiveprobinghasbeenusedtoestimate
conflictgraphsandhiddenterminals,assumingthatthein-
volveddevicescooperateinthedetectionofhiddentermi-
nals[5,18,19].Instead,withWLAN-probe,hiddentermi-
nalsmaynotparticipateinthedetectionprocess(andthey
maybelocatedindifferentWLANs).Passivemeasure-
mentshavealsobeenusedfortheconstructionofconflict
graphs[6,11,24].Earliersystemsrequiremultiple802.11
monitoringdevices[8,9,17],NIC-specificordriver-levelsup-
portforlayer-2information[7,23],andnetworkconfigura-
tiondata[4].Model-basedapproachesusetransmissionob-
servationsfromtheNICtopredictinterference[14,16,21,22].
Signalprocessing-basedapproachesdecodePHYsignalsto
identifythetypeofinterference[15];somecommercialspec-
trumanalyzers[2,3]deploysuchmonitoringdevicesatvan-
tagepoints.

3.WIRELESSACCESSDELAY
Theproposeddiagnosticsarebasedonacertaincompo-

nentofaprobingpacket’sOne-WayDelay(OWD),referred
toaswirelessaccessdelayorsimplyaccessdelay.Intu-
itively,thistermcapturesthefollowingdelaycomponents
thatapacketencountersatan802.11link:a)waitingforthe
channeltobecomeavailable,b)a(variable)backoffwindow
beforeitstransmission,c)thetransmissiondelayofpoten-
tialretransmissions,andd)certainconstantdelays(DIFS,
SIFS,transmissionofACKs,etc).Theaccessdelaydoes
notincludethepotentialqueueingdelayatthesenderdue
tothetransmissionofearlierpackets,aswellasthelatency
forthefirsttransmissionofthepacket.Theaccessdelay
capturesimportantpropertiesofthelinklayerdelayswhich
allowustodistinguishbetweenpathologies;further,wecan
estimateitwithuser-levelmeasurements.

Beforewedefinethewirelessaccessdelaymoreprecisely,
letusgroupthevariouscomponentsoftheOWDdiofa
packetifromCtoS(seeFigure1)intofourdelaycom-
ponents.WeassumethatthelinkbetweentheAPandS
doesnotcausequeueingdelays.Thefourdelaycomponents
areillustratedinFigure3.First,packetimayhavetowait
atthesenderNIC’stransmissionqueueforthesuccessful
transmissionofpacketi−1-thisisduetotheFCFSnature
ofthatqueueanditdoesnotdependonthe802.11protocol.
Ifthetime-distance(“gap”)betweenthearrivalofthetwo
packetsatthesender’squeueisgi,packetiwillhavetowait
forwibeforeitisavailablefortransmissionattheheadof
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-

Wireless

node

Metal

8m
APs

Figure 2: Testbed layout showing AP locations for some of
the experiments.

lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.
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There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.

2. RELATED WORK
There is significant prior work in the area of WLAN mon-

itoring and diagnosis. However, to the extent of our knowl-
edge, there is no earlier attempt to diagnose WLAN prob-
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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conditions differ significantly from hidden terminals in the
delay or loss temporal correlations they create. However,
measuring layer-2 retransmissions and delays is not feasible
without information from the link layer. In this short paper,
we present the basic ideas and algorithms for user-level infer-
ence of link layer effects, with a limited testbed evaluation.
In future work, we will conduct a more extensive evalua-
tion, experiment with actual deployment at several home
networks, and expand the set of diagnosed pathologies.

We consider the following architecture, which is typical for
most home WLANs (see Figure 1). A single 802.11 AP is
used to interconnect a number of wireless devices; we do not
make any assumptions about the exact type of the 802.11
devices or AP. We assume that another computer, used as
our WLAN-probe measurement server S is connected to the
AP through an Ethernet connection. This is not difficult
in practice given that most APs provide an Ethernet port,
as long as the user has at least two computers at home.
The key requirement for the server S and its connection
to the WLAN AP is that it should not introduce signifi-
cant jitter (say more than 1-3msec). The server S allows us
to probe the WLAN channel without demanding ping-like
replies from the AP and without distorting the forward-path
measurements with reverse-path responses. The measure-
ments can be conducted either from C to S or from S to C
to allow diagnosis of both channel directions; we focus on
the former. Note that some APs or terminals that are not a
part of our WLAN may be nearby (e.g., in other home net-
works) creating hidden terminals and/or interference, while
the user has no control over these networks.

We have conducted all experiments in this paper using a
testbed that consists of 802.11g Soekris net4826 nodes with
mini-PCI interfaces. The mini-PCI interfaces host either an
Atheros chipset or an Intel 2915ABG chipset, with the Mad-
WiFi and ipw2200 drivers respectively (on the Linux 2.6.21
kernel). The MadWiFi driver allows us to choose between
four rate adaptation modules. We disable the optional Mad-
WiFi features referred to as fast frames and bursting because
they are specific to MadWiFi’s Super-G implementation and
they can interfere with the proposed rate inference process.
The testbed is housed in the College of Computing at Geor-
gia Tech, and the geography is shown in Figure 2.
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lems using exclusively user-level active probing, without any
information from 802.11 devices and other layer-2 moni-
tors. User-level active probing has been used to estimate
conflict graphs and hidden terminals, assuming that the in-
volved devices cooperate in the detection of hidden termi-
nals [5, 18, 19]. Instead, with WLAN-probe, hidden termi-
nals may not participate in the detection process (and they
may be located in different WLANs). Passive measure-
ments have also been used for the construction of conflict
graphs [6, 11, 24]. Earlier systems require multiple 802.11
monitoring devices [8,9,17], NIC-specific or driver-level sup-
port for layer-2 information [7, 23], and network configura-
tion data [4]. Model-based approaches use transmission ob-
servations from the NIC to predict interference [14,16,21,22].
Signal processing-based approaches decode PHY signals to
identify the type of interference [15]; some commercial spec-
trum analyzers [2,3] deploy such monitoring devices at van-
tage points.

3. WIRELESS ACCESS DELAY
The proposed diagnostics are based on a certain compo-

nent of a probing packet’s One-Way Delay (OWD), referred
to as wireless access delay or simply access delay. Intu-
itively, this term captures the following delay components
that a packet encounters at an 802.11 link: a) waiting for the
channel to become available, b) a (variable) backoff window
before its transmission, c) the transmission delay of poten-
tial retransmissions, and d) certain constant delays (DIFS,
SIFS, transmission of ACKs, etc). The access delay does
not include the potential queueing delay at the sender due
to the transmission of earlier packets, as well as the latency
for the first transmission of the packet. The access delay
captures important properties of the link layer delays which
allow us to distinguish between pathologies; further, we can
estimate it with user-level measurements.

Before we define the wireless access delay more precisely,
let us group the various components of the OWD di of a
packet i from C to S (see Figure 1) into four delay com-
ponents. We assume that the link between the AP and S
does not cause queueing delays. The four delay components
are illustrated in Figure 3. First, packet i may have to wait
at the sender NIC’s transmission queue for the successful
transmission of packet i−1 - this is due to the FCFS nature
of that queue and it does not depend on the 802.11 protocol.
If the time-distance (“gap”) between the arrival of the two
packets at the sender’s queue is gi, packet i will have to wait
for wi before it is available for transmission at the head of
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Access Delay: TX delay
d = OWD - (TX delay)

TX-rate?

send 50-packet train with few tiny packets

use packet pair dispersion to get TX-rate:

Estimate a single rate for the train: rates 
remain same across train!

To conduct the previous diagnosis tests, we need to probe
the WLAN channel with multiple packet trains and with
packets of different sizes. Each train provides a unique
“sample” - we need multiple samples to make any statis-
tical inference. Each train consists of several back-to-back
packets of different sizes. The packets have to be trans-
mitted back-to-back so that we can use dispersion-based
rate inference methods, and they have to be of different
sizes so that we can examine the presence of an increasing
trend between access delay and size. Specifically, the prob-
ing phase consists of 100 back-to-back UDP packet trains.
These packet trains are sent from the WLAN-probe client C
to the WLAN-probe server S. The packets are timestamped
at C and S so that we can measure their relative One-Way
Delay (OWD) variations. The two hosts do not need to have
synchronized clocks, and we compensate for clock skew dur-
ing each train by subtracting the minimum OWD in that
train. The send/receive timestamps are obtained at user-
level. There is an idle time of one second between successive
packet trains. Each train consists of 50 packets of different
sizes. About 10% of the packets, randomly chosen, are of
the minimum-possible size (8-bytes for a sequence number
and a send-timestamp, together with the UDP/IP headers)
and they are referred to as tiny-probes - they play a special
role in transmission rate inference (see Section 4). The size
of the remaining packets is uniformly selected from the set
of values {8 + 200× k, k = 1 . . . 7} bytes.

4. TRANSMISSION RATE INFERENCE
The computation of the wireless access delay requires the

estimation of the rate ri,1 for the first transmission of each
probing packet. Even though capacity estimation using packet-
pair dispersion techniques in wired networks has been stud-
ied extensively [10,13], the accuracy of those methods in the
wireless context has been repeatedly questioned [20]. There
are three reasons that capacity estimation is much harder
in the wireless context and in 802.11 WLANs in particu-
lar. First, different packets can be transmitted at differ-
ent rates (i.e., time-varying capacity). Second, the channel
is not work-conserving, i.e., there may be idle times even
though one or more terminals have packets to send. Third,
potential layer-2 retransmissions increase the dispersion be-
tween packet pairs, leading to underestimation errors. On
the other hand, there are two positive factors in the prob-
lem of 802.11 transmission rate inference. First, there are
only few standardized transmission rates, and so instead of
estimating an arbitrary value we can select one out eight
possible rates. Second, most (but not all) 802.11 rate adap-
tation modules show strong temporal correlations in the
transmission rate of back-to-back packets. In the follow-
ing, we propose a transmission rate inference method for
802.11 WLANs. Even though the basic idea of the method
is based on packet-pair probing, the method is novel because
it addresses the previous three challenges, exploiting these
two positive factors.

Approach: Recall that WLAN-probe sends many packet
trains from C to S, and each train consists of 50 back-to-
back probing packets (i.e., 49 packet-pairs). Consider the
packets i − 1 and i for a certain train; we aim to estimate
the rate ri,1 for the first transmission of packet i given the
“dispersion” (or interarrival) ∆i between the two packets at
the receiver S. Of course this is possible only when neither

of these two packets is lost (at layer-3). Further, we require
that packet i is not a “tiny-probe”.

Let us first assume that packet i was transmitted only
once. In the case of 802.11, and under the assumption of no
retransmissions of packet i, the dispersion can be written as:

∆i =
si
ri,1

+ c+ βi (4)

using the notation of the previous section. To estimate ri,1,
we first need to subtract from ∆i the constant latency term
c and the variable delay term βi which captures the waiting
time for the channel to become available and a uniformly
random backoff period. The sum of these two terms c+ βi

is estimated using the tiny-probes; recall that their IP-layer
size is only 8 bytes and so their transmission latency is small
compared to the transmission latency for the rest of the
probing packets. On the other hand, the tiny-probes still
experience the same constant latency c as larger packets,
and their variable-delay β follows the same distribution with
that of larger probing packets (because the channel waiting
time, or the backoff time, do not depend on the size of the
transmitted packet). So, considering only those packet-pairs
in which the second packet is a tiny-probe, we measure the
median dispersion ∆tiny. This median is used as a rough
estimate of the sum c+βi, when packet i is not a tiny-probe.
3 We then estimate the transmission rate ri,1 as:

ri,1 =
si

∆i −∆tiny
(5)

If the i’th packet was retransmitted one or more times,
the dispersion ∆i will be larger than si/ri,1 + c + βi and
the rate will be underestimated. A first check is to examine
whether the estimated ri,1 is significantly smaller than the
lowest possible 802.11 transmission rate (1Mbps). In that
case, we reject the estimate ri,1 and flag that packet. Of
course it is possible that some remaining packets have been
retransmitted, but without being flagged at this point. We
also flag all tiny-probes, as well as any packet i if packet
i− 1 was lost.

The next step is to map each remaining estimate ri,1 to the
nearest standardized 802.11 transmission rate r̂i,1. For in-
stance, if ri,1=10.5Mbps, the nearest 802.11 rate is 11Mbps.
(note that this transmission rate applies to the 802.11 frame
and so si has to include the layer-2 headers).

We also exploit the temporal correlations between the
transmission rate of successive packets (within the same
train) to improve the existing estimates and to produce an
estimate for all flagged packets. We have experimented with
the four rate adaptation modules available in the MadWiFi
driver used with the Atheros chipset (SampleRate, AMRR,
Onoe and Minstrel). Figure 5 (top) shows the fraction of
probing packets in a train that were transmitted at the most
common transmission rate during that train, under three dif-
ferent channel conditions. These results were obtained from
100 experiments with 50-packet trains; we also show the
Wilcoxon 95% confidence interval in each case. Note that
all rate adaptation modules exhibit strong temporal correla-
tions, while three of them (AMRR, Minstrel and Onoe) seem

3This estimate is revised in the last stage of the algorithm,
after we have obtained a first estimate for the transmission
rate during a train. We then estimate the transmission la-
tency of each tiny-probe and subtract it from its measured
dispersion.
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TX-rate?

send 50-packet train with few tiny packets

use packet pair dispersion to get TX-rate:

Estimate a single rate for the train: rates 
remain same across train!

To conduct the previous diagnosis tests, we need to probe
the WLAN channel with multiple packet trains and with
packets of different sizes. Each train provides a unique
“sample” - we need multiple samples to make any statis-
tical inference. Each train consists of several back-to-back
packets of different sizes. The packets have to be trans-
mitted back-to-back so that we can use dispersion-based
rate inference methods, and they have to be of different
sizes so that we can examine the presence of an increasing
trend between access delay and size. Specifically, the prob-
ing phase consists of 100 back-to-back UDP packet trains.
These packet trains are sent from the WLAN-probe client C
to the WLAN-probe server S. The packets are timestamped
at C and S so that we can measure their relative One-Way
Delay (OWD) variations. The two hosts do not need to have
synchronized clocks, and we compensate for clock skew dur-
ing each train by subtracting the minimum OWD in that
train. The send/receive timestamps are obtained at user-
level. There is an idle time of one second between successive
packet trains. Each train consists of 50 packets of different
sizes. About 10% of the packets, randomly chosen, are of
the minimum-possible size (8-bytes for a sequence number
and a send-timestamp, together with the UDP/IP headers)
and they are referred to as tiny-probes - they play a special
role in transmission rate inference (see Section 4). The size
of the remaining packets is uniformly selected from the set
of values {8 + 200× k, k = 1 . . . 7} bytes.

4. TRANSMISSION RATE INFERENCE
The computation of the wireless access delay requires the

estimation of the rate ri,1 for the first transmission of each
probing packet. Even though capacity estimation using packet-
pair dispersion techniques in wired networks has been stud-
ied extensively [10,13], the accuracy of those methods in the
wireless context has been repeatedly questioned [20]. There
are three reasons that capacity estimation is much harder
in the wireless context and in 802.11 WLANs in particu-
lar. First, different packets can be transmitted at differ-
ent rates (i.e., time-varying capacity). Second, the channel
is not work-conserving, i.e., there may be idle times even
though one or more terminals have packets to send. Third,
potential layer-2 retransmissions increase the dispersion be-
tween packet pairs, leading to underestimation errors. On
the other hand, there are two positive factors in the prob-
lem of 802.11 transmission rate inference. First, there are
only few standardized transmission rates, and so instead of
estimating an arbitrary value we can select one out eight
possible rates. Second, most (but not all) 802.11 rate adap-
tation modules show strong temporal correlations in the
transmission rate of back-to-back packets. In the follow-
ing, we propose a transmission rate inference method for
802.11 WLANs. Even though the basic idea of the method
is based on packet-pair probing, the method is novel because
it addresses the previous three challenges, exploiting these
two positive factors.

Approach: Recall that WLAN-probe sends many packet
trains from C to S, and each train consists of 50 back-to-
back probing packets (i.e., 49 packet-pairs). Consider the
packets i − 1 and i for a certain train; we aim to estimate
the rate ri,1 for the first transmission of packet i given the
“dispersion” (or interarrival) ∆i between the two packets at
the receiver S. Of course this is possible only when neither

of these two packets is lost (at layer-3). Further, we require
that packet i is not a “tiny-probe”.

Let us first assume that packet i was transmitted only
once. In the case of 802.11, and under the assumption of no
retransmissions of packet i, the dispersion can be written as:

∆i =
si
ri,1

+ c+ βi (4)

using the notation of the previous section. To estimate ri,1,
we first need to subtract from ∆i the constant latency term
c and the variable delay term βi which captures the waiting
time for the channel to become available and a uniformly
random backoff period. The sum of these two terms c+ βi

is estimated using the tiny-probes; recall that their IP-layer
size is only 8 bytes and so their transmission latency is small
compared to the transmission latency for the rest of the
probing packets. On the other hand, the tiny-probes still
experience the same constant latency c as larger packets,
and their variable-delay β follows the same distribution with
that of larger probing packets (because the channel waiting
time, or the backoff time, do not depend on the size of the
transmitted packet). So, considering only those packet-pairs
in which the second packet is a tiny-probe, we measure the
median dispersion ∆tiny. This median is used as a rough
estimate of the sum c+βi, when packet i is not a tiny-probe.
3 We then estimate the transmission rate ri,1 as:

ri,1 =
si

∆i −∆tiny
(5)

If the i’th packet was retransmitted one or more times,
the dispersion ∆i will be larger than si/ri,1 + c + βi and
the rate will be underestimated. A first check is to examine
whether the estimated ri,1 is significantly smaller than the
lowest possible 802.11 transmission rate (1Mbps). In that
case, we reject the estimate ri,1 and flag that packet. Of
course it is possible that some remaining packets have been
retransmitted, but without being flagged at this point. We
also flag all tiny-probes, as well as any packet i if packet
i− 1 was lost.

The next step is to map each remaining estimate ri,1 to the
nearest standardized 802.11 transmission rate r̂i,1. For in-
stance, if ri,1=10.5Mbps, the nearest 802.11 rate is 11Mbps.
(note that this transmission rate applies to the 802.11 frame
and so si has to include the layer-2 headers).

We also exploit the temporal correlations between the
transmission rate of successive packets (within the same
train) to improve the existing estimates and to produce an
estimate for all flagged packets. We have experimented with
the four rate adaptation modules available in the MadWiFi
driver used with the Atheros chipset (SampleRate, AMRR,
Onoe and Minstrel). Figure 5 (top) shows the fraction of
probing packets in a train that were transmitted at the most
common transmission rate during that train, under three dif-
ferent channel conditions. These results were obtained from
100 experiments with 50-packet trains; we also show the
Wilcoxon 95% confidence interval in each case. Note that
all rate adaptation modules exhibit strong temporal correla-
tions, while three of them (AMRR, Minstrel and Onoe) seem

3This estimate is revised in the last stage of the algorithm,
after we have obtained a first estimate for the transmission
rate during a train. We then estimate the transmission la-
tency of each tiny-probe and subtract it from its measured
dispersion.
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Figure 5: Rate inference: strong temporal correlations be-
tween the transmission rate of packets in the same train
(top) and rate inference accuracy (bottom). Low-SNR con-
ditions are created by separating C and its AP by several
meters; congestion is caused by a UDP bulk-transfer over a
second network that is in-range.

to use a single rate for all packets during a train (each train
lasts for 5-250msec, depending on the transmission rate).

Based on the previous strong temporal correlations, we
compute the mode r̃ (most common value) of the discrete
r̂i,1 estimates. If the mode includes less than a fraction
(30%) of the measurements, we reject that packet train as
too noisy. Otherwise, we replace every estimate r̂i,1, and
the estimate for every flagged packet, with r̃. If most trains
show weak modes (i.e., a mode with less than 30% of the
measurements), we abort the diagnosis process because the
underlying rate adaptation module does not seem to exhibit
strong temporal correlations between successive packets. In
our experiments, this is sometimes the case with the Sam-
pleRate MadWiFi module. In the rest of this work, we only
use that rate adaptation module (which is also the default
in MadWiFi) because we want to examine whether the pro-
posed diagnostics work reliably even under considerable rate
estimation errors.

Evaluation: Figure 5 (bottom) shows the accuracy of the
proposed rate estimation method under three quite different
channel conditions. In particular, we show the average of the
absolute relative error across all probing packets for which
we know the ground truth transmission rate. The “ground
truth” for each packet was obtained using an AirPcap mon-
itor, positioned close to the sender, that captured most (but
not all) probing packets. We detect the first transmission
for each packet using the “Retry” flag in the 802.11 header.
We see that the inference error is low in most cases; the
SampleRate module gives a relatively higher error.

5. DETECTING SIZE-DEPENDENT
PATHOLOGIES

The first “branching point” in the decision tree of Figure 4
is to examine whether access delays increase with the size
of probing packets. Recall that each probing train consists
of packets with eight distinct sizes. The pathologies in an
802.11 WLAN can be grouped in two categories: a) patholo-
gies that are more likely to increase the access delay of larger
packets, because of increased waiting at the sender or in-

creased retransmission likelihood, and b) pathologies that
increase the access delay of all packets with the same likeli-
hood, independent of size. We refer to the former as size-
dependent pathologies and the latter as size-independent.

The first category includes a broad class of problems such
as bit errors due to noise, fading, interference, low transmis-
sion signal strength, or hidden terminals. In the simplest
(but unrealistic) case of independent bit errors, the probabil-
ity that a frame of size s bits will be received with bit errors
when the bit-error rate is p is 1− (1− p)s, which increases
sharply with s. Of course, in practice bit errors are not in-
dependent and 802.11 frame transmissions are partially pro-
tected with FEC and rate adaptation techniques. We expect
however that when the previously mentioned pathologies are
severe enough to cause performance problems, larger pack-
ets have a higher probability of being retransmitted, causing
an increasing trend between access delay and packet size.

The size-independent class includes pathologies that can
also cause large access delays, due to increased waiting at
the sender or retransmissions, but where the magnitude of
the access delay is independent of the packet size. The best
instance in this class is WLAN congestion. It is important,
however, that the traffic that causes congestion is gener-
ated byWLAN terminals that can “carrier-sense” each other
(otherwise we have hidden-terminals). In the case of con-
gestion, the access delays will be larger than the case when
there is no congestion (packets have to wait more for the
channel to become available) but the access delays would
not depend on the packet size.

Approach: We distinguish between the two pathology
classes using statistical trend detection in the relation be-
tween access delay and packet size. Figure 6 shows the in-
ferred access delays from experiments with 100 packet trains.
In the first experiment (left), the client C and the AP are
separated by a large distance of 5-6m, so that C’s bulk-
transfer throughput drops to about 1Mbps. In the second
experiment, we attempt to saturate the WLAN with UDP
traffic that originates from another terminal. All terminals
and APs can carrier-sense each other (we test this based on
throughput comparisons when one or more nodes are ac-
tive). We use 802.11g channel 6 and SampleRate in both
experiments.

The access delays in the case of low signal strength in-
crease with the packet size, while this is not true in the case
of congestion. A more thorough analysis of these measure-
ments reveals that not all access delays increase with the
packet size, under low signal strength. Instead, the increas-
ing trend is clearly observed among those packets that have
the larger access delays for each probing size. This is not sur-
prising: the packets with the larger access delays among the
set of packets of a certain size, are typically those that are
retransmitted, and the retransmission probability increases
with the packet size under size-dependent pathologies. For
this reason, instead of examining the average or the median
access delay for each packet size, we consider instead the
95-th percentile ã95p(s) of the access delays for each packet
size s.

The trend detection is performed using the nonparametric
Kendall one-sided hypothesis test [12]. The null hypothesis
is that there is no trend in the bivariate sample {s, ã95p(s)}
for s = {8+ k× 200, k = 1 . . . 7} (bytes), while the alternate
hypothesis is that there is an increasing trend.

Evaluation: For the experiments of Figure 6 the test
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Figure 3: Timeline of an 802.11 packet transmission showing access delay components.

that queue, where wi is estimated as:

wi = max {di−1 − gi, 0} (1)

We can estimate wi only if packet i − 1 has not been lost
- otherwise we cannot estimate the access delay for packet
i. The second delay component is the first (and potentially
last) transmission delay of packet i. In 802.11, packets may
be retransmitted several times and each transmission can be
at a different layer-2 rate in general. The ratio si/ri,1 repre-
sents the first transmission’s delay, where si is the size of the
packet (including the 802.11 header and the frame-check se-
quence) and ri,1 is the layer-2 rate of the first transmission;
we focus on the estimation of ri,1 in the next section. The
third delay component c includes various constant latencies
during the first transmission of a packet; without going into
the details (which are available in longer descriptions of the
802.11 standard), these latencies include various DIFS/SIFS
segments, the preamble and PLCP header 2, and the layer-2
ACK transmission delay (which is always at the same rate).
Finally, there is a variable delay component βi. When the
packet is transmitted only once, βi consists of the waiting
time (“busy-wait”) for the 802.11 channel to become avail-
able as well as a random backoff window (uniformly dis-
tributed in a certain number of time slots). If the packet
has to be transmitted more than once, βi also includes all
the additional delays because of subsequent retransmission
latencies, busy-wait, backoff times and constant latencies.
We define the wireless access delay ai as

ai = c+ βi (2)

and so it can be estimated from the OWD as

ai = di − wi −
si
ri,1

(3)

where wi is derived from Equation 1.
Another way to think about the wireless access delay is as

follows. Suppose that we compare the OWD of a packet that
traverses an 802.11 link with the OWD of an equal-sized
packet that goes through a work-conserving FCFS queue
with constant service rate r (e.g., a DSL or a switched Eth-
ernet port). The OWD of the latter would include the sender
waiting time wi and the transmission latency si/r. In that
case the term ai would only consist of the queueing delay
due to cross traffic that arrived at the link before packet i.
In the case of 802.11, the link is not work-conserving (pack-
ets may need to wait even if the channel is available), the
transmission rate can change across packets, and there may
be retransmissions of the same packet. Thus, the wireless

2The preamble can be either long, short or absent, and is
assumed to not change in the short probing duration.
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Figure 4: WLAN-probe decision tree.

access delay captures not only the delays due to cross traffic,
but also all the additional delays due to the idiosyncrasies of
the wireless channel and the 802.11 protocol. A significant
increase in the access delay of a packet implies either long
busy-waiting times due to cross traffic, or problematic wire-
less channel conditions due to low SNR, interference etc. In
the following sections we examine the information that can
be extracted from either temporal correlations in the access
delay, or from the dependencies between access delay and
packet size. It should be noted that the access delay can
have additional applications in other wireless network in-
ference problems (such as available bandwidth estimation),
which we plan to investigate in future work.

Diagnosis tree and probing structure

Having defined the key metric in the proposed method, we
now present an overview of the WLAN-probe diagnosis tree
that allows us to distinguish between pathologies (see Figure
4). We start by analyzing each packet train separately, and
use a novel dispersion-based method to infer the per-packet
layer-2 transmission rate, when possible (Section 4). Based
on the inferred rates, we can estimate the wireless access
delay for each packet. We then examine whether the ac-
cess delays increase with the packet size (Section 5). When
this is not the case, the WLAN pathology is diagnosed as
congestion. On the other hand, when the access delays in-
crease with the packet size, the observed pathology is due to
low SNR or hidden terminals. We distinguish between these
two pathologies based on temporal correlation properties of
packets that either encountered very large access delays or
that were lost at layer-3 (Section 6).
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Figure 6: Low signal strength and congestion: effect of
packet size (SampleRate module).

strongly rejects the null hypothesis under low signal strength
with a p-value of 0 (the p-value is less than 0.01 across all
MadWiFi rate modules), while the p-value in the case of con-
gestion is 0.81 (0.7-1.0 across all MadWiFi rate modules).
We have repeated similar experiments with all other Mad-
WiFi rate adaptation modules and under different signal
strengths and congestion levels. The p-values in all exper-
iments show a clear difference between size-dependent and
size-independent pathologies, as long as the received sig-
nal strength is less than about 8-10dBm. For higher signal
strengths, the user-level throughput is more than 5Mbps,
and so it is questionable whether there is a pathology that
needs to be diagnosed in the first place.

6. LOW SNR AND HIDDEN TERMINALS
After the detection of a size-dependent pathology, WLAN-

probe attempts to distinguish between low-SNR conditions
and Symmetric Hidden Terminals. The former represents
a wide range of problems (low signal strength, interference
from non-802.11 devices, significant fading, and others) - a
common characteristic is that they are all caused by exoge-
nous factors that affect the wireless channel independent of
the presence of traffic in the channel. Symmetric hidden ter-
minals represent the case that at least two 802.11 senders
(from the same or different WLANs) can not carrier-sense
each other and when they both transmit at the same time
neither sender’s traffic is correctly received. Symmetric hid-
den terminals do not represent an exogenous pathology be-
cause the problem disappears if all but one of the colliding
senders backoff. The case of asymmetric hidden terminals
(or one-node hidden terminals), where one sender’s trans-
missions are corrupted while the conflicting sender’s trans-
missions are correctly received, is no different than the ex-
ogenous factors we consider and WLAN-probe will diagnose
them as low-SNR.

Approach: To distinguish between low-SNR and sym-
metric hidden terminals, we look at the channel responsive-
ness to probing packets. Under a symmetric hidden ter-
minal condition, a hidden terminal backs off in response to
probing traffic; however, under a low-SNR condition, the
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signal strength is likely to remain low even after introducing
probing packets.

We first introduce some additional terminology of events
that probing packets may see. A probing packet may be lost
at layer-3 (denoted by L3), after a number of unsuccessful
retransmissions at layer-2. A probing packet may see an
outlier delay (OD), if its access delay is significantly higher
than the typical access delay in that probing experiment
- we classify a packet as OD if its access delay is larger
than the sample median plus three standard deviations (the
sample includes all measured access delays in that probing
experiment - across all trains). Finally, a probing packet
may see a large delay (LD) if its access delay is higher than
the typical access delay in that probing experiment - we
classify a packet as LD if its access delay is higher than
the 90-th percentile of the empirical distribution of access
delays (after we have excluded OD packets). Note that the
access delays of OD packets are typically much larger than
the access delays of LD packets.

The probing and diagnosis process works as follows. The
probing packets in this WLAN-probe experiment are of the
largest possible size that will not be fragmented. The reason
is that larger packets are more likely to collide with other
transmissions in the case of symmetric hidden terminals. We
then identify all OD or L3 packets in the probing trains of
the experiment, and estimate the unconditional probability
pu that either event takes place:

pu = Prob [OD ∨ L3] (6)

We then focus on the successor of an OD or L3 event, i.e.,
the probing packet that follows an OD or L3 packet. Under
low-SNR scenarios we expect that the channel conditions
exhibit strong temporal correlations, and so if a packet i
experiences an OD or L3 event, its successor packet i + 1
(denote by successor(i)) will see a large delay (LD) or layer-
3 loss (L3) event with high probability.

On the other hand, if packet i experiences an outlier delay
(OD) or a loss (L3) event due to a symmetric hidden ter-
minal, the colliding senders will backoff for a random time
period and it is less likely that the successor packet will be
LD or L3. To capture the previous temporal correlations
between an OD or L3 packet and its successor, we consider
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packet size (SampleRate module).

strongly rejects the null hypothesis under low signal strength
with a p-value of 0 (the p-value is less than 0.01 across all
MadWiFi rate modules), while the p-value in the case of con-
gestion is 0.81 (0.7-1.0 across all MadWiFi rate modules).
We have repeated similar experiments with all other Mad-
WiFi rate adaptation modules and under different signal
strengths and congestion levels. The p-values in all exper-
iments show a clear difference between size-dependent and
size-independent pathologies, as long as the received sig-
nal strength is less than about 8-10dBm. For higher signal
strengths, the user-level throughput is more than 5Mbps,
and so it is questionable whether there is a pathology that
needs to be diagnosed in the first place.

6. LOW SNR AND HIDDEN TERMINALS
After the detection of a size-dependent pathology, WLAN-

probe attempts to distinguish between low-SNR conditions
and Symmetric Hidden Terminals. The former represents
a wide range of problems (low signal strength, interference
from non-802.11 devices, significant fading, and others) - a
common characteristic is that they are all caused by exoge-
nous factors that affect the wireless channel independent of
the presence of traffic in the channel. Symmetric hidden ter-
minals represent the case that at least two 802.11 senders
(from the same or different WLANs) can not carrier-sense
each other and when they both transmit at the same time
neither sender’s traffic is correctly received. Symmetric hid-
den terminals do not represent an exogenous pathology be-
cause the problem disappears if all but one of the colliding
senders backoff. The case of asymmetric hidden terminals
(or one-node hidden terminals), where one sender’s trans-
missions are corrupted while the conflicting sender’s trans-
missions are correctly received, is no different than the ex-
ogenous factors we consider and WLAN-probe will diagnose
them as low-SNR.

Approach: To distinguish between low-SNR and sym-
metric hidden terminals, we look at the channel responsive-
ness to probing packets. Under a symmetric hidden ter-
minal condition, a hidden terminal backs off in response to
probing traffic; however, under a low-SNR condition, the
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signal strength is likely to remain low even after introducing
probing packets.

We first introduce some additional terminology of events
that probing packets may see. A probing packet may be lost
at layer-3 (denoted by L3), after a number of unsuccessful
retransmissions at layer-2. A probing packet may see an
outlier delay (OD), if its access delay is significantly higher
than the typical access delay in that probing experiment
- we classify a packet as OD if its access delay is larger
than the sample median plus three standard deviations (the
sample includes all measured access delays in that probing
experiment - across all trains). Finally, a probing packet
may see a large delay (LD) if its access delay is higher than
the typical access delay in that probing experiment - we
classify a packet as LD if its access delay is higher than
the 90-th percentile of the empirical distribution of access
delays (after we have excluded OD packets). Note that the
access delays of OD packets are typically much larger than
the access delays of LD packets.

The probing and diagnosis process works as follows. The
probing packets in this WLAN-probe experiment are of the
largest possible size that will not be fragmented. The reason
is that larger packets are more likely to collide with other
transmissions in the case of symmetric hidden terminals. We
then identify all OD or L3 packets in the probing trains of
the experiment, and estimate the unconditional probability
pu that either event takes place:

pu = Prob [OD ∨ L3] (6)

We then focus on the successor of an OD or L3 event, i.e.,
the probing packet that follows an OD or L3 packet. Under
low-SNR scenarios we expect that the channel conditions
exhibit strong temporal correlations, and so if a packet i
experiences an OD or L3 event, its successor packet i + 1
(denote by successor(i)) will see a large delay (LD) or layer-
3 loss (L3) event with high probability.

On the other hand, if packet i experiences an outlier delay
(OD) or a loss (L3) event due to a symmetric hidden ter-
minal, the colliding senders will backoff for a random time
period and it is less likely that the successor packet will be
LD or L3. To capture the previous temporal correlations
between an OD or L3 packet and its successor, we consider
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that queue, where wi is estimated as:

wi = max {di−1 − gi, 0} (1)

We can estimate wi only if packet i − 1 has not been lost
- otherwise we cannot estimate the access delay for packet
i. The second delay component is the first (and potentially
last) transmission delay of packet i. In 802.11, packets may
be retransmitted several times and each transmission can be
at a different layer-2 rate in general. The ratio si/ri,1 repre-
sents the first transmission’s delay, where si is the size of the
packet (including the 802.11 header and the frame-check se-
quence) and ri,1 is the layer-2 rate of the first transmission;
we focus on the estimation of ri,1 in the next section. The
third delay component c includes various constant latencies
during the first transmission of a packet; without going into
the details (which are available in longer descriptions of the
802.11 standard), these latencies include various DIFS/SIFS
segments, the preamble and PLCP header 2, and the layer-2
ACK transmission delay (which is always at the same rate).
Finally, there is a variable delay component βi. When the
packet is transmitted only once, βi consists of the waiting
time (“busy-wait”) for the 802.11 channel to become avail-
able as well as a random backoff window (uniformly dis-
tributed in a certain number of time slots). If the packet
has to be transmitted more than once, βi also includes all
the additional delays because of subsequent retransmission
latencies, busy-wait, backoff times and constant latencies.
We define the wireless access delay ai as

ai = c+ βi (2)

and so it can be estimated from the OWD as

ai = di − wi −
si
ri,1

(3)

where wi is derived from Equation 1.
Another way to think about the wireless access delay is as

follows. Suppose that we compare the OWD of a packet that
traverses an 802.11 link with the OWD of an equal-sized
packet that goes through a work-conserving FCFS queue
with constant service rate r (e.g., a DSL or a switched Eth-
ernet port). The OWD of the latter would include the sender
waiting time wi and the transmission latency si/r. In that
case the term ai would only consist of the queueing delay
due to cross traffic that arrived at the link before packet i.
In the case of 802.11, the link is not work-conserving (pack-
ets may need to wait even if the channel is available), the
transmission rate can change across packets, and there may
be retransmissions of the same packet. Thus, the wireless

2The preamble can be either long, short or absent, and is
assumed to not change in the short probing duration.
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access delay captures not only the delays due to cross traffic,
but also all the additional delays due to the idiosyncrasies of
the wireless channel and the 802.11 protocol. A significant
increase in the access delay of a packet implies either long
busy-waiting times due to cross traffic, or problematic wire-
less channel conditions due to low SNR, interference etc. In
the following sections we examine the information that can
be extracted from either temporal correlations in the access
delay, or from the dependencies between access delay and
packet size. It should be noted that the access delay can
have additional applications in other wireless network in-
ference problems (such as available bandwidth estimation),
which we plan to investigate in future work.

Diagnosis tree and probing structure

Having defined the key metric in the proposed method, we
now present an overview of the WLAN-probe diagnosis tree
that allows us to distinguish between pathologies (see Figure
4). We start by analyzing each packet train separately, and
use a novel dispersion-based method to infer the per-packet
layer-2 transmission rate, when possible (Section 4). Based
on the inferred rates, we can estimate the wireless access
delay for each packet. We then examine whether the ac-
cess delays increase with the packet size (Section 5). When
this is not the case, the WLAN pathology is diagnosed as
congestion. On the other hand, when the access delays in-
crease with the packet size, the observed pathology is due to
low SNR or hidden terminals. We distinguish between these
two pathologies based on temporal correlation properties of
packets that either encountered very large access delays or
that were lost at layer-3 (Section 6).

Bit errors increase with packet size:
Higher percentile access delays show trends.
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that queue, where wi is estimated as:

wi = max {di−1 − gi, 0} (1)

We can estimate wi only if packet i − 1 has not been lost
- otherwise we cannot estimate the access delay for packet
i. The second delay component is the first (and potentially
last) transmission delay of packet i. In 802.11, packets may
be retransmitted several times and each transmission can be
at a different layer-2 rate in general. The ratio si/ri,1 repre-
sents the first transmission’s delay, where si is the size of the
packet (including the 802.11 header and the frame-check se-
quence) and ri,1 is the layer-2 rate of the first transmission;
we focus on the estimation of ri,1 in the next section. The
third delay component c includes various constant latencies
during the first transmission of a packet; without going into
the details (which are available in longer descriptions of the
802.11 standard), these latencies include various DIFS/SIFS
segments, the preamble and PLCP header 2, and the layer-2
ACK transmission delay (which is always at the same rate).
Finally, there is a variable delay component βi. When the
packet is transmitted only once, βi consists of the waiting
time (“busy-wait”) for the 802.11 channel to become avail-
able as well as a random backoff window (uniformly dis-
tributed in a certain number of time slots). If the packet
has to be transmitted more than once, βi also includes all
the additional delays because of subsequent retransmission
latencies, busy-wait, backoff times and constant latencies.
We define the wireless access delay ai as

ai = c+ βi (2)

and so it can be estimated from the OWD as

ai = di − wi −
si
ri,1

(3)

where wi is derived from Equation 1.
Another way to think about the wireless access delay is as

follows. Suppose that we compare the OWD of a packet that
traverses an 802.11 link with the OWD of an equal-sized
packet that goes through a work-conserving FCFS queue
with constant service rate r (e.g., a DSL or a switched Eth-
ernet port). The OWD of the latter would include the sender
waiting time wi and the transmission latency si/r. In that
case the term ai would only consist of the queueing delay
due to cross traffic that arrived at the link before packet i.
In the case of 802.11, the link is not work-conserving (pack-
ets may need to wait even if the channel is available), the
transmission rate can change across packets, and there may
be retransmissions of the same packet. Thus, the wireless

2The preamble can be either long, short or absent, and is
assumed to not change in the short probing duration.
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access delay captures not only the delays due to cross traffic,
but also all the additional delays due to the idiosyncrasies of
the wireless channel and the 802.11 protocol. A significant
increase in the access delay of a packet implies either long
busy-waiting times due to cross traffic, or problematic wire-
less channel conditions due to low SNR, interference etc. In
the following sections we examine the information that can
be extracted from either temporal correlations in the access
delay, or from the dependencies between access delay and
packet size. It should be noted that the access delay can
have additional applications in other wireless network in-
ference problems (such as available bandwidth estimation),
which we plan to investigate in future work.

Diagnosis tree and probing structure

Having defined the key metric in the proposed method, we
now present an overview of the WLAN-probe diagnosis tree
that allows us to distinguish between pathologies (see Figure
4). We start by analyzing each packet train separately, and
use a novel dispersion-based method to infer the per-packet
layer-2 transmission rate, when possible (Section 4). Based
on the inferred rates, we can estimate the wireless access
delay for each packet. We then examine whether the ac-
cess delays increase with the packet size (Section 5). When
this is not the case, the WLAN pathology is diagnosed as
congestion. On the other hand, when the access delays in-
crease with the packet size, the observed pathology is due to
low SNR or hidden terminals. We distinguish between these
two pathologies based on temporal correlation properties of
packets that either encountered very large access delays or
that were lost at layer-3 (Section 6).
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that queue, where wi is estimated as:

wi = max {di−1 − gi, 0} (1)

We can estimate wi only if packet i − 1 has not been lost
- otherwise we cannot estimate the access delay for packet
i. The second delay component is the first (and potentially
last) transmission delay of packet i. In 802.11, packets may
be retransmitted several times and each transmission can be
at a different layer-2 rate in general. The ratio si/ri,1 repre-
sents the first transmission’s delay, where si is the size of the
packet (including the 802.11 header and the frame-check se-
quence) and ri,1 is the layer-2 rate of the first transmission;
we focus on the estimation of ri,1 in the next section. The
third delay component c includes various constant latencies
during the first transmission of a packet; without going into
the details (which are available in longer descriptions of the
802.11 standard), these latencies include various DIFS/SIFS
segments, the preamble and PLCP header 2, and the layer-2
ACK transmission delay (which is always at the same rate).
Finally, there is a variable delay component βi. When the
packet is transmitted only once, βi consists of the waiting
time (“busy-wait”) for the 802.11 channel to become avail-
able as well as a random backoff window (uniformly dis-
tributed in a certain number of time slots). If the packet
has to be transmitted more than once, βi also includes all
the additional delays because of subsequent retransmission
latencies, busy-wait, backoff times and constant latencies.
We define the wireless access delay ai as

ai = c+ βi (2)

and so it can be estimated from the OWD as

ai = di − wi −
si
ri,1

(3)

where wi is derived from Equation 1.
Another way to think about the wireless access delay is as

follows. Suppose that we compare the OWD of a packet that
traverses an 802.11 link with the OWD of an equal-sized
packet that goes through a work-conserving FCFS queue
with constant service rate r (e.g., a DSL or a switched Eth-
ernet port). The OWD of the latter would include the sender
waiting time wi and the transmission latency si/r. In that
case the term ai would only consist of the queueing delay
due to cross traffic that arrived at the link before packet i.
In the case of 802.11, the link is not work-conserving (pack-
ets may need to wait even if the channel is available), the
transmission rate can change across packets, and there may
be retransmissions of the same packet. Thus, the wireless

2The preamble can be either long, short or absent, and is
assumed to not change in the short probing duration.
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access delay captures not only the delays due to cross traffic,
but also all the additional delays due to the idiosyncrasies of
the wireless channel and the 802.11 protocol. A significant
increase in the access delay of a packet implies either long
busy-waiting times due to cross traffic, or problematic wire-
less channel conditions due to low SNR, interference etc. In
the following sections we examine the information that can
be extracted from either temporal correlations in the access
delay, or from the dependencies between access delay and
packet size. It should be noted that the access delay can
have additional applications in other wireless network in-
ference problems (such as available bandwidth estimation),
which we plan to investigate in future work.

Diagnosis tree and probing structure

Having defined the key metric in the proposed method, we
now present an overview of the WLAN-probe diagnosis tree
that allows us to distinguish between pathologies (see Figure
4). We start by analyzing each packet train separately, and
use a novel dispersion-based method to infer the per-packet
layer-2 transmission rate, when possible (Section 4). Based
on the inferred rates, we can estimate the wireless access
delay for each packet. We then examine whether the ac-
cess delays increase with the packet size (Section 5). When
this is not the case, the WLAN pathology is diagnosed as
congestion. On the other hand, when the access delays in-
crease with the packet size, the observed pathology is due to
low SNR or hidden terminals. We distinguish between these
two pathologies based on temporal correlation properties of
packets that either encountered very large access delays or
that were lost at layer-3 (Section 6).
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Figure 6: Low signal strength and congestion: effect of
packet size (SampleRate module).

strongly rejects the null hypothesis under low signal strength
with a p-value of 0 (the p-value is less than 0.01 across all
MadWiFi rate modules), while the p-value in the case of con-
gestion is 0.81 (0.7-1.0 across all MadWiFi rate modules).
We have repeated similar experiments with all other Mad-
WiFi rate adaptation modules and under different signal
strengths and congestion levels. The p-values in all exper-
iments show a clear difference between size-dependent and
size-independent pathologies, as long as the received sig-
nal strength is less than about 8-10dBm. For higher signal
strengths, the user-level throughput is more than 5Mbps,
and so it is questionable whether there is a pathology that
needs to be diagnosed in the first place.

6. LOW SNR AND HIDDEN TERMINALS
After the detection of a size-dependent pathology, WLAN-

probe attempts to distinguish between low-SNR conditions
and Symmetric Hidden Terminals. The former represents
a wide range of problems (low signal strength, interference
from non-802.11 devices, significant fading, and others) - a
common characteristic is that they are all caused by exoge-
nous factors that affect the wireless channel independent of
the presence of traffic in the channel. Symmetric hidden ter-
minals represent the case that at least two 802.11 senders
(from the same or different WLANs) can not carrier-sense
each other and when they both transmit at the same time
neither sender’s traffic is correctly received. Symmetric hid-
den terminals do not represent an exogenous pathology be-
cause the problem disappears if all but one of the colliding
senders backoff. The case of asymmetric hidden terminals
(or one-node hidden terminals), where one sender’s trans-
missions are corrupted while the conflicting sender’s trans-
missions are correctly received, is no different than the ex-
ogenous factors we consider and WLAN-probe will diagnose
them as low-SNR.

Approach: To distinguish between low-SNR and sym-
metric hidden terminals, we look at the channel responsive-
ness to probing packets. Under a symmetric hidden ter-
minal condition, a hidden terminal backs off in response to
probing traffic; however, under a low-SNR condition, the

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  10  20  30  40  50  60  70  80

C
D

F

Probability ratio

Low SNR (tx-power 6-10 dBm)
Hidden terminal
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signal strength is likely to remain low even after introducing
probing packets.

We first introduce some additional terminology of events
that probing packets may see. A probing packet may be lost
at layer-3 (denoted by L3), after a number of unsuccessful
retransmissions at layer-2. A probing packet may see an
outlier delay (OD), if its access delay is significantly higher
than the typical access delay in that probing experiment
- we classify a packet as OD if its access delay is larger
than the sample median plus three standard deviations (the
sample includes all measured access delays in that probing
experiment - across all trains). Finally, a probing packet
may see a large delay (LD) if its access delay is higher than
the typical access delay in that probing experiment - we
classify a packet as LD if its access delay is higher than
the 90-th percentile of the empirical distribution of access
delays (after we have excluded OD packets). Note that the
access delays of OD packets are typically much larger than
the access delays of LD packets.

The probing and diagnosis process works as follows. The
probing packets in this WLAN-probe experiment are of the
largest possible size that will not be fragmented. The reason
is that larger packets are more likely to collide with other
transmissions in the case of symmetric hidden terminals. We
then identify all OD or L3 packets in the probing trains of
the experiment, and estimate the unconditional probability
pu that either event takes place:

pu = Prob [OD ∨ L3] (6)

We then focus on the successor of an OD or L3 event, i.e.,
the probing packet that follows an OD or L3 packet. Under
low-SNR scenarios we expect that the channel conditions
exhibit strong temporal correlations, and so if a packet i
experiences an OD or L3 event, its successor packet i + 1
(denote by successor(i)) will see a large delay (LD) or layer-
3 loss (L3) event with high probability.

On the other hand, if packet i experiences an outlier delay
(OD) or a loss (L3) event due to a symmetric hidden ter-
minal, the colliding senders will backoff for a random time
period and it is less likely that the successor packet will be
LD or L3. To capture the previous temporal correlations
between an OD or L3 packet and its successor, we consider

Hidden 
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pc ≫ pu
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