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[bookmark: _Toc398043720]
Scope

The amendment 3d to IEEE 802.15.3 defines a wireless switched point-to-point (P2P) physical layer to IEEE Std. 802.15.3 operating at PHY data rates of 100Gbps with fallback solutions at lower data rates. The purpose is to provide a standard for low complexity, low cost, low power consumption, and high data rate wireless connectivity among devices. Data rates will be high enough to satisfy a variety of consumer multimedia industry needs, and to support emerging wireless switched point-to-point applications in: 

· data centers-
· wireless backhaul/fronthaul 
· intra-device communication 
· [bookmark: _GoBack]close proximity P2P applications (kiosk downloading, file exchange, etc)

The commonality of all these applications is their point-to-point character with known positions of transmit and receive antennas and the option to switch between different links.

[bookmark: _Toc398043721]Methodology 

The descriptions of the applications and use cases with performance and functional requirements as listed in Section 2 are described in chapters 4 to 7 separately for each application using the following structure:

1. Description of the operational environment (including a meaningful graphic and a statement on the operations under LOS/NLOS/OLOS conditions) 
2. Definition of a typical transmission range
3. Description of the conditions to achieve the Target data rate 
4. Specific issues with respect to regulation
5. Specific requirements with respect to the MAC (e.g. supporting 48/64 bit MAC addresses, issues with respect to bridging)
6. Other issues


[bookmark: _Toc398043722]Close Proximity P2P applications
Kiosk downloading and file exchange between two electronic products such as smartphones, digital cameras, camcorders, computers, TVs, game products, and  printers are  the representative use cases for close proximity P2P applications. This chapter presents the requirements for such close proximity P2P applications. Where appropriate a distinction is made between kiosk downloading and file exchange.

[bookmark: _Toc398043723]Description of the operational environment 
[bookmark: _Toc398043724]Overview of the kiosk downloading service[1]
Firstly, the background of the system needs is described. One of the key issues is density of access points (AP) in wireless local area networks (LAN). For example, at the venue of the IEEE 802 wireless interim meeting in January 2014 (Hyatt Century Plaza, Los Angeles), a laptop PC showed a large number of SSIDs at 2.4 GHz (802.11 b/g), indicating there were a lot of APs there, as shown in Figure 1. In such an environment where APs interfere with each other, actual observed transmission rates are far from the maximum ideal rate specified in the standard (e.g. 54 Mbps). Actual measured throughput for 11g at that time was as slow as 1.1 Mbps.

[image: ]
[bookmark: _Ref389496582]
Figure 1.　Observed wireless LAN APs （Hyatt Century Plaza Los Angeles, January 2014）
Uploading and downloading large-sized files in such wireless LAN environments take a long time, which obviously lead to users’ inconvenience and frustration. Kiosk systems will help to alleviate and overcome such problems. The overview of the service provided by the kiosk system is illustrated in Figure 2-1. This service supports portable terminal users transferring high-speed files from/to content providers or storage services (cloud services). The user’s portable terminal and the network are connected via a kiosk terminal. Wireless connection between the portable terminal and the kiosk terminal is not provided by conventional cellular systems nor a wireless LAN but by a non-contact wireless communication system whose transmission range is [TBD] mm or less. The kiosk terminals are typically located in public areas such as train stations, airports, malls, convenience stores, rental video shops, libraries, and public phone boxes. When a user touches the kiosk terminal with his/her portable terminal, data files are uploaded to the network or downloaded to the portable terminal. A close proximity P2P system having a basic connecting image shown in Figure  2-2 and offering this non-contact wireless transmission will be provided in the standard.
[image: ]
[bookmark: _Ref389569112]Figure 2-1 An overview of services provided by the kiosk system
[image: ]
[bookmark: _Ref397017349]Figure 2-2 The basic image of a close proximity P2P

[image: ]
[bookmark: _Ref390453783]Figure 3. A use case of content downloading at a kiosk terminal in a public area

Figure 3 shows the use case example of high-speed file downloading at a kiosk terminal located in a public space. The user stops in front of  the kiosk terminal, lays his/her portable terminal on the indicated area of the kiosk terminal and selects a content from the list shown by the kiosk menu. After the user sends a command to start downloading, the file of the selected content is transmitted wirelessly and stored in his/her portable terminal. 
In addition, as a related use case, such downloading service can be provided at toll gates (wickets) in train stations where the passengers use IC-card tickets having non-contact communication functions (Figure 4). The difference between Fig. 4 and that described in the previous paragraph is the total length of touch time required. In this use case, the user does not fully stop in front of the kiosk for the non-contact communications but instead touches the specified spot while walking through the gate. Thus the total touch time shall be no more than 1 sec [TBD]. To understand better the actual ticket-touching motion, see the video available online[4]. 
In order to avoid misconnecting the kiosk terminal with unintended terminals such as those which pass through the next lane (the lane at the right side of the figure 4), the maximum transmission range have to be specified in the system. This is why the upper limit of the transmission range is essential. For the use case at toll gates in train stations, the transmission distance shall be 50 mm [TBD] or less. 
[image: ]
[bookmark: _Ref389752468]Figure 4　File downloading at toll gates in a train station
[bookmark: _Toc398043725]Overview of the file exchange service[1]
Close proximity P2P application such as file exchange enables high speed transfer of large data files (photo, video, images, etc.) between  two electronic products such as smart phones, digital cameras, camcorders, computers, TVs, game products, and printers. Using this technology in its simplest form, data can be sent at high speed with just a single touch. In this use case, a user can push any data file from her/his mobile terminal to another mobile/stationary terminal with just a touching action. In certain cases, the user may select specific data to send as well as location to store (or method to process) received data before the actual touch operation. For example, students can share music with friends merely by touching the smartphone to the music player. A tourist can store and archive digital video simply by placing the smartphone close to the PC. 
Alternatively, the user can get any data file from another mobile/stationary terminal with a similar touch operation. In most cases, the data to transfer has been selected by the sender and, therefore, the receiver does not have to select the file but just touch to retrieve it.


[bookmark: _Toc398043726]Transmission rates
Kiosk Downloading
Figure 5 shows the maximum file size which can be transmitted in 980 msec [TBD] corresponding to the time duration of 90 % of the total contact time of 1 sec [TBD]. The horizontal axis indicates the throughput. As shown in the figure, with a 4Gbps throughput, a 30-minute HD video or a magazine can be downloaded in  980 msec [TBD], for example. Table 1 compares download times between systems using this standard and conventional systems (TransferJetTM and IEEE802.11ac).
[image: ]
[bookmark: _Ref389571710]Figure 5.Maximum file sizes allowed in a 980 msec download
[bookmark: _Ref389581302]Table 1.Download Time Comparison
	[bookmark: _Toc392508521][bookmark: _Toc392508582]Content type
	[bookmark: _Toc392508522][bookmark: _Toc392508583]File size [MB]
	[bookmark: _Toc392508523][bookmark: _Toc392508584]Download time (Sec)

	
	
	802.15.3d*3
(16QAM)
	802.15.3d*3
(64QAM)
	TransferJet
	[bookmark: _Toc392508524][bookmark: _Toc392508585]802.11ac *4

	
	
	Effective Throughput
4.6 Gbps
	Effective Throughput
 6.9 Gbps
	Effective Throughput
375 Mbps
	[bookmark: _Toc392508525][bookmark: _Toc392508586]Effective Throughput
[bookmark: _Toc392508526][bookmark: _Toc392508587]740 Mbps

	Book
	1
	0.002
	0.001
	0.021
	[bookmark: _Toc392508527][bookmark: _Toc392508588]0.011

	Comic
	30
	0.05
	0.03
	0.64
	[bookmark: _Toc392508528][bookmark: _Toc392508589]0.32

	Magazine
	300
	0.5
	0.3
	6.4
	[bookmark: _Toc392508529][bookmark: _Toc392508590]3.2

	Music(1hour) *1
	60
	0.10
	0.07
	1.3
	[bookmark: _Toc392508530][bookmark: _Toc392508591]0.65

	Movie(1hour) *2
	900
	1.6
	1.0
	19.2
	[bookmark: _Toc392508531][bookmark: _Toc392508592]9.7

	Movie(2hour) *2
	1800
	3.1
	2.1
	38.4
	[bookmark: _Toc392508532][bookmark: _Toc392508593]19.4

	[bookmark: _Toc392508533][bookmark: _Toc392508594]*1: 　MP3 (Bitrate = 128 kbps)　
[bookmark: _Toc392508534][bookmark: _Toc392508595]*2:　H.264（Hi-definition, Bitrate = 2 Mbps）
*3: Data rates in Table 3 are used. MAC efficiency is assumed to be 70%
*4: Nss = 1，MCS#9，Bandwidth=160MHz，GI = 400 nsec，MAC efficiency is assumed to be 85%



File Exchange
Table 2 shows typical file size of short video. In a certain case, a user may send these large data files from her/his smart phone to another mobile/stationary terminal just by a touching action. Data transmission rate shall be maintained above a few Gbps since it is important for the touch operation to complete data transfer in a few seconds.
[bookmark: _Ref397075754]Table 2.  Data Transmission Time Comparison
	Content type
	File size [MB]
	Transmission time (Sec)

	
	
	802.15.3d*2
(16QAM)
	802.15.3d*2
(64 QAM)
	TransferJet
	802.11ac *3

	
	
	Effective Throughput
4.6 Gbps
	Effective Throughput
 6.9 Gbps
	Effective Throughput
375 Mbps
	Effective Throughput
740 Mbps

	Short Video (1 min.) *1
	263
	0.5
	0.3
	5.65
	2.8

	Short Video (5 min.) *1
	1313
	2.3
	1.5
	28.0
	14.2

	*1:　4K/60p, HEVC/H.265 (bit rate=35Mbps)
*2: Data rates in Table 3 are used. MAC efficiency is assumed to be 70%
*3: Nss = 1，MCS#9，Bandwidth=160MHz，GI = 400 nsec，MAC efficiency is assumed to be 85%



[bookmark: _Toc398043727]Time duration for link establishment
Kiosk Downloading
Figure 6 shows the relationship between the maximum file size which can be downloaded within the total touch time (1 sec [TBD]) and the link setup time (time for initial link establishment). Throughput is set at 4.6 Gbps and 6.9 Gbps2 Gbit/s, 4 Gbit/s or 8 Gbit/s in the figure. When the link establishment is completed in 20 msec [TBD] and the throughput is set to 4.6 Gbps, the remaining 980 msec [TBD] can be allocated to the actual data transmission time and a 450 MB file (a 30-minute HD video of a magazine) can be downloaded.　When the throughput is 6.9 Gbps, a 845 MB file (a 1 hour HD video) can be downloaded. Hence the link establishment shall be completed within 20 msec [TBD] or less. As the figure shows, it is important to minimize this link setup time.
[bookmark: _Ref389817324][image: ]
[bookmark: _Ref397076415]Figure 6. Maximum file size downloaded in 1 sec [TBD] including to the link setup time (time for the initial link establishment). 
The actual data transmission is assumed to be done within the remaining time. When the link setup time is 20 msec[TBD], for example, the actual data transmission time is 980 msec[TBD]. When the throughput is 4.6 Gbps and the link setup time is 20 msec[TBD], a 30-minute movie or a 3-hour music can be transferred. The shorter the link setup time, the larger the possible download file size, hence it is important to minimize the link setup time.

File Exchange
For close proximity P2P applications such as file exchange between  two electronic products through a touching operation, it is important to minimize  the link setup time. The link establishment shall be done within 20 msec [TBD] or less.

[bookmark: _Toc392508596][bookmark: _Toc398043728]Definition of a typical transmission range
Typical transmission range is 50 mm [TBD] to realize the kiosk downloading application.
The maximum range of operation for the file exchange is on the order of a few centimeters.

[bookmark: _Toc392508597][bookmark: _Toc398043729]Description of the conditions to achieve the target data rate 
The main conditions for the kiosk system are close proximity transmission range and point-to-point (P2P)　network topology. This chapter describes the reasons.
As Figure 7 shows, in a wireless network with point-to-multipoint (P2MP) network topology, the throughput per user goes down with the number of terminals connected to the access point (AP). In addition, a setup procedure designed for a P2MP system tends to require a long setup time due to the need for traffic control and collision management. In contrast, for a system which simply consists of two devices within a close proximity transmission range, such multiple access schemes are not needed and the setup time can be shortened considerably.
A 60 GHz close proximity P2P system does not need any beamforming while a wireless LAN with P2MP usually is equipped with beamforming. In a P2P system, a terminal will use the entire bandwidth exclusively such that maximum throughput is always guaranteed.
[image: ]
[bookmark: _Ref389503509]Figure 7. Advantages of point-to-point (P2P) systems
[bookmark: _Toc392508598][bookmark: _Toc398043730]Specific issues with respect to regulation
The system uses the 60GHz unlicensed band. The channel plan is the same as that of IEEE802.15.3c. Figure 8 shows the allocation of 60GHz unlicensed band in various countries. As the figure shows, Ch2 and Ch3 within this band are available in most countries. Hence the system shall support the use of these two channels.
[image: ]
[bookmark: _Ref389479828]Figure 8　Unlicensed spectrum allocation in 60 GHz[3]. The limitation of the transmission power is described in Table 95 of IEEE802.15.3c
[bookmark: _Toc392508599][bookmark: _Toc398043731]Specific requirements with respect to the MAC
In order to realize the use cases described above, the 802.15.3 MAC shall be modified and optimized for P2P communications. The MAC shall have the following functions to realize the P2P requirements described above.
- The link establishment time must fit within a predetermined duration. To realize this, there shall be no monitoring function (such as CSMA/CA) prior to connection.
Note: For unlicensed use in the +60GHz band,
In Japan: requirement for carrier sense is not described in ARIB STD-T74 1.1[6].
In Europe:  requirement for carrier sense is not described in ETSI EN 302 567[7].
In US: [8] indicates in its page 59847 that the regulations do not require carrier sense function. (It describes that existing WPAN standards have already adopted interference avoidance techniques by showing CSMA/CA as one example and concludes that it is unnecessary to maintain the transmitter ID requirement whose purpose was to avoid interference.)

- No network identifier shall be included.
- Network topology is always limited to two active devices. 
- No mechanisms for multiple-access nor bandwidth reservation.
- No CSMA/CA and no periodic transmissions such as beacons after link establishment.
Note: When the transmission time is sufficiently short (e.g., < 1sec), the system can regard the channel response as constant and beacon transmission is not necessary.
.
- Link shall be disconnected immediately when the devices are drawn apart.


[bookmark: _Toc392508600][bookmark: _Toc398043732]Example of detection of device approach: utilization of near-field communication (NFC)
As described above, fast link establishment within the required time duration is required in the kiosk application. In addition to link establishment realized purely through 60 GHz, near-field communications (NFC) can  also be used to assist in detecting the approach of a portable terminal towards a kiosk terminal. NFC is widely used at the toll gates in train stations and the NFC modules are included in most cellular phone terminals.
Figure 9 illustrates the link setup utilizing NFC. When the user’s portable terminal approaches and enters the NFC communications range, the NFC modules of both sides establishes communications and the passive module inside the portable terminal turns on the 60 GHz module within the same portable terminal. Next, the 60 GHz modules complete their own link setup and start the data transfer. The NFC communications may also be used for user identification (authentication/authorization). In such case, the kiosk terminal may determine which file is to be transferred to the user after the user identification. The NFC communications can also execute payment  functions.
[image: ]
[bookmark: _Ref389577138]Figure 9　The detection of approach using NFC
[bookmark: _Toc398043733]Spatial division transmission method for 100 Gbps
To attain higher throughput, higher multilevel modulation and spatial division multiplexing such as MIMO should be utilized. Table 3 shows the combination of modulation and MIMO for higher transmission rates.This table is based on the frequency channels for the 60-GHz band shown in Figure 8. By utilizing MIMO, more than 100 Gbps rates becomes possible. As described above for the kiosk application, the propagation channel will not be multipath-rich. Thus the use of short-range MIMO transmission employing appropriate element spacing in the array antennas is effective [5].
Without using spatial division but only multilevel modulation and channel aggregation, it is difficult to achieve 100 Gbps. 1024-QAM with four-channel aggregation can only provide 45 Gbps transmission rate. On the other hand, by using MIMO, more than 100 Gbps becomes achievable.
[bookmark: _Ref389573249]Table 3.　Options for higher transmission rates:
This table is based on the frequency channels in the 60GHz band
(70% MAC efficiency is used in the calculation of data transmission times)
	[bookmark: _Toc398043734]Modulation
	No. of frequency channels
	MIMO
	Rate [Gbps]
	Data transmission time for a 2-hour movie  (1.8 GB) [s]*1

	16QAM
	1
	(SISO)
	6.6
	3.1 

	64QAM
	
	
	9.9
	2.1 

	64QAM
	4
	
	40
	0.5 

	256QAM
	
	
	53
	0.4 

	1024QAM
	
	
	66
	0.3 

	16QAM
	2
	16x16
	> 100
	< 0.2

	64QAM
	1
	
	
	

	*1:　4K/60p, HEVC/H.265 (bit rate=35Mbps)


Application in the THz band
Close proximity application described in this chapter can be implemented at RF frequencies of 275-3000 GHz as well. When utilizing the large bandwidth available in these bands, more than 100 Gps transmission rates can be realized using SISO transmission.
[bookmark: _Toc398043735]References
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[bookmark: _Toc398043736]Touchless Gate System

A Touchless Gate System (wicket) is a specific example of a use case which takes advantage of the close proximity P2P  features to implement unique location-based solutions.

[bookmark: _Toc398043737]Example of an on-the-go kiosk system
Figure 10 shows an example of a large sized file exchange in public locations such as airport boarding gates or long distance (eg., Shinkansen) train ticket gates. For this use case, the available connection time is extended by the creation of an implementation-dependent hot-zone. This facilitates the stable exchange (either upload or download) of very large files. For example, the following services can be envisioned: a) downloading large-volume contents such as multiple magazines and movies to a passenger’s mobile device and b) uploading and forwarding services which transfer pictures and videos taken during his/her trip from a passenger’s mobile device to a designated IP address or cloud storage service. This mm-wave hot-zone is identical to the near-field area in front of a high gain antenna surface. A high gain antenna has a large equiphase surface and this phase plane keeps its form and wavefront in the forward direction. That is, the distribution of this field is pointed in the front, forward direction of the antenna face while the electric field is confined to the sides. Therefore, the connection space can be constrained to a very localized area for a device such that a P2P relationship can be achieved (i.e., P2P connection can be spatially guaranteed by compartmentalizing the active areas). 
[bookmark: _Toc398043738]Example of a large size data offload system for mobile networks
In a next-generation mobile network, in preparation for the explosive growth in the demand for high-speed, high-volume communication, techniques to offload large size data are widely implemented. Figure 11 is an example of offloading by using a 60GHz band P2P device. In this case, large files attached to an email body are first detached by an application residing within the mobile device, and the files are then transmitted via a 60GHz P2P interface to a GATE (Gigabit Access Transponder Equipment) system. The files reattach to the e-mail body at the receiving side by the user application. As shown in  Figure 12, the GATE system provides a millimeter wave zone shower built by combining a multitude of high-gain antennas. Users passing by are connected to the GATE system on a first-come, first-serve basis (i.e., P2P can be guaranteed by connecting using a first-come, first-serve scheme). 

[image: ]
[bookmark: _Ref398043712]Figure 10. Exchanging large files using mm-wave hot-zones at ticket-gates

[image: ]
[bookmark: _Ref397066114]Figure 11. Version adapted for large size data-offloading for next-generation mobile data exchanges
[image: ]
[bookmark: _Ref397066141]Figure 12. Millimeter wave shower zone formed by a millimeter wave high gain antenna




[bookmark: _Toc398043739]Intra-Device Communication
Intra-device communication includes inter-chip communications to achieve pin count reduction.
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[bookmark: _Toc398043746]Fronthauling
 [Note: This section focuses on RF transmission using optical fiber links. The original title of this section“Backhauling/Fronthauling”was amended.]
There are a lot of studies to transmit high-speed data signals around 10Gbps to user terminals for future mobile services such as 5G which requires a very large number of base transceiver stations (BTSs) and small-cell networks[1]. The centralized radio access network (C-RAN) separates the function of the BTS to a modulation/demodulation unit (M/dMU) and a radio access unit (RAU), and will be configured witha centralized M/dMU and remotely located RAUs for last access to the user terminals. The connection between the M/dMU and RAU is called “fronthaul”, and currently, ITU-T SG15 defines mobile fronthaul including Radio over Fiber (RoF) [2]. Mobile fronthaul is defined as a connection between one and the other of separated radio transceiver functions within a base station. RoF is defined as a fiber-optic transmission of waveform for radio communication services. 

[bookmark: _Toc398043747]Description of the operational environment 
Figure 6.1 indicates two fronthaul links. The first fronthaul link utilizes terahertz carrier frequencies to feed 5G signals to the user terminals in a small cell. The second utilizes RoF link to feed 5G signals toRAU, which cannot be electrically connected by terahertz carrier frequencies due to long distance and high attenuation.  Two links have similar performance regarding waveform transmission which can be called radio overX where X is either terahertz or fiber [3].
[image: ]
Figure 6.1 Mobile fronthaul using RoF.
Figure 6.2 shows the detailed block diagram of each fronthaul. In this figure, a modulation and demodulation unit represents one partial BTS located in the network side and a radio antenna unit represents the other partial BTS located in the antenna side (RAU). Taking the above situation into account, mobile fronthaul should be defined as the connection between one and the other of separated radio transceiver functions within the BTS. In addition, mobile fronthaul link should be also defined as a link to establish a mobile fronthaul. The Radio orver Terahertz (RoT) link corresponds to mobile fronthaul link whose carrier frequencies are terahertz waves and its transmission medium is air, while the RoF link whose carrier frequencies are light waves and its transmission medium is fiber cable.
[image: ]
Figure 6.2 Definition of mobile fronthaul [2].	Comment by Thomas Kürner: Please define moe specifically what is meant Radio over THz
Figure 6.3 shows the hybrid structure which utilized two fronthaul links to feed 5G signals to the user terminals in both the macro cell directly connected to M/dMU and the small cells via either RoT or RoF. The long distance RAUs from M/dMU are connected by the optical links because the propagation distance of terahertz waves is limited. The RoT link cannot be used to provide signals to long distance RAUs, but also short distance RAUs where M/dMU cannot see because of obstacles such as tall buildings, etc. 
[image: ]
Figure 6.3 Hybrid structure using RoT and RoF.
[bookmark: _Toc398043748]Definition of a typical transmission range
The typical transmission distance of radio over terahertz (RoT) mainly depends on propagation attenuation of carrier frequencies whose values have been already published by Recommendation ITU-R P.676, P.838, P.840, and the output power and antenna gain of M/dMU and the receiver noise figure of RAU, and vice versa. On the other hand, the transmission distance of RoF is determined by fiber insertion loss, fiber dispersion, non-linear characteristics of E/O and O/E devices, noise figure and latency of the fiber optic link. As shown in Figure 6.2, the shorter range between M/dMU and RAU is covered by RoT and the longer range by RoF.
Additional important parameters which define a typical transmission range are frequency interference and transmission latency. Frequency interferences causethe reduction of the capacity and connectivity between M/dMU and RAU.Terahertz-wavelinks can avoid the frequency interference between links due to high antenna directivities. RoF links, in principle, never cause frequency interference because the radio signals are superimposed on the optical carrier in the fiber cable. The transmission latency of RoT and RoF is expected to be small due to digital signal processing (DSP) functions in the transceivers.	Comment by Thomas Kürner: concrete numbers required

[bookmark: _Toc398043749] Description of the conditions to achive the Target data rate 	Comment by Thomas Kürner: This section should include some numbers on reliability (e. g. BER requirements)
Both RoT and RoF links transmit waveform from M/dMU to RAU, and vice versa. The modulated spectrum bandwidth of the waveform is determined by the modulation speed and the modulationscheme such as multi-level Quadrature Amplitude Modulation. The limiting factors of transmission bandwidth of the RoT and RoF links are up and down conversion frequency characteristics, and E/O and O/E frequency responses, respectively. 
[bookmark: _Toc398043750]Specific issues with respect to regulation
ITU-T SG15 will publish Supplement on RoF technologies and their applications which incorporate RoF in the next generation of passive optical network (NG-PON2) [4]. Regarding terahertz waves, Radio Regulation does not have frequency allocation between 275 GHz and 3000 GHz, but identifies specific frequencies above 275 GHz for passive services only [5]. No frequencies have been identified for active services, specifically fixed services.
[bookmark: _Toc398043751]Specific requirements with respect to the MAC 
No additional MAC requirements are added to transmit waveform from M/dMU to RAU, and vice versa, because the link performance of RoT and RoF is based on relay transmission.	Comment by Thomas Kürner: This is in contradiction to the low latency requirement, which may cause changes of the MAC.
[bookmark: _Toc398043752]Other issues
Optical Sub-Harmonic IQ Mixer (O-SHIQM) [6][7][8] techniques for mobile fronthaul will be proposed to be included in the Technical Requirement Document at the next meeting.	Comment by Thomas Kürner: Is this somthing, that is mandatory to go to the standard or is this something that is up to the implementer?
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[bookmark: _Toc398043762]Description of the operational environment 
The following information is taken from [2]. 

In order to apply wireless links in data centers beamforming capabilities are  required, see Fig. 6-1 inclusding the following feature:

· Beamforming capabilities both in azimuth and elevation 
· Ceiling reflectors (aluminium plates or other good reflecting materials)
· Electromagnetic absorbers on top of the racks to prevent local reflection/scattering around the antenna

 (
ceiling
Reflector
LOS
Multi Hop
Indirect LOS
(3D Beamforming) 
)

Fig. 8-1 LOS and Indirect LOS Paths [4,5]

Traditional DCN architectures are based on layered 2-tier (3tier-) architectures with core, (aggregation) and access layers [3] A couple of specific arrangements of the servers racks exploring the possibilities to introduce wireless links are proposed as well. 


In Fig. 8-2 to 8-4  some of these proposals are presented. 
	


Fig. 8-2 Node Arrangements – Two Parallel Rows [3]



Fig. 8-3: Node Arrangements – Hexagonal Shape [3]
 (
Intra-Rack Links
Inter-Rack Links
)
Fig. 8-4: Node Arrangements in a Cayley Data Center [4]

[bookmark: _Toc367096819][bookmark: _Toc368853680][bookmark: _Toc398043763]Data center infrastructure [1]
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[bookmark: _Toc367096820][bookmark: _Toc368853681][bookmark: _Toc398043764]3-Tier Data center Infrastructure [1]

Core Layer 
The data center core is a Layer 3 domain built with high-bandwidth links (10 GE or a cluster of 10GE)

Aggregation Layer 
Supports Layer 2 and Layer 3 functionality; using 10 Gbps links.

Access Layer/ToR
A Layer 2 domain
ToR using 1Gbps links

Topology is tradeoffs
Emerging 40G Ethernet , performance bottlenecks
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