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The 802.15.8 specification shall be developed according to the P802.15.8 Peer Aware Communication (PAC) project authorization request (PAR),document number 15-12-0063r2 and Five Criteria (5c), document number 15-12-0064r1, which were approved by the IEEE-SA in March of 2012.

This standard defines PHY and MAC mechanism for Wireless Personal Area Networks (WPAN) Peer Aware Communications (PAC) optimized for Peer-to-Peer and infrastructure-less communications with fully distributed coordination. A peer can participate in multiple services or applications.
Key features of PAC may include the following: 
· Operational in selected globally available unlicensed/licensed bands below 11 GHz capable of supporting these requirements
· Scalable data transmission rates, typically up to 10 Mbps
· Discovery for peer information without association
· Discovery signaling rate typically greater than 100 kbps
· Discovery of the number of devices in the network
· Group communications with simultaneous membership in multiple groups, typically up to 10
· Multi-hop relay 
· Relative positioning
· Security

[bookmark: _Toc391511770]Definitions
Device ID: Unique PAC device ID, e.g. MAC address

Discovery information: One or more of Device ID, Device Group ID, Application type ID, Application-specific ID, Application-specific user ID, and Application-specific group ID, and/or peer context and application-driven information

Discovery: Discovery is the procedure to detect existence and discovery information of other PDs that are within discoverable range.

Discovering PD: A PD which tries to discover other PD(s)

Discovered PD: A PD of which discovery information is received by a discovering PD.

Peer aware communications (PAC) network: A peer-to-peer wireless proximity network of which a device or devices communicate with other device(s) with various information such as configuration or control, location, sensing data, advertisement, multimedia contents, social contents, etc.

[bookmark: _Toc290307178][bookmark: _Toc290307179]Multicast group ID: the logical identifier of a multicast group
[bookmark: _Toc290307180][bookmark: _Toc290307181][bookmark: _Toc290307182][bookmark: _Toc290307183][bookmark: _Toc290307184]
Payload data: contents of a data message that is being transmitted
[bookmark: _Toc290307185]
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[bookmark: _Toc391511771]Abbreviations and acronyms
	AAA
	Authentication, Authorization, Accountability

	AGC
	Automatic Gain Control

	BPM
	Burst Position Modulation

	BPSK
	Binary Phase-Shift Keying

	CAP
	Contention Access Period

	CCA
	Clear Channel Assessment

	CFP
	Contention Free Period

	CP
	Cyclic Prefix

	CRC
	Cyclic Redundancy Check

	CS
	Channel Sampling

	CTS
	Clear To Send

	CW
	Contention Window

	FCS
	Frame Check Sequence

	FEC
	Forward Error Correction

	GI
	Guard Interval

	IS
	Interference Sensing

	LFSR
	Linear Feedback Shift Register

	LSB
	Least Significant Bit

	LTF
	Long Training Field

	MAC
	Medium Access Control

	MLME
	MAC sublayer Management Entity

	MLSDE
	MAC sublayer Service Discovery Entity

	MSB
	Most Significant Bit

	OFDM
	Orthogonal Frequency Division Multiplexing

	PAN
	Personal Area Network

	PD
	PAC Device

	PDU
	Protocol Data Unit

	Peering-REQ
	Peering-Request

	Peering-RSP
	Peering-Response

	PHR
	PHY Header

	PHY
	Physical layer

	PID    
	Peering Identifier

	PLME
	PHY Layer Management Entity

	PPDU
	PHY Protocol Data Unit

	PRBS
	Pseudo-Random Binary Sequence

	PSD
	Power Spectral Density

	PSDU
	PHY Service Data Unit

	RF
	Radio Frequency

	RTS
	Request To Send

	SC
	Single Carrier

	SDU
	Service Date Unit

	SHR
	Synchronization Header

	STF
	Short Training Field

	SYNC
	Synchronization

	ULA
	Uniform Linear Array

	UWB
	Ultra Wide Band

	ZC
	Zadoff-Chu





[bookmark: _Toc391511772]General descriptions
This clause provides the basic framework of PDs. The framework serves as a guideline in developing the functionalities of PDs and their interactions specified in detail in the subsequent clauses. 

[bookmark: _Toc391511773]Concepts and architecture

PAC provides functionalities optimized for scalable peer to peer communications with fully distributed coordination for decentralized system composed of PDs. PAC also provides mechanisms that enable low power consumption, discovery of peer information before association, efficient resource allocation in a distributed manner, and coexistence with other 802 systems.

Some PDs may be able to connect to infrastructure on an opportunistic basis, which is out of scope for IEEE 802.15.8.



Figure 1. Overall PAC Architecture

A PAC system may contain the following functions at MAC and/or PHY. The block diagram is provided as information only.

Upper Layer: the layer above PHY/MAC, such as middleware, and application layer.

PD Management Entity: manages PD information across PHY/MAC and upper layer for PAC communications.

Synchronization Function: performs initial and/or periodic time synchronization among PDs; maintains frequency and clock phase synchronization.

Discovery Function: discovers peer(s) in proximity by using discovery information.

Peering Function: requests or responds to Peering (i.e. association), Peering Updates, De-peering, or Re-peering. 

Channel Management Function: manages the radio resource including channel allocation and/or access.

Power Control Function: performs transmit power control and interference management based on power control information.

Measurement and Report Function: conducts measurements of channel information, and sends data reports from other logic functions to upper layer.

Scheduler Function: manages or controls the sequence of events in MAC and/or PHY layer, for example, transmission queuing, collision avoidance, etc. 

Encoder Function: performs encoding and other data processing such as interleaving, scrambling, etc. at PHY to aid in reliable reception 

Modulator Function: performs modulation and other data processing such as mapping, precoding, etc. at PHY

Decoder Function: performs decoding and other data processing, such as de-interleaving, de-scrambling, etc. at PHY to aid in reliable reception

Demodulator Function: performs demodulation and other data processing such as equalization, de-mapping, etc. at PHY

[bookmark: _Toc391511774]Topology
Several topologies, such as mesh topology or star topology, may be used to support interactions among PDs for various services. One-to-one and one-to-many topologies shall be supported. 

IEEE 802.15.8 shall support a PD having simultaneous communication sessions for same or different applications. IEEE 802.15.8 shall support a PD participation in at least two independent communication sessions with different peers at the same time.

PAC supports multi-hop relay of at least two hops.



Figure 2. An example of concurrent communication

Joo (ETRI) DCN 14-270r0 Start

According to whether additional communication features except PAC are implemented on a PD, a PD may be a PAC PD or a PAC included PD. A PAC PD may form a PAC group or participate in multiple PAC groups, as illustrated in Figure 4.2: (a) single PAC group with only PAC PDs, (b) multiple PAC groups. A PAC included PD may form a PAC group or participate in multiple PAC groups with PAC included PD having same additional communication feature, as illustrated in Figure 4.2: (c) a PAC group which has PAC PDs and PAC included PDs connecting to an external network, (d) multiple PAC groups which have PAC included PDs connecting to an external network. PAC included PDs which have different additional communication features may form a PAC group or participate in multiple PAC groups, as illustrated in Figure 4.2: (e) a PAC group which has PAC PDs and PAC included PDs connecting to multiple network, (f) multiple PAC groups which have PAC included PDs connecting to multiple external networks.

[image: ]
Figure 4.2- Possible PAC groups constructed with the PAC equipped devices

A PAC device may have connections to multiple peers in a peer group and may participate in multiple peer groups concurrently. A PAC device provides one-to-one communication and one-to-many communication in a peer group. A PAC device provides one-to-one communication to multiple peer groups and one-to-many communication to multiple peer groups.


Joo (ETRI) DCN 14-270r0 End

[bookmark: _Toc391511775]Reference model
[bookmark: _Toc334703576][bookmark: _Toc334703577]All services and functions of PDs are partitioned into a physical (PHY) layer and a medium access control (MAC) sublayer of the data link layer, in accordance with the ISO/OSI-IEEE Std 802-2001 reference model. Direct communications between PDs are to transpire at the PHY layer and MAC sublayer as specified in this standard; Message security services are to occur at the MAC sublayer, and security operations are to take place inside and/or outside the MAC sublayer.

Within a PD, the MAC provides its service to the upper layer through the MAC service access point (SAP) located immediately above the MAC sublayer, while the PHY provides its service to the MAC through the PHY SAP located between them. On transmission, the upper layer passes MAC service data units (MSDUs) to the MAC sublayer via the MAC SAP, and the MAC sublayer passes MAC frames (also known as MAC protocol data units or MPDUs) to the PHY layer via the PHY SAP. On reception, the PHY layer passes MAC frames to the MAC sublayer via the PHY SAP, and the MAC sublayer passes MSDUs to the upper layer via the MAC SAP. 
MAC and PHY SAPs also pass control information between the layers.



Figure 3. Reference model

There may be a logical PD management entity (PDME) that exchanges network management information with the PHY and MAC as well as with other layers.

Joo (ETRI) DCN 14-270r0 Start

No Proposal 

Joo (ETRI) DCN 14-270r0 End


[bookmark: _Toc339564054][bookmark: _Toc391511776]MAC layer
[bookmark: _Toc333303924][bookmark: _Toc333303925][bookmark: _Toc333303926][bookmark: _Toc391511777]Overview

This section defines MAC mechanism for Wireless Personal Area Networks (WPAN) Peer Aware Communications (PAC) optimized for peer-to-peer and infrastructure-less communications with fully distributed coordination.

The MAC functions are described in this clause. The following are main functions and their brief explanation.
· Synchronization is the procedure to establish and maintain synchronization, including at least reference timing, among PDs.
· Discovery is the procedure to find existence and discovery information of other PDs that are within discoverable range.
· Peering is the procedure to establish a link between a pair of PDs or links among multiple PDs.
· Communications the procedure to exchange data or control/management message among PDs.

[bookmark: _Toc391511778]Frame Structure
PAC operates in synchronization mode, where PDs share timing reference with other PDs in proximity.

The radio resource is comprised of successive synchronization intervals with fixed time duration. The length of the synchronization interval is for further study. A synchronization interval is divided into slots as illustrated in Figure S1.



[bookmark: _Ref378250164][bookmark: _Ref378250130]Figure 4. Synchronization interval

Timing reference signals are transmitted in the Synchronization slot. Every synchronization interval shall include a synchronization slot.

Discovery, peering, and/or data communication slot is used for discovery, peering, and/or data communication. The discovery, peering, and/or data communication slot can be further divided into smaller slots. Different combinations of the smaller slots may be used to form different types of synchronization intervals to satisfy the requirements for discovery, peering, and data communication.

Figure 3 illustrates an example configuration of a synchronization interval, where the discovery, peering, and/or data communication slot is divided into discovery slot, peering slot, and data communication slot. The configuration of synchronization interval illustrated in Figure 3 provides a power saving feature by allowing PDs in sleep mode to sleep during data communication slot while staying active during the synchronization slot, discovery slot, and the peering slot.



Figure 5. An example configuration of synchronization interval

Joo (ETRI) DCN 14-270r0 Start

To support various service requirements of multiple peer group concurrently, configurable multiple access of PDs is specified by allocating appearance sequence and length of time-slots of MAC superframe. The length of MAC superframe is multiple times of PHY synchronization interval. The MAC superframe consists of group slot, contention period slot, contention free period slot, relay slot, and idle slot. The appearance sequence and length of each slot are specified according to peer group service and phases of service. The life cycle of the peer group from forming to disbanding is specified by combining the phases: discovering, peering, data communication, and advertising phase. Any combinations phases are possible and a combination of the phases can be iterated except the de-peering phase. In each phase, the slotted resources are allocated to group, peers, relay, and inactive period. The MAC superframe may have any combinations of allocation order and a combination of the allocation order can be iterated. 
The MAC superframe structure specification is provided in peer group information elements field or can be predefined. The combination of the phase and the combination of allocation order of each phase are designed prior to support a service which is specified with the technical attributes defined in application matrix of IEEE 802.15.8 (15-12-0684). 

[image: ]
Figure 5.2- basic unit of MAC superframe and slot allocated to MAC superframe


Joo (ETRI) DCN 14-270r0 End



Qing (Interdigital) DCN 14-328r0 Start

Frame Structure for Single Hop



Figure: General Hierarchical Frame Structure

1. Superframe Beacon: start of a Superframe. It also indicates the superframe structure, such as the length of common channel, number of application frames, and length of reserved time duration. It may be used as synchronization reference also.
2. Common Channel: shared by all peers and applications in proximity - both public broadcasting / multicasting and private pair communications via contention based accessing. 
3. Application Frame: dedicated to an application. There may be one or multiple Application Frames within a Superframe. An application frame consists of a dedicated channel and contention free period. Dedicated channel is shared among all peers within the application group, and is contention based for accessing. Contention free period is allocated to individual peers.
4. Reserved Time: reserved for the insertion of other application frames. 
5. Inactive Period: optionally as the gap or guard time between Superframes.
6. Hyperframe: top level frame. It may include several Superframes.

[bookmark: _Toc387075933]Frame Structure with Multi-hop Period
1.1.1.1.1. Multi-hop Period at the End of a Superframe
Figure 8 shows the frame structure with a Multi-hop Period at the end of a Superframe for multi-hop P2P communications in proximity, where a Superframe consists of: 
· A Superframe Beacon to indicate the start of a Superframe
· A Superframe (SF) Common Period after the Superframe Beacon for communications among different P2P networks in proximity
· A One-hop Period contains a frame or frames, which may be allocated to same application or different applications (e.g. Frame1 is for Application1, and Frame 2 is for Application2) for One-hop P2P communications
· A Multi-hop Period dedicated for multi-hop P2P communications. For example, Hopper B relays the packets from Initiator A to Hopper C. Hopper C relays the 3-hop packets originated from Initiator A to End Peer D.
· An Inactive period reserved for future allocation

More specifically, an initiator defines the Superframe structure by broadcasting the Superframe Beacon, which may include the following information:
· The length of the Superframe Common Period
· The number of frames in this Superframe, and the length for each defined frame
· The length of the Multi-hop Period
· The length of Inactive Period

The Superframe Beacon should indicate the beginning of a Superframe, which is followed by Superframe Common Period. The “common” implies that this period is accessible for each P2PNW in proximity. This Common Period could be used for requesting channel resource in the Superframe. A frame beacon should be used to indicate the beginning of a frame within the one-hop period. The frame beacon may define the structure of a frame, such as
· Frame length
· Time slot allocation, i.e. which slot is allocated to which peer 

The frame structure is flexible, and is determined by the peer which sends out the frame beacon, i.e. the peer formulating the frame. The frame(s) in the one-hop period shall be used only for one-hop communication. The multi-hop period follows the one-hop period, and only P2PNWs requiring multi-hop communication should be active in the multi-hop period. 

The multi-hop period is reserved for all the multi-hop communications. Each hopper/end peer should follow a hopper beacon from its associated hopper. The allocation of multi-hop period is determined in the superframe common period, which means each P2PNW could request for channel resource in the multi-hop period as needed. The hopper beacon should specify the length of period allocated for the hopper and its peers, for example, hopper B in . should manage hopper C through hopper beacon, so that hopper C knows which time period to communicate with hopper B. Hopper C manages the end peer D in the same manner.


[bookmark: _Ref386707580]Figure 5‑8: Superframe with a Multi-hop Period Inserted at the End of a Superframe

1.1.1.1.2. Multi-hop Period at the End of each Frame
Figure 9 shows the frame structure with a Multi-hop Period at the end of each frame for the multi-hop peer-to-peer communications, where a Superframe consists of:
· A Superframe Beacon to indicate the start of the Superframe
· A Superframe (SF) Common Period after the Superframe Beacon
· A frame or frames for P2P communications, each frame consists of:
· A Frame Common Period for all the peers active in the frame, which is contention based
· A contention free One-hop Period  allocated to peers for one-hop communications
· A Multi-hop Period reserved to the peers for multi-hop communications 
· An Inactive period reserved for future allocation
· 

[bookmark: _Ref386708073]Figure 5‑9: Superframe with a Multi-hop Period Inserted at the End of each Frame
· The multi-hop period is moved to the end of a frame, which means frame beacon defines the multi-hop period for each frame. For example, a frame beacon could indicate whether there is a multi-hop period at the end of this frame or the length of multi-hop period if there is a multi-hop period. Superframe beacon should not contain the multi-hop period information. The multi-hop period in a frame is allocated to different peers, which require the multi-hop communication. This allocation process is done during the frame common period, following the frame beacon.
· The superframe is formulated and maintained by using different types of beacons. In the frame common period, peers should request the channel resource at the end of this frame, and send out hopper beacon to indicate the time period for multi-hop communication at designated position. 

[bookmark: _Toc387075934]Frame Structure with Time Reuse
1.1.1.1.3. Tier Based Frames Structure for Inter-Tier Time Reuse
The two dimensional space is divided into. This division guarantees that peers in non-adjacent Tiers will not interfere with each other. The division should obey following rules:

· The Initiator denoted as Tier 0 is at the center of all Tiers.
· The area of Tier 1 is a circle with radius R centered at the Initiator. All peers located in this range are in Tier 1 except the Initiator.
· The area of Tier p (p>1) is a region bounded by two concentric circles centered at the Initiator, where the radius of larger circle is p*R and the radius of the smaller one is (p-1)*R. In other words, a peer is in Tier p (p >0) if its distance d from the Initiator is within the range ((p -1)R, p*R]. 
· The minimum value of R, Rmin, is the maximum transmission range allowed of all peers in the network, which is calculated by 
· 
·  is the maximum transmission power allowed for the application in the network. 
·  is the receiver sensitivity for peers in the network.
·  is inverse of the Path Loss function


Peers in different Tiers that are at least 2 Tiers away from each other can use the same channel without interfering with each other. A superframe should consist of several Tier-frames and/or reserved frame which can overlap in time based on the following rule.

Tier-frame p and Tier-frame p’ can overlap in time, if 
,
where N is the number of non-overlapped Tier-frames in a superframe.

A Tier-frame consists of several Hopper-subframes and/or unallocated subframes except Tier-frame 0 which only has an Initiator-subframe and/or unallocated subframe. 


To maintain the network
· The Initiator sends Superframe Beacon at the beginning of a Superframe. The Superframe beacon contains fields in Table 1. The Initiator and its peers communicate within Initiator-subframe.  
· A Hopper in Tier p will allocate a Hopper-subframe in Tier-frame p. The Hopper sends Hopper-beacon at the beginning of the allocated Hopper-subframe. The Hopper beacon contains fields in Table 2. The Hopper and its peers communicate within its Hopper-subframe. 

The Initiator shall periodically broadcast its current location to all peers in the network via Hoppers. When a peer receives a Superframe Beacon or Hopper Beacon, it shall update its Tier number 
p = ,
where d is the distance between the peer and the Initiator. 

Note: in this document,  is the smallest integer not less than x and  is the largest integer not greater than x.

 
[bookmark: _Ref380916877][bookmark: _Ref388964129]Figure 5‑10: Tier Based Frame Structure for Inter-Tier Time Reuse

[bookmark: _Ref384211651]Table 1: Fields in Superframe Beacon Frame
	Field
	Description

	Initiator location
	Indicate the location, e.g. geographic coordinates or relative location (e.g. via GPS or INS).

	R
	The radius of Tier 1, or the difference between outer radius and inner radius of Tier p (p > 1)

	N
	Number of non-overlapped Tier-frames in a superframe

	Tier-frame 1 start offset
	Indicate the offset from the beginning of the superframe to the start of Tier-frame 1 

	Tier-frame 1 end offset

	Indicate the offset from the beginning of the superframe to the end of Tier-frame 1

	…
	

	Tier-frame N-1 start offset
	Indicate the offset from the beginning of the superframe to the start of Tier-frame N-1 

	Tier-frame N-1 end offset

	Indicate the offset from the beginning of the superframe to the end of Tier-frame N-1


Note: The offset in the table can be slots or time
[bookmark: _Ref378839684]

[bookmark: _Ref382144812]Table 2: Fields in Hopper Beacon Frame.
	Field
	Description

	Initiator location
	Indicate the location, e.g. geographic coordinates or relative location (e.g. via GPS or INS).

	Hopper’s Tier-frame number
	Indicate the Tier-frame number of the Hopper. The field is set to 0 for Superframe Beacon

	R
	The radius of Tier 1, or the difference between outer radius and inner radius of Tier p (p > 1)

	Beacon start offset
	Indicate the offset of the beacon from the start of its Tier-frame. 

	Next Tier-frame offset
	Indicate the offset of next Tier-frame from the beacon

	N (optional)
	Number of non-overlapped Tier-frames in a superframe

	Tier-frame 1 start offset
	Indicate the offset from the beginning of the superframe to the start of Tier-frame 1 

	Tier-frame 1 end offset

	Indicate the offset from the beginning of the superframe to the end of Tier-frame 1

	…
	

	Tier-frame N-1 start offset
	Indicate the offset from the beginning of the superframe to the start of Tier-frame N-1 

	Tier-frame N-1 end offset

	Indicate the offset from the beginning of the superframe to the end of Tier-frame N-1


Note: The offset in the table can be slots or time.
1.1.1.1.4. Sector Based Hopper-subframe Structure for Intra-Tier Time Reuse
Hopper-subframes within the same Tier, i.e. Intra-Tier, can also overlap in time if peers in any of Hopper-subframes will not interfere with peers in all other Hopper-subframes as shown in Figure 11.


[bookmark: _Ref383555789]Figure 5‑11 Hopper-subframe Structure for Intra-Tier Time Reuse
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PAC operates in synchronization mode, where PDs share timing reference with other PDs in proximity.

The radio resource is comprised of successive synchronization intervals with fixed time duration. The length of the synchronization interval is for further study. A synchronization interval is divided into slots as illustrated in Figure 4.



Figure 4. Synchronization interval

Timing reference signals are transmitted in the Synchronization slot. Every synchronization interval shall include a synchronization slot.

Discovery, peering, and/or data communication slot is used for discovery, peering, and/or data communication. The discovery, peering, and/or data communication slot can be further divided into smaller slots. Different combinations of the smaller slots may be used to form different types of synchronization intervals to satisfy the requirements for discovery, peering, and data communication.

Figure 5 illustrates an example configuration of a synchronization interval, where the discovery, peering, and/or data communication slot is divided into discovery slot, peering slot, and data communication slot. The configuration of synchronization interval illustrated in Figure 5 provides a power saving feature by allowing PDs in sleep mode to sleep during data communication slot while staying active during the synchronization slot, discovery slot, and the peering slot.



[bookmark: _Ref378313605]Figure 5. An example configuration of synchronization interval

[Proposed Frame Structure]
Data communication slot is comprised of contention access period (CAP) and contention free period CFP).
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In order to facilitate usage of common mode and operation mode, a superframe structure as shown in Figure 3.4 is given.
The superframe structure consists of a temporary beacon (TB), a contention-free period (CFP), and a contention access period (CAP). The clock of TB is synchronized to the first TS. The length of a superframe is equal to TcoMIN_duration.
The length of TB needs to be decided according to the data size assigned but it is much larger than TS. CAP is used by J-PD as backoff interval in the communication to be described shortly. CFP is used for group communication among PDs in the group.

[image: ]

Figure 3.4 Superframe structure.
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[bookmark: _Toc391511779]Synchronization
In synchronized mode, PAC operates in fully distributed synchronization.

PAC currently recognizes two slightly different definitions of fully distributed synchronization.

· [Def. 1] Synchronization among PDs can be achieved by transmitting/receiving synchronization reference signal. When there is already synchronization among PDs, each PD may send synchronization reference signal independently to maintain the synchronization. When there is no synchronization already established, a PD can initiate it by transmitting synchronization reference signal.
· [Def. 2] Synchronization among PDs can be achieved by transmitting/receiving synchronization reference signal. The synchronization reference signal may be transmitted by a single PD dynamically elected by a group of PDs. When there is no synchronization already established, a PD can initiate it by transmitting synchronization reference signal.
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In synchronized mode, PAC operates in fully distributed synchronization.

PAC currently recognizes two slightly different definitions of fully distributed synchronization.

· [Def. 1] Synchronization among PDs can be achieved by transmitting/receiving synchronization reference signal. When there is already synchronization among PDs, each PD may send synchronization reference signal independently to maintain the synchronization. When there is no synchronization already established, a PD can initiate it by transmitting synchronization reference signal.
· [Def. 2] Synchronization among PDs can be achieved by transmitting/receiving synchronization reference signal. The synchronization reference signal may be transmitted by a single PD dynamically elected by a group of PDs. When there is no synchronization already established, a PD can initiate it by transmitting synchronization reference signal.

IEEE802.15.8 PAC follows distributed synchronization procedure without any single master PD to get reference timing. The distributed synchronization is proper to flat and scalable network to be supported by PAC. Network synchronization shall be achieved prior to any other PAC procedures, such as discovery, peering (link establishment), and data communications.

A PD shall be in synchrony state prior to peer discovery procedure and peering procedure.
IEEE802.15.8 PAC has two synchronization mode including Initial Synchronization mode and Maintaining Synchronization mode.
[bookmark: _Toc391511780]PAC synchronization modes and procedure
Initial Synchronization mode:
1 Start in Initial Synchronization mode.
2 PD monitors Synchronization Reference Signals (SRSs) during synchronization period.
3 If at least one SRS is detected during synchronization period, perform according to distributed synchronization mechanism.
Else, start PAC operations based on frame structure in Maintaining Synchronization mode.
[image: ]

Maintaining Synchronization mode:

After initial synchronization is achieved, frame structure is defined and PDs switch to Maintaining Synchronization mode. In Maintaining Synchronization mode, all PDs participate in the synchronization procedure by transmitting Synchronization Reference Signal using random access in the Synchronization slot. The structure of Synchronization slot is illustrated in Fig. xxx. The Synchronization slot is 416 sec long (‘32 backoff slot’ + ‘1 Synchronization Reference Signal’), where the backoff slot is 12 sec long and the Synchronization Reference signal is 32 sec long.

[image: ]
Fig. xxx: The structure of Synchronization slot.

The Synchronization procedure in Maintaining Synchronization mode is as follows:
· When a PD is initialized, the PD scans the channel to detect existing network synchronization. If it detects existing network synchronization, it adjusts its own timing to the existing network synchronization using PCO (Pulse Coupled Oscillator) synchronization algorithm described below. If no existing network synchronization is detected, it initiates Initial Synchronizatoin mode.
· A PD participating in a synchronization procedure transmits Synchronization Reference signal using CSMA/CA based random access. Synchronization Reference signal consists of preamble, timing-offset indication field (TOIF), contention-window indication field (CWIF), collision detection field (CDF), and a guard time[TBD].
· Synchronization Reference signal can be transmitted using random access anywhere in the synchronization slot as long as the transmission of the Synchronization Reference signal can be completed within the synchronization slot.
· If a PD receives a Synchronization Reference signal transmitted by a neighboring PD, the PD takes the following steps.
· It calculates the received timing of the Synchronization Reference signal from the actual received time of the Synchronization Reference signal and offset information embedded in the Synchronization Reference signal.
· It updates its timing using PCO synchronization algorithm applying the received timing of the Synchronization Reference signal.
· If its own backoff counter is 1, it transmits random tones in the CDF (collision detection field).
· If its own backoff counter is not 1, it checks the CDF to detect a collision. If a collision is detected, it increases its CW.
· It updates CW_other using the CW value contained in the Synchronization Reference signal as follows:
CW_other :=  CW_other + CW
· If a PD detects no transmission attempt of Synchronization Reference signal in the current sync slot, it decreases its CW.
· If the remaining time left in the current sync slot is less than the length of Synchronization Reference signal, it halts backoff procedure until the next synchronization slot.  

Random Access Scheme for Synchronization Procedure:

The random access scheme for synchronization procedure is collision detection based CSMA/CA with EIED (Exponential Increase Exponential Decrease) backoff algorithm. The random access scheme is as follows:
· PDs maintain CW (contention window) and CW_other, where CW_other is the average CW of neighboring PDs.
· PDs select a random integer from {0, 1, 2, …, CW-1} and set their backoff counter to the selected random number.
· PDs senses carrier, and decrease their backoff counter by 1 at the end of every elapse of backoff slot time if the channel is idle.
· If the backoff counter becomes zero, a PD transmits Synchronization Reference signal, and choose a new random integer using the current CW and continue random backoff procedure.
· If a PD detects a collision, it increases its CW.
· A PD decreases its CW if no transmission attempt of Synchronization Reference signal is detected within the current synchronization slot.

EIED Algorithm:

The increase and decrease of CW follows EIED algorithm as follows:
· Increase
· If CW  0.5 CW_other, then CW:= CW * 
· If 0.5 CW_other < CW, then CW:= CW * 
· Decrease
· If CW < 2 CW_other, then CW:= CW / 
· If 2 CW_other  CW, then CW:= CW / 



The distributed synchronization mechanism is designed based on classical PCO (Pulse Coupled Oscillator) synchronization algorithm. According to PCO algorithm, a PD assumes to have an oscillator which can fasten the own phase when receiving pulse as Figure 6. This adjustment is controlled by the predefined function  which has the own phase value as an input. If there is no other pulse detected, there is no change but normal phase increment according to time advance.
[image: ]
[bookmark: _Ref360988760][bookmark: _Ref360988613]Figure 6. Oscillator Phase Transition
The overall PCO synchronization steps can be imagined from Figure 7. The phase value of each node is mapped to on the edge of circle. At first (a) phase, all nodes start randomly, so each node has a different phase value at a certain instant time. When node A increases the phase and reaches the maximum value (1 as normalized one), it fires Synchronization Signal (SS) to medium as the same role to pulse of original algorithm. Other nodes receiving the SS adjust the own oscillator to change the phase value according to predefined rule. Through these interactions with coupled oscillator, all nodes can achieve to reach the synchrony in a time as shown from Figure 7 (c).
[image: ]
[bookmark: _Ref360988732][bookmark: _Ref360988724]Figure 7. PCO Synchronization Steps
a) All nodes have oscillator with the same phase increment rate
b) One node fires, then other nodes adjust oscillator according to the predefined function without state other than it’s internal phase 
c) Finally, all nodes converges to the same time base

The equation for phase adjustment is as follows:








To get synchrony, all nodes follow the same rule based on phase adjustment curve . The phase adjustment curve  is described by the non linear curve to represent mapping relation between the value  and the corresponding phase. The curve should be concave down for synchrony condition. The dissipation factor  has to be larger than zero. Using phase adjustment curve, adjusted phase value is calculated by following rule:


To provide fast convergence, selective update is adopted as following rule:

If  is met, the adjusted phase value is determined by the following rule:



If  is not met, there is no phase update.
To avoid ping-pong effect in scalable network environment, refractory period is decided during the time when the phase value has the following condition:


There is no phase update during refractory period.

[bookmark: _Toc391511781]Synchronization procedure for operations in unlicensed band
The synchronization procedure with energy sensing is designed for operations in unlicensed band to coexist with different systems sharing the same band.
This procedure is enabled only in initial synchronization mode.
1 A PD senses energy level while doing operation for distributed synchronization.
2 If medium is busy, the PD pends synchronization operation. Else, the PD keeps synchronization operation.
If medium is not busy and SS is not detected during synchronization period, Superframe starts in Maintaining Synchronization mode.

[bookmark: _Toc391511782]Network convergence

A network means a set of PDs, any two PDs of which can exchange data or control messages with each other either directly or through a multi-hop relay route. Two networks meet when one or more PDs in one network can communicate with one or more PDs in another network. Two networks meet when the networks move, or any obstacles separating the two networks are removed.

When two networks with different reference timings meet, the PDs adjust their reference timing so that the two networks merge to form a single network with a single reference timing.

The details behaviour of PDs is [TBD]. (Ref.: 15-14-013-01-0008)
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[bookmark: OLE_LINK1][bookmark: OLE_LINK2]The synchronization procedure is to find the frame/slot boundary, and can be triggered by the request from other procedures such as Discovery, Peering, Data transceiving, higher layer etc. The synchronization procedure starts by scanning for the common synchronization reference signal, which may be carried on common beacon and or sent on common channel.    
Figure 1 illustrates an example of a superframe under virtually centralized control consists of the super beacon, application beacons and application frames. In the super beacon, which indicates the start of a superframe, there is a Frame Map (FM) field to indicate the application frame allocation for different applications. FM further contains “Application Offset List” (AOL) field indicating the time offset of the application frames according to the time reference of the super beacon. The time reference in the super beacon is the time information that can be used as the reference to calculate the starting time of each application frame. The structure of FM is shown in Figure 2.



[bookmark: _Ref388946760]Figure 5‑1: Superframe Structure under Virtually Centralized Control


[bookmark: _Ref388947157]Figure 5‑2: Structure of Frame Map in Super Beacon

In different scenarios, the peer may either find a super beacon or an application beacon first. Therefore, to collect the application information efficiently, a new field “Super Beacon Offset” (SBO) is contained in the application beacon to indicate where the Super Beacon is in the form of time offset. One possible example of SBO is illustrated in Figure 3, where the slot/symbol number between App 2 beacon and the next Super Frame is indicated in SBO.



[bookmark: _Ref388947510]Figure 5‑3: Example of SBO

For hybrid control, there is no SuperVL acting as the virtually central controller to manage the applications in proximity. The individual application is managed by the VL. One of the VLs in proximity defines the time reference by sending the beacon to formulate a superframe. The beacon sent by the VL who maintains the time reference for the common channel is called Common Beacon (CB). The superframe consists of application frames for different applications with guard interval if the desired applications are found during CAIS, the peer shall synchronize with the VLs of desired P2PNWs for hybrid control. Otherwise, the peer shall synchronize with the Common Beacon

The Common Beacon contains two fields Common Beacon Offset (CBO) and Common Channel Offset (CCO) to search the common channel. For ease of searching the beginning of an application beacon, a new field Application End Offset (AEO) is included in the application beacon to indicate the end of the application frame as shown in Figure 5.



[bookmark: _Ref388949113]Figure 5‑5: The Superframe under Hybrid Control with AEO example
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[bookmark: _Toc391511783]Discovery
PAC should support three discovery types of the following:

· Advertisement: In Advertisement type discovery, a PD broadcasts its owndiscovery information and does not expect responses.
· Publish/Subscribe: In Publish/Subscribe type discovery, a PD broadcasts its own discovery information and expects responses from PDs that have discovered the broadcast message.
· Query/Reply: In Query/Reply type discovery, a PD broadcasts the discovery information of the PD or PDs being queried and expects a response or responses from the PD or PDs, accordingly.

For the purpose of discovery of PDs, the discovery information may represent one or more of the following IDs such as Device ID, Device Group ID, Application type ID, Application-specific ID, Application-specific user ID, and Application-specific group ID.

The discovery procedure should support mechanisms to ensure privacy that a PD is not tracked.
The discovery procedure should support protection of identity from impersonation.

Li (NICT) DCN 14-126r1 Start

The section on discovery in the document is inserted into 5.10 discovery procedure.
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PAC should support three discovery types of the following:

· Advertisement: In Advertisement type discovery, a PD broadcasts its own discovery information and does not expect responses.
· Publish/Subscribe: In Publish/Subscribe type discovery, a PD broadcasts its own discovery information and expects responses from PDs that have discovered the broadcast message.
· Query/Reply: In Query/Reply type discovery, a PD broadcasts the discovery information of the PD or PDs being queried and expects a response or responses from the PD or PDs, accordingly.

For the purpose of discovery of PDs, the discovery information may represent one or more of the following IDs such as Device ID, Device Group ID, Application type ID, Application-specific ID, Application-specific user ID, and Application-specific group ID.

The discovery procedure should support mechanisms to ensure privacy that a PD is not tracked.
The discovery procedure should support protection of identity from impersonation.

Discovery Information (DI) is driven from higher layer such as application layer or middleware. 
Protocol stack for discovery procedure is described as following:



Supported discovery types are Advertisement, Publish/subscribe, Query/reply, SSF (Self Spatial Filtering) aka LnL (Look-and-Link), or Emergency messages.

Discovery slot is comprised of Discovery Indication Sub-slot and multiple Discovery Blocks (DB).



Discovery Indication Sub-slot supports sleep mode at Discovery Slot as follows:
· A PD with a discovery message to transmit
· Transmit discovery indication signal in the discovery indication sub-slot
· Transmit the discovery message in the discovery sub-slot
· A PD without a discovery message to transmit
· Listens to the discovery indication sub-slot. If carrier is sensed, listens to discovery sub-slot for discovery messages
· Listens to the discovery indication sub-slot. If no carrier is sensed, does not listen to the discovery sub-slot to reduce power consumption

Discovery Block is selected by PD based on congestion condition and/or hashed index from discovery information.
The procedure to select a Discovery Block is as follows:
1 A PD selects one Discovery Block.
2 The PD broadcasts Peer Discovery Message at the selected Discovery Block.
3 The PD monitors congestion level by energy sensing.
4 If congested, the PD selects different Discovery Block for next transmission.
5 If not congested, the PD keeps the current Discovery Block.
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[bookmark: _Ref388949743]Figure 5‑7: Discovery Procedure

The proposed discovery procedure consists of three main stages as shown in Figure 7: 
1) Peer Discovery Scan; 
2) Peer Discovery Evaluation; 
3) Peer Discovery Request. 
“To Discover” means that the peer wants to discover other peer(s) with a desired application in proximity; while “to be discovered” implies that the peer wants to be discovered by other peer(s) through broadcasting discovery message in proximity. 


A peer enters Peer Discovery Scan first - “To Discover” a peer or peers for a desired service or application. Then, the peer enters Peer Discovery Evaluation to qualify the discovered peer(s). If no peer is discovered or qualified for the desired service or application based on certain criteria, the peer enters Peer Discovery Request - “To Be Discovered” for a desired service or application. During “To Discover” process, the peer scans the beacon or pilot/broadcast/paging channel carrying the desired context information across all available frequency channels if applicable. If any peer is detected, peer discovery evaluation stage is triggered for qualification check. The evaluation process is to check if the detected peer meets the discovery criteria, such as the signal strength. The qualified peer(s) is added to the candidate list. The last step in the evaluation stage is to determine if the peer will continue to discover more peers. If yes, the peer repeats the scan stage; otherwise the candidate list is passed to the association procedure. If no peer is detected during the scan stage for a configured period of time, the peer switches to “To Be Discovered” process for the desired service or application, and enters the peer discovery request stage. The peer periodically broadcasts the discovery message (e.g., beacon or discovery request frame) with the context information during the request stage. The peer continues broadcasting until either it is discovered by the required number of peers or exits this stage due to a configured timeout or policy.

The context-aware peer discovery procedure above requires scanning the context information during the peer discovery stage to determine if any peer with desired service or application is in proximity. However, the context information could contain lots of information, and scanning such information may take too much time. To reduce the overhead caused by checking each of the context components during discovery, a hierarchical Context-Aware Identifier (CAID), is used for fast context-aware peer discovery. For example, the peer checks the context category first during scan stage. If context category matches the context category of the desired service or application, then the process continues to check service ID, user ID, etc. in a sequential manner; otherwise, the peer immediately stops decoding the rest of CAID if any element does not match the desired service or application. Therefore, the peer does not need to go through all the elements of the context information for discovery.
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Note that this proposal is the discovery at PHY.

For ultra-frame type 1, the discovery information is conveyed in a modified DFT-spread OFDM or OFDM signal denoted as discovery signal (DS).


—Discovery signal

[bookmark: _Toc386640977][bookmark: _Toc391511784]Discovery signal
The discovery signal contains the discovery information of PDs in the neighborhood. It consists of a [discovery] resource block (DRB) formed by Nfs frequency slots and Nts time slots. Once synchronized, a receiver PD knows the location of the discovery resource block (DRS) to scan for possible peers or for a transmitter PD to pick time-frequency slots to transmit its discovery signal. Moreover, across the frequency domain, users are orthogonal similar to OFDMA.
As all PDs are scanning the discovery resource block for either detection or transmission of the discovery signal, the process is energy intensive and prone to interference. Therefore, we propose to modify an OFDM or DFT-S OFDM signal by transmitting only one subcarrier over the OFDM symbol duration per user.
Consequently, the peak to average power ratio (PAPR) is set to the minimum, 0 dB, while having least interference to signals outside the one transmitting subcarrier. Moreover, power consumption is minimized.
Hence, the baseband discovery signal or the nth OFDM symbol transmitted over a kth subcarrier with a QPSK symbol (other N−1 subcarriers are set to zero) per user is given by

	
where l=−L+1,…,0, 1, …, N−1. The cyclic prefix’s length is L.

The corresponding passband signal, without CP, over the central carrier  is given by 

         	
where the QPSK symbol over the kth subcarrier of the  nth OFDM symbol is denoted as Xn[k], with magnitude | Xn[k] | and phase φk. Figure 9 illustrates the signal discovery generation.



[bookmark: _Ref384306583]—Discovery signal generation

The single tone OFDM signal is constructed with the parameters shown in Table 7.
[bookmark: _Ref384392902]—FFT parameters for discovery signal
	Parameter
	Value

	No of subcarriers
	M=128

	Subcarrier spacing
	∆f=15 kHz

	Sampling time
	Ts=1/(∆f M)=520.83 nsec

	Clock rate
	Rc=1.92 MHz



The discovery signal contains NtsxNfs discovery resource blocks (DRBs) as illustrated in Figure 10. 


[bookmark: _Ref384120679]—Discovery resource block.


[bookmark: _Ref384473252]—Discovery signal duty cycle

The discovery signal consist of Nts=4 consecutive blocks of 20 msec containing 280 single tone OFDM symbols over 1.92 MHz split in Nfs= 128 single tone parallel channels, as illustrated in Figure 10 and Figure 11. The number of DRBs or users per PD is 512.
Depending on the configuration of the PHY and duty cycling of the PHY frame, the number of timing slots, Nts, can be either 4 or 8 (the next block of 20 msec for discovery signal can be used as an extension of the discovery information). 
In other words, the 512 DRBs can contain either 280 or 560 single tone OFDM symbols. Every single tone OFDM symbol conveys 2 bits of information via QPSK modulation. Considering half rate FEC to protect the discovery information, every DRB contains either 280 bits (35 bytes) or 560 bits (70 bytes). 
Considering 280 bits means 1.9426689x1084 different combinations and 560 bits means 3.773962x10168 different combinations, this is more than enough for PD ID, user ID, group ID, application ID, etc. 
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[bookmark: _Toc391511785]Peering

Peering is the procedure to establish a link between a pair of PDs or links among multiple PDs discovered during the discovery procedure.

Re-peering is the procedure to re-establish a link between a pair of PDs or links among multiple PDs which peered previously. In the re-peering procedure, peering may be simplified.

De-peering is the procedure to disconnect the link established by peering.

Peering Procedure


Figure 6. Peering Procedure


The peering procedure is initiated by sending a peering request message including requested peering information. Responder may send a peering response message to requestor for indicating if the peering request is accepted or not. The response message may include peering information if the request is accepted.

Re-peering procedure:


Figure 7. Re-peering Procedure


Re-peering procedure is similar to peering procedure. The main differences are: 1) some of the previous peering informationmay notbe included in request and response messages; 2) the PD receiving the request validates peering information before making a decision to accept the re-peering request.

De-peering procedure:


Figure 8. De-peering Procedure


De-peering procedure starts with a de-peering request, which is replied by a de-peering response message. De-peering response may be optional

Li (NICT) DCN 14-126r1 Start

The peering procedure is described as follows.
1. [bookmark: _Toc391511786]The I-PD broadcasts an invitation (active scanning) with TS including information of necessary IDs, selected operation mode (including channel), and a group clock.
1. [bookmark: _Toc391511787]When a joiner PD (J-PD) scans the invitation (passive scanning) at common mode, it moves to the selected operation mode announced in (i). Accounting from the start of TS, the joining PD waits for a duration of TB+CFP. Then, it sends joining request including its ID information with a random backoff within a duration of CAP.  
1. [bookmark: _Toc391511788]When a J-PD scans the TS in an iteration, it should calculate the difference between t_now and t_start. If t_start is within a CAP, the J-PD takes random backoff between t_start and the end of CAP and sends joining request. If t_start is out of a CAP, it waits until the next CAP before sending request, as illustrated in Figure 3.5.
1. [bookmark: _Toc391511789]I-PD scans the selected operation mode (passive scanning), registers the J-PDs and distributes a list of the registered PDs within the temporary beacon (TB) at the selected operation mode. 
1. [bookmark: _Toc391511790]J-PDs that had sent joining requests but are not included in the distributed PDs list should repeat the process of (ii) and (iii).

[image: ]
Figure 3.5 Peering procedure illustration.
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Peering is the procedure to establish a link between a pair of PDs or links among multiple PDs discovered during the discovery procedure.

Re-peering is the procedure to re-establish a link between a pair of PDs or links among multiple PDs which peered previously. In the re-peering procedure, peering may be simplified.

De-peering is the procedure to disconnect the link established by peering.

A PD exchanges information such as device capability for setup a link, and determines link related parameters such as Link ID, QoS class, link range, or etc.
Network protocol such as routing shall be operated only over connected links.


Peering Procedure


Figure 8. Peering Procedure


The peering procedure is initiated by sending a peering request message including requested peering information. Responder may send a peering response message to requestor for indicating if the peering request is accepted or not. The response message may include peering information if the request is accepted.

Re-peering procedure:


Figure 9. Re-peering Procedure


Re-peering procedure is similar to peering procedure. The main differences are: 1) some of the previous peering information may not be included in request and response messages; 2) the PD receiving the request validates peering information before making a decision to accept the re-peering request.

De-peering procedure:


Figure 10. De-peering Procedure


De-peering procedure starts with a de-peering request, which is replied by a de-peering response message. De-peering response may be optional

Peering Slot is designed as similar as Discovery Slot. It comprises Peering Indication Sub-slot and Peering Sub-slot. 
[image: ]

Peering Indication Sub-slot supports sleep mode for peering procedure as follows:

· A PD with a peering message to transmit
· Transmit peering indication signal in the peering indication sub-slot
· Transmit the peering message in the peering sub-slot
· A PD in sleep mode without a peering message to transmit
· Listens to the peering indication sub-slot. If carrier is sensed, listens to peering sub-slot for peering messages
· Listens to the peering indication sub-slot. If no carrier is sensed, do not listen to the peering sub-slot to reduce power consumption
· A PD not in sleep mode without a peering message to transmit
· Listens to the peering indication sub-slot. If carrier is sensed, listens peering sub-slot for peering messages
· Listens to the peering indication sub-slot. If no carrier is sensed, use peering sub-slot as a CAP (contention access period)

Peering, re-peering, and de-peering messages and their corresponding response messages are transmitted using random access scheme, which is identical to the random access scheme for data communication in the contention access period as described in Sub-clause 5.6.

BJ (ETRI) DCN 14-271r2 End
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[bookmark: _Toc388952593][bookmark: _Toc391511791]Single Hop Peering
Peering Identifier (PID) is the identity of each established link or peering relationship between two or more PDs. Considering different types of applications, link(s) may be established at different levels of peering:
· Device-based peering
· Service-based peering
· User-based peering

Peering Procedure


Figure: Peering Procedure

The peering procedure is initiated by sending a peering request message including requested peering information. Acknowledgement to peering request message may be optional for responder. Responder may send a peering response message to requestor for indicating if the peering request is accepted or not. The response message may include peering information as well as the peering ID if the request is accepted. Acknowledgement to response message may be optional as well. 

Re-peering procedure:


Figure: Re-peering Procedure

Re-peering procedure is similar to peering procedure. The main difference is: 1) the peering ID should be included in request message since the re-peering is to re-establish a link or links among PDs that peered previously; 2) the PD(s) receives the request need to check the peering log before making decision if accepts the re-peering request.

De-peering procedure:


Figure: De-peering Procedure

De-peering procedure starts with a de-peering request, which is replied by a de-peering response message. Both acknowledgement and de-peering response may be optional. Accordingly, the peer may triggers peer discovery process with updated parameters after de-peering procedure.

[bookmark: _Toc388952594][bookmark: _Toc391511792]Multi-hop Peering

The features of multi-hop Peering, multi-hop Peering Update, and multi-hop De-Peering are specified in this section. 
In multi-hop Peering, a Hopper should forward Peering Requests and Peering Responses for PDs that are more than one-hop away from each other. A hopper could either forward Peering Request and Peering Response without processing MAC payloads, e.g. transparent mode, or intercept and process the Peering Request and Peering Response before forwarding them, e.g., proxy mode. For multi-hop one-to-many Peering or multi-hop many-to-one Peering, a Hopper could aggregate Peering Responses or Peering Requests, respectively.  
Peering could be supported in multiple level, e.g., Device-level Peering, Application-level Peering, and User-level Peering. Since Peering Request and Peering Response are MAC-layer messages, the Hoppers, the Peering requestor and the Peering responder should have Device-level Peering to support MAC-layer message forwarding.  
[bookmark: _Toc386875777]Multi-hop Peering
Multi-hop Peering is a procedure to establish peering relationship between the communication PDs more than one-hop away from each other.

1. [bookmark: _Toc386875778]Multi-hop One-to-One Peering
The Peering Request and Peering Response should be relayed by a Hopper. The Hopper should relay the Peering Requests and Peering Response using either transparent mode or proxy mode.  
· Transparent mode: a Hopper should simply and transparently forward Peering Request and Peering Response. The Hopper should not perform any other Peering-related process or actions.  As shown in the following figure, the procedure of two-hop one-to-one Peering in transparent mode contains four steps:
Step 1: PD A sends Peering Request to PD B via PD R.
Step 2: PD R as a Hopper relays the Peering Request to PD B without any processing.
Step 3: PD B sends Peering Response to PD A via PD R.
Step 4: PD R as a Hopper relays the Peering Response to PD A without any processing.


 
Figure: Two-hop One-to-One Peering in Transparent Mode.

· Proxy mode: a Hopper may intercept and process both Peering Request and Peering Response before forwarding the Peering Request and Peering Response. For example, if the Peering requestor and the Peering responder aim to hide their privacy information from each other, a Hopper should hide such information before relaying the Peering Request and Peering Response. As shown in the following figure, the procedures of two-hop one-to-one Peering in proxy mode contain four steps.

Step 1:  PD A sends Peering Request to PD B via PD R.
Step 2: 	PD R as a Hopper relays the Peering Request to PD B without PD A’s information.
Step 3:  PD B sends Peering Response to PD A via PD R.
Step 4: PD R as a Hopper relays the Peering Response to PD A without PD B’s   information.



Figure: Two-hop One-to-One Peering in Proxy Mode.


1. [bookmark: _Toc386875779]Multi-hop One-to-Many Peering
For multi-hop one-to-many peering, Peering Request convergence and Peering Response aggregation should be supported to enhance the efficiency of multi-hop Peering processes. The Peering requestor should converge the Peering Requests. A Hopper should multicast the Peering Request, aggregate the Peer Responses from multiple PDs, and send the aggregated Peering Response back to the Peering requestor. As shown in the following figure, a two-hop one-to-many peering process takes four steps.

Step 1: PD Z requests Peering with PD A – C. PD Z converges the requests into one Peering Request and sends it to PD A-C via PD R.
Step 2: PD R as a Hopper multicasts the Peering Request to PD A-C.
Step 3: PD A-C send Peering Responses to PD Z via PD R
Step 4: PD R as a Hopper aggregates the Peering Responses from PD A-C and forwards the aggregated Peering Response to PD Z.




Figure: Two-hop One-to-Many Peering.


1. [bookmark: _Toc386875780]Multi-hop Many-to-One Peering
For multi-hop many-to-one peering, Peering Request aggregation and Peering Response convergence should be supported to enhance the efficiency of multi-hop Peering processes. A Hopper should aggregate the Peering Requests from multiple PDs into one Peering Request and send the aggregated Peering Request to the Peering responder. The peering responder should converge the Peering Response. The Hopper should multicast the converged Peering Response to the Peering requestors. As shown in the example in Fig. 4, a two-hop many-to-one peering takes four steps.

Step 1: PD A-C send Peering Requests to PD Z via PD R.
Step 2: PD R as a Hopper aggregates the Peering Requests and forwards the aggregated Peering Request to PD Z.
Step 3: PD Z converges the responses into one Peering Response and send the converged Peering Response to PD A-C via PD R.
Step 4: PD R multicasts the Peering Response from PD Z to PD A-C.


 
Figure: Two-hop Many-to-One Peering.


[bookmark: _Toc386875781]Multi-hop Peering Update
The Peering Update requestor should send the Peering Update Request via a Hopper. The Hopper should relay the Peering Update Request and Response for the Peering Update requestor and responder, respectively. The Peering Update should be triggered by either end PD periodically (i.e. timer-based) or by certain event or condition (i.e. event-based). The Peering Update requestor should send the Peering Update Request via a Hopper. The Hopper should relay the Peering Update Request and Response for the Peering Update requestor and responder, respectively. As shown in the following figure, the procedure of two-hop one-to-one Peering Update contains four steps:

Step 1: PD A sends Peering Update Request to PD B via PD R.
Step 2: PD R as a Hopper relays the Peering Update Request to PD B.
Step 3: PD B sends Peering Update Response to PD A via PD R.
Step 4: PD R as a Hopper relays the Peering Update Response to PD A.


 
Figure: Two-hop One-to-One Peering Update.

[bookmark: _Toc386875782]Multi-hop De-Peering
The De-Peering requestor should send the De-Peering Request via a Hopper. The Hopper should relay the De-Peering Request and Response for the De-Peering requestor and responder, respectively. Multi-hop De-Peering could be triggered by the expiration of the assigned Peering duration or the occurrence of certain event such as bad link quality, loss of synchronization, etc. A PD could make Device-level/Application-level De-Peering with another PD. For example, a PD can request only Application-level De-Peering but keep Device-level Peering with another PD. The De-Peering requestor should send the De-Peering Request via a Hopper. A Hopper should relay the De-Peering Request and Response for the De-Peering requestor and responder, respectively. As shown in the following figure, the procedure of two-hop one-to-one De-Peering contains four steps:
Step 1: PD A sends De-Peering Request to PD B via PD R.
Step 2: PD R as a Hopper relays the De-Peering Request to PD B.
Step 3: PD B sends De-Peering Response to PD A via PD R.
Step 4: PD R as a Hopper relays the De-Peering Response to PD A.



Figure: Two-hop One-to-One De-Peering.
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Marco (NICT) 14-248r1 Start	Comment by Han, Tao: This proposal is for PHY.

Note this contribution is for PHY.

After the discovery phase, PDs that intend to establish a communication link with a discovered PD request that with a random access preamble. According to the frame structure in clause 3, after discovery, PDs can transmit in the peering frame period for association with another PD. As such PDs can transmit at any moment; a set of orthogonal preambles is required in order to reduce interference from competing terminals.
The random access association preambles are named Random Access Preambles (RAPs). Such RAPs are formed with ZC sequences as well. Hence, a pool of orthogonal RAPs is formed A unique RAP is assigned to every device in a Group. Such unique RAP is used for fine synchronization and control messages (how a communication link is granted or how resources are assigned to PDs).
[bookmark: _Toc386640979][bookmark: _Toc391511793]Random access preamble
The RAP signal structure is illustrated in Figure 12. There is a CP for and guard interval at the beginning and end, respectively.


[bookmark: _Ref385772087]—Random access preamble structure

The design of the RAP takes into account:
[bookmark: _Toc391511794]The RAP length must fit a slot time of 0.5 msec.
[bookmark: _Toc391511795]Maximum round-trip delay.
[bookmark: _Toc391511796]Granularity of subcarriers spacing.

 Tseq, must allow round-trip estimation at the largest expected distance of d=500 m (1 km round-trip). 

the maximum round-trip time and coverage performance for a maximum distance of 500m as follows:
The RAP duration, 

	

According to the Channel Model Document, the RMS delay spread is computed as and values for a distance of 500 m are given in Table 8.  

Consequently 	
[bookmark: _Ref385775221]—RMS delay spread for 500m
	Frequency band
	


	5.7 GHz
	339 nsec

	2.4 GHz
	355 nsec

	920 MHz
	2 µsec



The coverage performance can be estimated from the link budget. It is possible to show that 

	
where NF is the noise figure, kT0 is the noise temperature, L(d) is the path loss at distance d and Ep is the required preamble energy to meet a PFA of 10−3.
According to the parameters d=500m, fc=2.4 GHz, Pt=1 W, Gt=Gr=5 dBi, NF=5 dB, kT0=−204 dB, the path loss model in clause 2.2.6 of the Channel Model Document, and through simulations the value Ep/N0=18 dB. Consequently, Tseq=0.433 msec.
The CP and GI lengths at 500m are approximately 2(500 m)/3x108 m/s = 3.33µsec. Then, Tseq is upper bounded by 

	
The FFT size to implement the RAP must be a natural number multiple of a power of 2:

   	
In order to minimize the subcarriers orthogonality loss between the RAP and subcarriers use to data, the subcarrier spacing, ∆f,  is a integer multiple of the RAP subcarrier spacing ∆fRAP computed as

	
where k is a natural number.
The sequence length that satisfies Equation (7), Equation (8) and Equation (11) simultaneously is Tseq=0.4 msec. Consequently, ∆fRAP=1/Tseq=2.5 KHz and from Equation (11), k=6 or granularity increment. The sampling time is given by ts=1/(1024 ∆fRAP). Finally, the RAP preamble length is computed as 0.4 msec/ts=1024.
The CP duration is given by 

	

The maximum RMS delay spread of 2 µsec is considered for maximum coverage and so protection against multipath interference. Hence, TCP=51µsec and in terms of number of sampling points:.
The maximum round trip delay (RTD) is the value for the GI:

	
Hence, TGI=50 µsec and shown in Figure 13.


[bookmark: _Ref385929282]—RAP dimensioning

Conclusion: a set of orthogonal preamble sequences of length 1024 can be generated from ZC sequences for random access, which satisfy maximum round-trip time and coverage performance for a maximum distance of 500m. Moreover, such set of orthogonal preambles is divided into Groups. Tentatively, 100 Groups with 64 RAPs each. Every PD identifies the supported RAP Group ID in the discovery signal.

Marco (NICT) 14-248r1 End
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1. [bookmark: _Toc391511797]Multi-hop peering
Multi-hop peering is the procedure to establish a link between a pair of PDs or links among multiple PDs with 2 or more hops.

Multi-hop peering procedure
For multi-hop peering, the peering request and response should be relayed by relay-enabled PD(s). The peering procedure is initiated by sending a peering request message including requested peering information. The relay PD should relay either request or response messages. The workflow of multi-hop peering is shown at Fig. 1.

[image: 그림1]
Figure 1. Multi-hop Peering Procedure

This procedure can be apply with one-to-one, one-to-many and, many-to-many peering procedures.

Multi-hop re-peering procedure
Re-peering procedure is similar to peering procedure. The main differences are: 1) some of the previous peering information may not be included in request and response messages; 2) the PD receiving the request validates peering information before making a decision to accept the re-peering request. Therefore, the procedure of multi-hop re-peering procedure is same as Fig. 1.

Multi-hop de-peering procedure
De-peering procedure starts with a de-peering request, which is replied by a de-peering response message. The procedure of de-peering is shown at Fig. 2.
[image: C:\Users\sudalz\AppData\Local\Microsoft\Windows\INetCache\Content.Word\그림2.png]
Figure 2. Multi-hop De-Peering Procedure

J. Yu (Chung-Ang Univ.) DCN 14-129r0 End

[bookmark: _Toc391511798]Communications
Data communication may be conducted as unicast between a pair of PDs, or as multicast within a group of PDs, or as broadcast to any PD.

[bookmark: _Toc391511799]Unicast
Unicast is a one-to-one data communication between a pair of PDs. For reliable unicast transmission, ACK may be used for acknowledging a successful data transmission.

[bookmark: _Toc391511800]Multicast
Multicast is a one-to-many data communication to a group or groups of PDs which may be addressed by multicast group ID(s). To support multicast, the following features are supported:

· Multicast group creation: A PD creates a multicast group.	Comment by BJ Kwak: [Note: it needs more discussion these procedures categorized in peering.]

· Joining multicast group: A PD joins a multicast group.
· Leaving multicast group: A PD leaves a multicast group.



[bookmark: _Toc391511801]Broadcast
Broadcast is a one way data communication to any PDs within reachable range, or any PDs in a groupor groups of PDs. A PD which received a broadcast message does not respond with acknowledgement.

Joo (ETRI) DCN 14-270r0 Start

No Proposal
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Data communication may be conducted as unicast between a pair of PDs, or as multicast within a group of PDs, or as broadcast to any PD.

[bookmark: _Toc391511802]Unicast
Unicast is a one-to-one data communication between a pair of PDs. For reliable unicast transmission, ACK may be used for acknowledging a successful data transmission.

[bookmark: _Toc391511803]Multicast
Multicast is a one-to-many data communication to a group or groups of PDs which may be addressed by multicast group ID(s). To support multicast, the following features are supported:

· Multicast group creation: A PD creates a multicast group.
· Joining multicast group: A PD joins a multicast group.
· Leaving multicast group: A PD leaves a multicast group.

[bookmark: _Toc391511804]Broadcast
Broadcast is a one way data communication to any PDs within reachable range, or any PDs in a group or groups of PDs. A PD which received a broadcast message does not respond with acknowledgement.

[bookmark: _Toc391511805]Contention Access Period
In CAP, unicast, multicast, or broadcast data packets are transmitted using CSMA/CA based random access, which is similar to the random access scheme used in the synchronization slot for distributed synchronization in Maintain Synchronization mode. The differences between the random access scheme in CAP and that in synchronization slot in Maintain Synchronization mode are as follows:
· A PD increases it CW when it does not receive an ACK after transmitting a unicast packet, in addition to when it detects a collision.
· It decreases its CW when a PD detects no collision for predetermined period of time Td.
· The increase and decrease of CW follows EIED backoff algorithm. The increase factor and decrease factor for packet transmission is different from the factors for synchronization [TBD].

[bookmark: _Toc391511806]Contention Free Period

A PD shall determine Resource Slot based on the predetermined distributed scheduling algorithm.
Data transmission is performed during Data frame which is accessed by only peered PDs. For unicast transmission, Link ID is determined via peering procedure.
A PD shall determine one or multiple Resource Slot during Scheduling subframe as contention-free channel access scheme.
Scheduling subframe is comprised of Scheduling Request subframe and Scheduling Response subframe. 
Scheduling Request signal represents Link ID, Resource Slot Star Index, and Resource Slot Length.
[image: ]
Scheduling Response signal represents Link ID, Resource Slot Adjusted Index, and Resource Slot Length.
[image: ]
Both signal contains resource information relating to resource assignment and is broadcasted to nearby PDs.
The flowchart of operation for distributed scheduling is as follows:
[image: ]
Link1 has a transmitter PD1(TxPD1) and a receiver PD1(RxPD1) and Link2 has a transmitter PD2(TxPD2) and a receiver PD2(RxPD2). Initially, TxPD1 and TxPD2 determine one or multiple RSs by initial configuration respectively. The candidate RS information is transmitted to the corresponding RxPD and neighboring RxPD as well. RxPD receives multiple Scheduling Request message and has resource information including RS Start Index and RS Length. RxPD modifies resource information to avoid resource assignment confliction based on RS Star Index information from neighbouring TxPDs. The modified resource information including RS Adjusted Index and RS Adjusted Length are transmitted by the RxPD to the corresponding TxPD and neighboring TxPDs. The TxPD determines the assigned RSs to transmit data packets on.
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1. [bookmark: _Toc391511807]Multicast
[bookmark: _GoBack]Multicast is the delivery of a message or information to a group of destination PDs simultaneously in a single transmission from the source PD. Multicast is one of the key features required for PAC, which is not fully supported by the current IEEE 802.15. According to IEEE 802.15.8 TGD, IEEE 802.15.8 may support a reliable multicast transmission including both one-hop and multi-hop cases. 
There are many multicast PAC use cases (e.g., conference meeting), as described in Application Matrix. Different applications may require different reliability for MAC multicast. Taking the following three use cases as examples, multicast applications for these use cases require different multicast data transmission reliability.
· Use Case 1: Conference Meeting. For a conference meeting application, the speaker expects all listeners correctly receive the packets. In this case, all listeners should acknowledge whether the multicasting packets are correctly received or not. Such applications require high multicast data transmission reliability.
· Use Case 2: Personalized Advertisement. For personalized advertisement application, a PD aims to disseminate its advertisement to a certain number of its neighboring PDs. Therefore, the PD only requires a portion of neighboring PDs to acknowledge the successful receipt of the multicast packets. Such applications require medium multicast data transmission reliability.
· Use Case 3: Data Cache. For a data cache application, a PD aims to backup its data in any of its neighboring PDs. Thus, the PD only requires any of the neighboring PDs acknowledge the successful delivery of a packet. Such applications require low multicast data transmission reliability.
Therefore, multicast reliability management is required to support reliable multicast at the MAC layer. Multicast reliability management shall provide approaches at MAC layer to manage multicast data transmission reliability and provide flexible reliability of multicast data
5.6.2.1 Multicast Reliability Management
Multicast reliability management provides context-aware flexible reliability of multicast data transmission. In order to realize flexible multicast data transmission reliability, different ACK policies should be supported at MAC layer. These ACK policies include All ACK, Any ACK, Partial ACK, Location-based ACK, Context-based ACK, and Information-based ACK.

5.6.2.2 Multicast ACK Policy
MAC multicast in P2P environments may not need each receiver to perform retransmission-based reliability for each multicast MAC frame. A new field should be added to MAC data frame to support reliable multicast data transmission. In the new field, “ACK Type” should be indicated. The sender may indicate “ACK Type” for each MAC data frame or just indicate it one time during group establishment. Based on the ACK Type, receivers should perform acknowledge in corresponding different ways.
Based on ACK Type, different levels of multicast data transmission reliability could be achieved. For example, as shown in the following figure, the procedures of ACK Type- based reliable multicast could include three steps:
Step 1: 	PD 1 sends multicast data to PD 2-5 with specified “ACK Type” in the new field of MAC frame.
Step 2: PD 2-5 decides whether to send ACK based on “ACK Type“. In the example, PD 2, PD 3, and PD 5 send ACK while PD 4 does not send ACK.
Step 3: Based on the received ACK, PD 1 measures whether the reliability requirement for the multicast is satisfied. If satisfied, PD 1 multicast new data, e.g. Data 2; otherwise, PD 1 retransmits previous data, e.g. Data 1.


Figure: ACK-Type based Reliable Multicast.
5.6.2.2.1 All ACK
All destination PDs in the multicast group should send acknowledgement, referred to as All ACK. The source PD may multicast new packets after receiving acknowledgements from all destination PDs in the multicast group or the maximum number of retransmissions for a packet is violated. 
5.6.2.2.2 Partial ACK
Only a portion of destination PDs need to send back an ACK, referred to as Partial ACK. In this case, additional information should be contained along with the “ACK Type” such as the percentage of peers for sending back the ACK. The source PD may multicast new packets only after receiving acknowledgements from a requested ACK percentage of destination PDs in the multicast group or the maximum number of retransmissions for a packet is violated. 
5.6.2.2.3 Any ACK
ACK is only required from any one of destination PDs in the multicast group. The source PD may multicast new packets only after receiving ACKs from any destination PD in the multicast group or the maximum number of retransmissions for a packet is violated.
5.6.2.2.4 Location-based ACK
Only destination PDs that are around a location need to send back an ACK, referred to as Location-based ACK. In this case, additional location information should be contained along with the “ACK Type”. The source PD may multicast new packets only after receiving ACKs from the PDs at a specified location in the multicast group or the maximum number of retransmissions for a packet is violated.
5.6.2.2.5 Context-based ACK
Only destination PDs that have certain preconfigured context information need to send back an ACK, referred to as Context-aware ACK.  Context information such as mobility can be leveraged to decide if an ACK is needed or not. For example, destination PDs with low mobility are only required to send an ACK. 
5.6.2.2.6 Information-based ACK
The source PD should indicate if an ACK is required 1) for each packet, 2) just for some packets, or 3) just when intended information such as a command or an event is fully decoded. For example, an ACK can be issued based on the importance of each packet. 
1. [bookmark: _Toc391511808]Multi-application Data Transmitting and Receiving
A peer may participate in multiple P2P services or applications. The proposed context-aware architecture enables multi-application capability for P2P communications in proximity. Examples of procedures and call flows for multi-application data transmitting and receiving are detailed in this section.

Multi-application Data Transmitting
A multi-application data transmitting is illustration in Figure 5-6-2, which may contain the following steps.
0. Peer1 – Peer3 & Peer2 & Peer1: “ Start a P2P Session”
Peer1, Peer2, and Peer3 follow the procedure of initiating a P2P session, described in Section 5.3.2.1 Initiation of P2P Communication, for Application1 and Application2 separately.
Peer1 – Peer3: Application1
A P2P session for Application1 is initiated with
0A. Peer1’s Upper Layer sending MLME-START-APP1.request 
, and confirmed with
0B. Peer2’s Peering Function responding Upper Layer with MLME-Peering-APP1.confirm.
Peer2 – Peer1: Application2
A P2P session for Application2 is initiated with
0C. Peer2’s Upper Layer sending MLME-START-APP2.request 
, and confirmed with
0D. Peer1’s Peering Function responding Upper Layer with MLME-Peering-APP2.confirm. 
1. Application1 Peer1:  Data Transmission Request
A. Upper Layer sends trigger or request to the Data Transceiving Function with MCPS-DATA-APP1.request.
B. Upper Layer down loads context related to Application1 via the Context Management Function.
2. Application1 Peer1- Peer3: Data Transmitting
The Data Transceiving Function sends Application1 Data1 to Peer3 via air interface.
3. Application1 Peer3: Data Receiving 
A. Peer3 receives the data and notices the Upper Layer with MCPS-DATA-APP1.indication.
B. Peer3 sends ACK for Application1 Data1 to Peer1 via air interface.
4. Application1 Peer1: Data Transmission Confirmation
A. Peer1 receives the ACK and notices the Upper Layer with MCPS-DATA-APP1.confirm.
B. Peer1 may update the context and upload the updated Application1 context to the Upper Layer via the Context Information Management.
5. Application2 Peer1:  Data Transmission Request
A. Upper Layer sends trigger or request to the Data Transceiving Function with MCPS-DATA-APP2.request.
B. Upper Layer down loads context related to Application2 via the Context Management Function.
6. Application2 Peer1- Peer2: Data Transmitting
The Data Transceiving Function sends Application2 Data1 to Peer2 via air interface.
7. Application2 Peer2: Data Receiving 
A. Peer2 receives the data and notices the Upper Layer with MCPS-DATA-APP2.indication.
B. Peer2 sends ACK for Application2 Data1 to Peer1 via air interface.
8. Application2 Peer1: Data Transmission Confirmation
A. Peer1 receives the ACK and notices the Upper Layer with MCPS-DATA-APP2.confirm.
B. Peer1 may update the context and upload the updated Application2 context to the Upper Layer via the Context Information Management.




[bookmark: _Ref358289620][bookmark: _Ref358289589]Figure 5-6-2 Multi-application Data Transmitting

Multi-application Data Receiving
A multi-application data transmitting and receiving is illustration in Figure 5-6-3, which may contain the following steps.
0. Peer1 – Peer3 & Peer2 & Peer1: “ Start a P2P Session”
Peer1, Peer2, and Peer3 follow the procedure of initiating a P2P session, described in Section 5.3.2.1 Initiation of P2P Communication, for Application1 and Application2 separately.
Peer1 – Peer3: Application1
A P2P session for Application1 is initiated with
0A. Peer1’s Upper Layer sending MLME-START-APP1.request 
, and confirmed with
0B. Peer2’s Peering Function responding Upper Layer with MLME-Peering-APP1.confirm.
Peer2 – Peer1: Application2
A P2P session for Application2 is initiated with
0C. Peer2’s Upper Layer sending MLME-START-APP2.request 
, and confirmed with
0D. Peer1’s Peering Function responding Upper Layer with MLME-Peering-APP2.confirm. 
1. Application1 Peer1:  Data Transmission Request
Upper Layer sends trigger or request to the Data Transceiving Function with MCPS-DATA-APP1.request for Application1 Data1.
2. Application1 Peer1 - Peer3: Data Transmitting
The Data Transceiving Function sends Application1 Data1 to Peer3 via air interface.
3. Application2 Peer2:  Data Transmission Request
Upper Layer sends trigger or request to the Data Transceiving Function with MCPS-DATA-APP2.request for Application2 Data1.
4. Application2 Peer2 - Peer1: Data Transmitting
The Data Transceiving Function sends Application2 Data1 to Peer1 via air interface.
5. Application1 Peer3: Data Receiving 
A. Peer3 receives the Application1 Data1from Peer1 and notices the Upper Layer with MCPS-DATA-APP1.indication.
B. Peer3 sends ACK for Application1 Data1 to Peer1 via air interface.
6. Application2 Peer1: Data Receiving 
A. Peer1 receives the Application2 data1 from Peer2 and notices the Upper Layer with MCPS-DATA-APP2.indication.
B. Peer1 sends ACK for Application2 Data1 to Peer2 via air interface.
7. Application1 Peer1: Data Transmission Confirmation
Peer1 receives the ACK from Peer3 for Application1 Data1 and notices the Upper Layer with MCPS-DATA-APP1.confirm.
8. Application2 Peer2: Data Transmission Confirmation
Peer2 receives the ACK from Peer1 Application2 data1 and notices the Upper Layer with MCPS-DATA-APP2.confirm.





[bookmark: _Ref358301165]Figure 5-6-3 Multi-application Data Transmitting and Receiving 
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[bookmark: _Toc391511809]Unicast
Unicast is a one-to-one data communication between a pair of PDs. For reliable unicast transmission, ACK may be used for acknowledging a successful data transmission.

Multi-hop Unicast
Will be explained in section 5.14.

[bookmark: _Toc391511810]Multicast
Multicast is a one-to-many data communication to a group or groups of PDs which may be addressed by multicast group ID(s). To support multicast, the following features are supported:

· Multicast group creation: A PD creates a multicast group.
· Joining multicast group: A PD joins a multicast group.
· Leaving multicast group: A PD leaves a multicast group.

5.6.2.1 Finding/Joining Multicast Group
A multicast group consists of two or more PDs with the same application type ID, application specific ID, application specific group ID, and device group ID. It can be formed only if two or more PDs can recognize themselves. Before a PD joins a multicast group, it has to find the multicast group within K-hop coverage. If the PD cannot find the group, then it finds the group periodically. In order to find a multicast group, a PD broadcasts an Advertisement Command Frame (ACF) after random timer Tj where the maximum TTL is set to K. Range of Tj is [0, Tjmax ]. If a PD receive the ACF, it stores the ACF in order to forward it to other PDs and saves backward path in the routing table during expiration timer  where  is calculated by one-hop RTT and K if it is relay-enabled (Backward path is originator of the ACF, one-hop PD sending the ACF, Device Group ID & Application type ID & Application-specific ID & Application-specific group ID.) It compares the receiving frame’s Device Group ID & Application type ID & Application-specific ID & Application-specific group ID with its own. If they all are same, it replies an ARCF (Advertisement Reply Command Frame) to the PD sending the ACF (Reply of the ARCF depends upon the MGNF explained in the following pages). If any of them is not same, it decrements the TTL of the ACF and forwards the ACF.
In order to limit the duplicate ARCF, PDs replying the ARCF multicast a Multicast Group Notification Frame (MGNF) after random time. (MGNF is explained detail in later section)  Then, the PD multicasting the MGNF replies source PD with an ARCF by using backward path. A PD receiving both ACF and MGNF does not reply an ARCF. A PD receiving the ARCF whose destination is not itself saves the route information of ID of the source PD sending the ARCF, ID of the one-hop PD sending the ARCF, Device Group ID, Application type ID, Application-specific ID, Application-specific group ID. Then, this PD is referred to as “FORWARDING PD.” A PD receiving the ARCF whose destination is itself saves the route information same as FORWARDING PD. Then, this PD is referred to as “JOINED MULTICAST GROUP MEMBER.”

When a PD wants to join a multicast group, it broadcasts an ACF to its neighbor PDs. When a PD which is not in the multicast group receives the ACF, it saves the route information and forwards to the others. When a multicast group member PD receives an ACF, it broadcasts an ARCF to it. If there is a duplicate ARCF, the member PD broadcasts a MGNF to the other member PD by notifying that it will send an ARCF instead of it. The node sending MGNF may send KEKs (key encryption keys) to the node which wants to join the multicast group after authentication for secure multicast if needed. It also may send rekeying messages to update an existing group key for backward secrecy. Hereby, a PD receiving the ARCF joins the multicast group.

For example, in Figure 3, 
1 If PD A wants to join the multicast group, it broadcasts an ACF,
2 PD C is not in the multicast group. Therefore, it saves the route information and forwards to the others (e.g., F and E). PD D already received the ACF and PD F now receives the ACF. Then, there will be a duplicate ARCF from both of D and F to A. In order to limit the duplicate ARCF, PD D multicasts a MGNF notifying that D will send an ARCF instead of F.
3 PD E forwards the ACF to B and G. D replies with ARCF to A. D may send KEKs to A if needed. D may send rekeying messages also. F does not transmit an ARCF to A.
4 When PD A receives the ARCF, A joins D’s multicast group. Also, PD B receives the ACF from PD E. Then, B multicasts a MGNF to limit a duplicate ARCF from G.
5 PD B replies with an ARCF to A through E. B may send KEKs to A if needed. B may send rekeying messages also. G does not transmit an ARCF to A since the PD G already received the MGNF from B.
6 E forwards the ARCF to PD C.
7 C forwards the ARCF to PD A. Then, PD A is aware of route between PD A and PD B. Now, PD A joins PD B’s multicast group. Although group of B and G are not aware of group of D and F currently, multicasting service still works by simply forwarding multicast data frames. 
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Figure 3. Finding/Joining Multicast Group

5.6.2.2 Device Group ID Creation
A multicast group is determined by application type ID, application specific ID, and application specific group ID. Therefore, it is inefficient if transmitting all IDs in a frame and managing routing table. Therefore, we propose a device group ID creation scheme. Device group ID should be unique and distributed by a PD sending the first ARCF in the group. The PD manages/updates group keys for secure and dynamic multicast group communications after authentication procedures described in security section. The PD generates device group ID based on its unicast ID. Since a PD’s unicast ID is unique, prefix concatenated by PD’s unicast ID is also unique.
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Figure 4. Device Group ID

When two or more multicast groups are merged, the device group ID should be same. The PD recognizing the existence of two or more multicast groups determines the device group ID for those groups randomly. Then, the PD sends MGNF (notification type: 3 and TTL: ∞) to the group that does not have the selected group ID to update multicast group ID. 
In Figure. 5, A recognizes that two device group IDs exist in networks. A determines that device group ID is 8. A sends MGNF to D and E to change device group ID. A may send rekeying messages to update an existing group key for backward secrecy. 
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Figure 5. Device Group ID Creation

5.6.2.3 Multicast Group Notification Frame (MGNF)
The purposes of MGNF are limiting duplicate ARCF, management of routing table, notifying leaving multicast group, device group ID creation, request for unicast routing, reply for unicast routing, mobility support, local repair for relay-enabled PDs and notification of removed routing entry. 

MGNF has eight notification types for above purposes. These are;

Table 1. Type of MGNF

	Type
	Description

	0
	Limiting duplicate ARCF

	1
	Management of routing table

	2
	Notifying leaving multicast

	3
	Device group ID creation

	4
	Request for unicast routing

	5
	Reply for unicast routing

	6
	Mobility support

	7
	Local repair

	8
	Notification of removed routing entry



1 Limiting duplicate ARCF(Notification Type: 0): A PD receiving an ACF multicasts MGNF with notification type set to 0 with random timer Tj. Range of Tj  is [0, Tjmax ].  Although missing MGNF can increase duplicate ARCF, MGNFs are not retransmitted to avoid flooding. In this case, payload of MGNF contains source of the ACF.
2 Management of routing table (Notification Type: 1): In order to reduce routing entries in the table, each PD maintains entries only for PDs that has exchanged ACFs and ARCFs in its routing table. Each PD in multicast group multicasts MGNFs periodically (with notification type set to 1. Range of random timer Tj is [0, Tjmax]. Upon receiving a MGNF, a forwarding PD updates the entries of the originator of the MGNF and one-hop PD sending the MGNF in its routing table, and forwards the MGNF. Upon receiving a MGNF, a non-forwarding PD updates the entries of the originator of the MGNF and one-hop PD sending the MGNF in its routing table, but does not forward the MGNF. Also it can be used for detection and routing table update for link breakage. When a link between two nodes is broken, the other member node in the group which is aware of the link breakage removes the entry of the node which has a broken link to its routing table. For example, in Figure 6, we suppose that the link between A and B is broken. E does not receive MGNF from A. E is aware that the link is broken, because A’s MGNF does not arrive before E’s routing table expiration timer is expired. Then, E removes the entry of A to E’s routing table.
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Figure 6. Detection and Routing Table Update For Link Breakage

3 Notifying leaving multicast (Notification Type: 2): will be explained in 5.6.2.5 section.
4 Device group ID creation (Notification Type: 3): Explained in the 5.6.2.2 section.
5 Request for unicast routing (Notification Type: 4): will be explained in 5.14.1 section.
6 Reply for unicast routing (Notification Type: 5): will be explained in 5.14.1 section.
7 Mobility support (Notification Type: 6): will be explained in 5.6.2.6 section.
8 Local repair (Notification Type: 7): will be explained in 5.6.2.6 section.
9 Notification of removed routing entry (Notification Type: 8): will be explained in 5.6.2.4.2 section.

5.6.2.3.1 Reliable MGNF Transmission
We classify the level of reliable MGNF transmission in two types. These are ACK-based MGNF transmission and no ACK-based transmission. The node which transmits MGNF has to receive ACK-based MGNF from its neighbor nodes for notification types 2,3,4,5 and 8 for reliable MGNF transmission. But it does not have to receive ACK-based MGNF for notification types 0, 1, 6 and 7. Because, the notification type 0 is for limiting duplicate ARCF, thus the PD does not need to receive it. The notification type 1 is for management of routing table and MGNF is transmitted periodically. The notification type 6 is for mobility support. Due to changed route information, the node does not need to receive the ACK-based MGNF from the moving node.

5.6.2.3.2 Reliable MGNF Transmission
When a PD belongs to multiple multicast groups, it multicasts MGNF multiple times. In order to resolve the above problem, a PD may set Destination Address field of MGNF as United Multicast Address (UMA). The UMA unifies multiple different groups into a single one. The UMA can reduce the MGNF traffic as the following pages.

5.6.2.3.3 Redundant MGNF Transmission
When a PD multicast its MGNF to the other nodes, if there are nodes which are member of multiple groups simultaneously, there will be a redundant MGNF transmission. 

For example, in Figure 7, we suppose that A, B, C, and D are in group 2 while B, C and E are in group 1. B and C are in groups 1 and 2 simultaneously. 
1 B starts to multicast its MGNF for group 1 to C and D (forwarding to E). After C and D verify device group ID field in PD B’s MGNF, PDs C and D recognize that the MGNF belongs to group 1. 
2 Then, D forwards the MGNF from B to E. After PD E verifies device group ID in B’s MGNF, E recognizes that the MGNF belongs to group 1.
3 B starts to transmit its MGNF for group 2 to PDs A, C, and D. 
4 Then A, C, and D verify their device group ID in PD B’s MGNF. They recognize that the MGNF belongs to group 2. There are 3 transmissions for MGNF (B transmitted MGNF twice). 
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Figure 7. Redundant MGNF Transmission

5.6.2.3.4 Redundant MGNF Transmission
In order to prevent redundant MGNF transmission, we proposed a UMA-based MGNF transmission. In this proposal, we set the destination address fields to UMA for nodes which are member of two or more groups simultaneously. When a node receives MGNF, it checks its destination address and if it finds that the destination address is equal to UMA and two or more device group IDs that have the same value (forwarding PD for that group ID) and those device group ID have the same destination address with the originator of the received MGNF, then, the PD forwards the received MGNF.

For example, in Figure 8, 
1 PD B starts to transmit its MGNF whose destination address field set to UMA for Groups 1 and 2 to A, C, and D. 
2 Then A, C, and D verify the device group ID field in PD B’s MGNF, they recognize that the MGNF belongs to UMA and they forward the received MGNF. PD E receives the MGNF from D. E does not forward the MGNF. There are2 transmissions for MGNF. (B transmitted MGNF just once).
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Figure 8. UMA-Based MGNF Transmission

5.6.2.4 Creation and Management of Routing Table

5.6.2.4.1 Creation of Routing Table
Whenever a relay-enabled PD receives ACF or ARCF, a routing entry is created in the routing table. Also, the routing table is updated by receiving MGNF. A routing table contains; destination address, next-hop address, expiration timer, number of hops, current_SN, device group ID, and last ACF reception time ().

For example, in Figure 9, 
1 If A wants to join a multicast group, it broadcasts an ACF (assume K=4 hop). The initial routing table for A is as the following table (Note that originator of ACF has to save the ACF Tx time). When C receives the ACF, it creates the routing entry of A in its routing table.
2 Since C is not in the multicast group, C forwards the ACF to the others (e.g., D and E). When D and E receive the ACF, they create the routing entry of A in their routing table.
3 Since D is in the multicast group, D replies A with ARCF by using routing table. C creates the routing entry of D in its routing table. Suppose C forwarded an ACF at T0. Suppose C receives an ARCF from D at T1. Expiration timer of route entry to D in C’s routing table is updated to  At the same time, since E is not in the multicast group, it creates the routing entry of A in its routing table and forwards to the others (e.g., B).  When B receives the ACF, it creates the routing entry of A in its routing table.
4 Since B is in the multicast group, B replies A with ARCF. E creates the routing entry of B in its routing table. C forwards ARCF from D to A. A updates a routing entry with expiration timer .
5 E forwards the ARCF received from B to C. C creates the routing entry of B in its routing table.
6 PD C forwards the ARCF received from E to A.  A creates a routing entry with expiration timer .
7 Finally, A is aware of route to B and D.
[image: ][image: ]
[image: ]
[image: ]
Figure 9. Creation of Routing Table

5.6.2.4.2 Management of Routing Table
When a node’s routing table is full of routing entries, it chooses a node from its routing table with shortest distance (hop-based) firstly. It sends a MGNF (type 8) to the chosen node and sets timer. When the node receives the MGNF, it breaks the link between the node and itself, and sends an ACF. The node which has timer ignores the ACF and another node which receives ACF sends ARCF to it and creates a new link between the node which sends ACF and itself.

For example, in figure 10, 
1 A has limited routing entry in its routing table and H wants to join the multicast group. A chooses B in its routing tree randomly. A sends MGNF to B and sets a timer. 
2 When B receives the MGNF, it breaks the link between A and B. 
3 B sends ACF. A ignores B’s ACF. 
4 C receives the ACF and sends ARCF to B.
5 Then C creates a link between C and B. Hereby, H can join the multicast group. 
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Figure 10. Management of Routing Table

Since MGNF (notification type: 1) is sent periodically, a MGNF implosion problem can occur in the network. To prevent this problem, we proposed an adaptive MGNF transmission technique based on the distance between nodes. The distance can be measured from received signal strength indicator. (RSSI) This technique is processed when the distance between nodes becomes longer or shorter. If the node moves away from the network, the MGNF transmission gets more often since there can be a link breakage. Vice versa, if the node moves within one-hop coverage (e.g mobility support), the MGNF transmission gets rarer to prevent redundant MGNF traffic.

5.6.2.5 Leaving From Multicast Group
There are several reasons for a PD to leave from the network: (i) by its intention, (ii) by mobility, (iii) by limited resources. If a PD wants to leave from a multicast group, it multicasts (within K-hop) a MGNF with notification type set to 2. A recipient of MGNF may send rekeying messages to valid group members for forward secrecy. Upon receiving the MGNF, a forwarding PD deletes the entry of the originator of the MGNF, and forward the MGNF. Upon receiving the MGNF, a non-forwarding PD deletes the entry of the originator of the MGNF, but does not forward the MGNF.

In the following figure 11, 
1 If PD C wants to leave from a multicast group, it multicasts a MGNF with notification type set to 2.
2 B receives the MGNF from C and deletes the entry of the originator of the MGNF, and forwards the MGNF. PD D receives the MGNF and it deletes the entry of the originator of the MGNF. Finally, PD C leaves from the multicast group. 
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Figure 11. Leaving From Multicast Group

5.6.2.6 Mobility Support for Multicast
When a node moves within the one-hop coverage of another node, both of the nodes are aware of each other within the one-hop by MGNF’s TTL and they update their routing table. Then one of them sends a MGNF (notification type: 6) to another neighbor node. Therefore, it can be aware of that the nodes became closer. But, if the node is a multicast group member, it does not do anything. If it is a forwarding PD, it deletes routing entry whose destination field is the both of that nodes. 

In figure 12, previously, B was 2-hop away from A. If B moves within the one-hop coverage of A, both of A and B are aware of each other and update their routing table. Then, A or B sends a MGNF (notification type: 6) to C. When C receives that MGNF, C is aware of that A and B became closer. Since C is a forwarding PD, it deletes routing entries whose destination field is A and B. 
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Figure 12. Mobility Support for Multicast

Since expiration timer is proportional to the number of hops from the impaired PD, the closest multicast group member detects link breakage. A PD starts local repair if it detects link breakage between multicast group members (due to expiration timer). Then, the PD multicasts MGNF (notification type: 7). If PDs receiving the MGNF create routing entry of originator of the MGNF during Tw , the PD performing local repair broadcasts an ACF within K-hop coverage. 
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Figure 13. Local Repair Procedure for Multicast

If a PD receives the ACF, it compares the receiving frame’s Device Group ID & Application type ID & Application-specific ID & Application-specific group ID with its own. If they all are same, it finds entry the originator of the ACF in its routing table. When it finds the entry, it checks the expiration timer. If the expiration timer is less than Tm, then it replies the PD sending the ACF with an ARCF. (Tm is threshold time to decide reply) In other case, the PD receiving the ACF does not reply. If any of them is not same, it decrements the TTL of the ACF and forwards the ACF. 

5.6.2.7 Merging Multicast Groups
Find/join procedure by using ACFs and ARCFs can help merging disjoint groups. If a PD in a group receives an ACF from different disjoint groups with the same Device Group ID & Application type ID & Application-specific ID & Application-specific group ID, it can initiate merging process. Then the PD replies the ACF originator with ARCF. Then, these two disjoint groups are merged by Device ID Creation Scheme. Local repair by using ACFs and ARCFs also can help merging disjoint groups. Each group member performs local repair periodically during TL (long duty cycle) in order to merge disjoint groups.

[bookmark: _Toc361024355]5.6.2.8. Multicast Data Transmission
If a PD receives a multicast data frame, it has to decide forwarding the frame or not. The PD receiving the multicast data frame compares the source address of the data frame and next-hop address entries of its routing table. PD checks the next hop addresses in its routing table. If it finds one or more next-hop entries which are not overlapped with the source address of the received frame and those next-hop entries have same device group ID with the received frame, then, the PD forwards the incoming data frame to other PDs. Otherwise, the PD does not forward the incoming frame.
For the multicast data transmission, we have to know destination address, source address, originator address, sequence number and time to live (TTL) from multicast data frame. This information should be included in all multicast data frames. Therefore, the header in multicast data frames should contain the followings.
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Figure 14. Multicast Data frame

For example, in Figure 15, we assume that 1) A, B, F, and G are in a same group which ID is 1, 2) A, D and H are in a same group which ID is 2, 3) A has routing information of B, D, and G, 4) B has routing information of A and F, and 5) D has routing information of A and H. A multicasts data frame to group 1.(Device Group ID: 1, Application type ID: 3, Application-specific ID: 2, Application-specific group ID: 5). 
1 C receiving the data frame compares the source address of the data frame and next-hop address entries in its routing table which has same group IDs from the received data frame. C finds any routing entry matching with the source address of the received frame and it searches another routing entry that has same multicast group with different next-hop address fields. Since C found, it will forward the data.
2 C forwards the data. E receiving the data frame checks the condition whether forward or not. E will forward the data frame.
3 E forwards the data. B and F do not forward the multicast data frame because B and F do not have next-hop address in their routing table, except E.
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Figure 15. Multicast Data Transmission
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Figure 16. Multicast flowchart

[bookmark: _Toc361024356][bookmark: _Toc391511811]5.6.2.9. Prevention Loopback Problem
PDs can prevent multicast/broadcast loopback problem by using SN (Sequence Number) of data frames. When a PD forwards data with SN = n, the PD sets current_SN field in its routing table to n. If the receiving frame’s SN is not greater than the current_SN , the PD discards the frame.

[bookmark: _Toc361024357][bookmark: _Toc391511812]5.6.2.10. Reliable Multicast
We proposed a Block ACK technique for reliable multicast to know whether the nodes receive Multicast Data Frame fully or not. Thus, when sender PD sends Multicast Data Frame, it chooses the groups in the multicast group by depending on the order of the information of the nodes in its routing table. If the sender wants to have ‘n’ groups, it reached it by dividing the numbers of all nodes in the multicast group to n. ‘n’ is decided dynamically. Then, the sender transmits Multicast Data Frame including the information of the group which sends the block ACK.

When the nodes in the group receive all multicast data frames successfully, they transmit Block ACK to the sender by notifying that they received all frames from it. If they did not receive any data frame or they did not receive it fully, they do not transmit Block ACK to the sender. If sender does not receive Block ACK or receives a negative notification, then it retransmits the data frame to the group. These steps are processed for all groups in the multicast group respectively. If the sender does not have any data frame to transmit, it sets a timer. If the timer is expired, it transmits Request ACK to the groups respectively. The advantage of sending Block ACK is that; nodes send fewer frames than when they send implicit ACK. Thus, there is less collision. 

In figure 17, sender PD S transmits Multicast Data Frame to other nodes and chooses the groups. Suppose that S decided that PDs A, B and C are in group1, D, E and F are in group2, G and H are in group3. Then A, B and C transmit Block ACK to S. If S does not have any data frame for PDs D, E and F, then it transmits Request ACK, and they reply S with a Block ACK. 
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Figure 17. Reliable Multicast

[bookmark: _Toc361024358][bookmark: _Toc391511813]5.6.2.11. Multicast Protocol Using Directional Antenna
If a PD can support directional antenna, it has to have additional routing table field which is describes its beam number forwarding to destination in order to transmit frame. That routing table contains; destination address, next-hop address, expiration timer , number of hops, current_SN, device Group ID, last ACF reception time () and beam number. If each PD wants to join a multicast group, it performs find/join procedure by using all of beams.  During finding/joining procedure, PDs receiving a ACF check the SNR per beams and saves the specific beam with the highest SNR measured in order to find communication beam. If non-multicast group member receives the ACF forwards the ACF by using all of beams. If multicast group member receives the ACF, it replies ARCF by using saved specific beam with the highest SNR measured to the originator of the ACF. When PD receives ARCF, it saves the specific beam with the highest SNR measured into its routing table and forwards the ARCF by using backward path. After updating routing table, all of frames, except broadcast frame, can be transmitted directionally.

For example in Figure 18,
1 If PD A wants to join a multicast, it broadcasts ACF by using all of beams. 
2 Then PD D and C receive the ACF. Since D is a multicast group member, it replies ARCF by using beam 3. Then, A finds the beam with the highest SNR measured and updates its routing table. C is a non-multicast group member then forwards ACF by using all of beams.
3 Since F is a multicast group member, it replies ARCF by using beam 4. Then, C receives ARCF and updates its routing table.  Also, E forwards its ACF by using all of beams.
4 When A receives ARCF from C, it updates its routing table. Also, B replies ARCF by using beam 1. Then, E receives ARCF and updates its routing table. 
5 Also, E forwards ARCF by using beam 1. Then, C receives ARCF and updates its routing table. 
6 C forwards ARCF by using beam 1. Then, A receives ARCF and updates its routing table.
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Figure 18. Multicast Protocol Using Directional Antenna

[bookmark: _Toc391511814]Broadcast
Broadcast is a one way data communication to any PDs within reachable range, or any PDs in a group or groups of PDs. A PD which received a broadcast message may response with acknowledgement in some service category e.g., shopping/entertaining advertisement; smart environment (office management); public safety (hazard notification and/or public emergency); etc.
Reliable Broadcast
1.1.4.1.1. Transmitter Behavior (when it has broadcast data)
When a PD has broadcasts data, the reliable broadcast will perform with following three cases.
Upstream: If the data is from its child, it does the following in its appropriate schedule:
· It broadcasts the data (piggybacked by ACK/NAK) to its children (not siblings), and sets its timer D (constant timer).
· It unicasts the data to its parent and associated neighbors, and sets its timer D.
Downstream: If the data is from its parent
· It broadcasts its data to its children (not siblings) and associated neighbors, and sets its timer D.
The other cases: If the transmitter is the originator of the data, it does the following in its appropriate schedule:
· It broadcasts the data to its children (not siblings), and sets its timer D.
· It unicasts the data to its parent and associated neighbors, and sets its timer D.
1.1.4.1.2. Receiver Behavior (after receiving broadcast data)
When a PD receives broadcast data, the PD should notify to sender PD with ACK or NAK. If the PD replies ACK instead of NAK, the transmitter cannot react the broken data. Therefore, the PD which receives a broadcast data, it delays its acknowledgement by a random timer described below:
· If the received data is erroneous, the PD activates a NAK timer.
· If the received data is OK, the PD activates an ACK timer.
If its timer expires, the PD responds (with unicast) its feedback (NAK or ACK) to its transmitter. NAK timer is generated at random in range of [0, 𝛼D] while ACK timer is generated at random in range of [𝛼D, D] which is shown at Figure 19.
· Shorter timer for NAK causes early rebroadcast of the original data to fix errors.
· Longer timer for ACK is for the case that all nodes successfully received the data.
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Figure 19. NAK and ACK period when a PD receives broadcast data.

1.1.4.1.3. Transmitter Behavior (after receiving feedback)
Upon the transmitter receives a NAK, it retransmits its data to fix the error, and sets its timer D.
When an ACK received, the transmitter transmits its next broadcast data if it has and sets its timer D.

1.1.4.1.4. Receiver Behavior (after receiving rebroadcast data)
· The receiver node cancels its timer (NAK or ACK).
· This will reduce unnecessary feedbacks to the transmitter.
· Based on the result of error detection/correction, the receiver uses NAK/ACK timer.
This series of procedure will continue up to predefined number of times. Overall behavior will look like as the following for and example are shown in Fig. 20.
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Figure 20. An outline of reliable broadcast scheme

J. Yu (Chung-Ang Univ.) DCN 14-129r0 End


[bookmark: _Toc391511815]MPDU structure

MPDU for data communication has a MPDU header and may have a variable length MPDU payload and a fixed length FCS. The MPDU payload is data information. FCS contains CRC check sequence for error detection.



Figure 8. PAC MPDU format

Joo (ETRI) DCN 14-270r0 Start

The MPDU consist of MAC frame header, MAC frame information, MAC frame payload, and MAC frame tail. The MAC frame header contains frame control, peer group identifier, peer device addressing fields, and peer group authenticator. The MAC frame information contains peer group information elements. 
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Figure 5.1- Structure of MAC frame MPDU

The peer group identifier consists of service class of peer group, peer group service type identifier, and local peer group identifier.
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Figure 5.2- Structure of Peer Group Identifier

The peer device address consists of local device ID indicator and local PAC device identifier.
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Figure 5.3- Structure of Peer Device Address


The peer group information element consists of peer group IE type and length, superframe offset, and supplementary information. The peer group IE is comes with discover, advertise, peer command frame, and data frame.
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Figure 5.4- Structure of Peer Group Information Elements
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General MAC Frame:


Frame Type and Subtype fields together indicate the type of a frame, i.e., the function of a frame.
Required ACK Type field in frame control specifies what type of acknowledge frame is expected. For example, no ACK or aggregated ACK.
Addressing field Indication field indicates the presence of the transmitting hop address and receiving hop address in the addressing fields. 
Addressing fields consist of the following addresses: source address, destination address, transmitting hop address and receiving hop address. Transmitting hop address and receiving hop address are optional.
P2PNW/APP ID field shows the P2P network ID or application ID in the MHR. All the peers joining a P2PNW will have a locally unique P2PNW/APP ID. If P2PNW ID is not determined when a frame is sent, this field will carry application ID.
Application Type field indicates the application/service category, such as emergency service, social networking, smart office, etc.
Hopper Indication is used to indicate if the frame sender is willing to relay other frames for the multi-hop discovery.

[bookmark: _Toc391511816]Beacon Frame
Beacon frame plays an important role in forming a P2PNW and enabling the P2P communication. It could be used to carry context information for the discovery procedure, to define a new superframe and/or application frame through channel management process, to determine the frame/slot boundary for synchronization and to facilitate the power control procedure.



Figure 5-7-2 Beacon frame structure

Frame information is a part of the beacon payload, and consists of two components: 
· Superframe information: defines a new superframe 
· Application frame information: defines the structure of an application frame.

[bookmark: _Toc391511817]Peering Related Frame Structure
Peering Request Frame
The format of Peering Request frame is shown in Figure 5-7-3, where all the listed fields as part of MAC payload are mandatory. The optional fields are grouped in other MAC payload.


 
Figure 5-7-3 Peering Request frame structure.

Device capability could be the different types of capability of the peer that is sending the request. For example, the transmission data rate capability, battery/power consumption capability or security capability.

The Peering type field indicates what type of Peering is expected to establish. The Peering is classified as device-based, service-based and user-based Peering. A peer may maintain multiple applications, and therefore may maintain multiple different types of Peering connections.

Required duration field is set by the requestor to indicate how long the Peering connection is expected to be active.

VL indication explicitly shows if the sender of the request is VL or not.

Response type field is used to indicate what optional fields are required in other MAC payload as part of the corresponding Peering Response message.

Multi-hop indication indicates if the Peering Request is relayed for a peer outside one-hop range of receiver, i.e., multi-hop association.


Peering Response Frame

Figure 5-7-4 Peering Response frame structure

Peering ID is the identifier that identifies an association between two peers.

Peering decision indicates if the Peering Request is accepted or not.

Assigned duration indicates the lifetime of the Peering to establish. The responder makes the decision based on the required duration in Peering request. It could be different with the required duration.

Assigned short address contains the short address if short address required field is true in the request message.



Re-Peering Request Frame
Re-Peering Request frame has the very similar structure with the Peering Request.

Re-Peering Response Frame
Re-Peering Response frame shares the same structure and fields with Peering Response frame.


De-Peering Request Frame


Figure 5-7-5 De-Peering Response frame structure

De-Peering Request is sent to notify the other side of the association that the association will be shut off soon. The required ACK type in frame control will indicate if the De-Peering Response message is required or not.

De-Peering reason field indicates why the Peering is going to be shut off. The possible reason includes: link failure, application termination or resource limitation.

De-Peering duration field indicates the time duration of the De-Peering. This means that after the time duration, the association will be active.


De-Peering Response Frame
De-Peering Response frame is to confirm that the association is disconnected after receiving the De-Peering Request.



Figure 5-7-6 De-Peering Response frame structure

De-Peering status indicates the association is disconnected permanently or just for a time period, which means the association will be activated then.


Peering Update Notification Frame
Peering Update Notification frame is to notify the other side that some attributes of an existing Peering needs to update.



Figure 5-7-7 Peering Update Notification frame structure

Updated Peering information field may include one or multiple information fields about an existing Peering that needs to update. Any field either mandatory or optional in Peering Request and Response frames could be included in the updated Peering information field.

Peering Update Response Frame


Figure 5-7-8 Peering Update Response frame structure

Peering Update Response is used to confirm the update of some Peering attributed noted by Peering Update Notification frame. 

Updated status field indicates if all of the requested updated Peering information is updated or not. It could be fully updated, partially updated or rejected at all.

Updated Peering  information field includes two parts of Peering information:
· the request updated Peering information in Peering Update Notification frame but not updated
· the Peering information that is required to update by the sender of Peering Update Response.

Channel Management Frame
1.1.4.1.5. Inter-P2PNWs Channel Allocation Request

Inter-P2PNWs channel allocation request frame as shown in Figure 5-7-9 is used to broadcast a request on the CCDCH in the proximity for radio resource allocation. 


 
Figure 5-7-9 Inter-P2PNWs Channel Allocation Request Frame

VL indication field shows whether the sender is VL or not. In distributed control, this field is always false. 

Desired application frame length indicates the desired time duration of the application frame that the sender is trying to construct.

SuperVL willingness indicates if the sender is willing to act as SuperVL. This field is mandatory

Desired application beacon location is an optional field, which indicates when the application beacon is broadcast. This field is present only when the sender has the knowledge of the superframe structure and already synchronizes with the P2PNW.


1.1.4.1.6. Inter-P2PNWs Channel Allocation Response


Figure 5-7-10 Inter-P2PNWs Channel Allocation Response Frame

Inter-P2PNWs channel allocation response comes after with Inter-P2PNWs channel allocation request frame on CCDCH shown in Figure 5-7-10.

SuperVL indication shows if the response is sent from a superVL or not. In hybrid and distributed control, this field is always false.

Response decision explicitly indicates if the corresponding Inter-P2PNWs channel allocation request is accepted or not.

Reject reason is to indicate the reason why the request is rejected. For example, the requested time period is totally or partially overlapped with a time period that has been allocated to an application frame.

Adjustment suggestion is an optional field, and could include the suggestion on where the available time period is. The adjustment suggestion will be given higher priority if the response is from the SuperVL.

1.1.4.1.7. Intra-P2PNWs Channel Allocation Request


Figure 5-7-11 Inter-P2PNWs Channel Allocation Request Frame

Intra-P2PNWs channel allocation request frame sent over DCDCH is used to request one or more time slots in an application frame, as shown in Figure 5-7-11. 

It is assumed that the sender knows the application frame specification when broadcasting the Intra-P2PNWs channel allocation request.

SubVL indication field shows if the requestor is the SubVL or a peer. In distributed control, this field is always setup as a peer.
Desired number of slots indicated how many time slots the sender requests. The slot size is fixed during the whole application frame, a peer could only request for different number of slots for transmission.

Desired slot location is an optional field, which indicates the position of the desired time slots in the application frame. 


1.1.4.1.8. Intra-P2PNWs Channel Allocation Request




Figure 5-7-12 Inter-P2PNWs Channel Allocation Response Frame

Intra-P2PNWs channel allocation response message shown in Figure 5-7-12 is sent as reply to the Intra-P2PNWs channel allocation request.

VL indication shows if the response message is sent by the VL or not. In distributed control, this field is always false.

Response decision, reject reason and adjustment suggestion fields have the same usage as those in Inter-P2PNWs channel allocation response frame.
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MPDU for data communication has a MPDU header and may have a variable length MPDU payload and a fixed length FCS. The MPDU payload is data information. FCS contains CRC check sequence for error detection.


[bookmark: _Toc391511818]MPDU structure for Multi-hop Multicast
ACF (Advertisement Command Frame)
Table 2 shows elements of ACF to find multicast group.
[bookmark: _Toc361024337][bookmark: _Toc391511819]Table 2. ACF (Advertisement Command Frame)
	Name
	Type
	Description

	Originator Address
	Integer
	Originator PD’s Address

	Destination Address
	Integer
	Destination PD’s Address

	Sender Address
	Integer
	Sender PD’s Address

	Application Type ID
	Integer
	Application Type ID

	Application Specific ID
	Integer
	Application Specific ID

	Application Specific Group ID
	Integer
	Application Specific Group ID

	Device Group ID
	Integer
	Device Group ID

	Time To Live (TTL)
	Integer
	Time To Live (TTL)

	Sequence Number
	Integer
	Frame’s Sequence Number

	Frame Type
	Integer
	Frame Type

	Sub Type
	Integer
	Frame’s Sub Type



ARCF (Advertisement Reply Command Frame)
Table 3 shows elements of ARCF to reply ACF.

[bookmark: _Toc361024338][bookmark: _Toc391511820]Table 3. ARCF (Advertisement Reply Command Frame)
	Name
	Type
	Description

	Originator Address
	Integer
	Originator PD’s Address

	Destination Address
	Integer
	Destination PD’s Address

	Sender Address
	Integer
	Sender PD’s Address

	Receiver Address
	Integer
	Receiver PD’s Address

	Application Type ID
	Integer
	Application Type ID

	Application Specific ID
	Integer
	Application Specific ID

	Application Specific Group ID
	Integer
	Application Specific Group ID

	Device Group ID
	Integer
	Device Group ID

	Sequence Number
	Integer
	Frame’s Sequence Number

	Frame Type
	Integer
	Frame Type

	Sub Type
	Integer
	Frame’s Sub Type




MGNF (Multicast Group Notification Frame)
Table 4 shows elements of MGNF to manage multicast group(s).

[bookmark: _Toc361024339][bookmark: _Toc391511821]Table 4. MGNF (Multicast Group Notification Frame)
	Name
	Type
	Description

	Originator Address
	Integer
	Originator PD’s Address

	Destination Address
	Integer
	Destination PD’s Address

	Sender Address
	Integer
	Sender PD’s Address

	Receiver Address
	Integer
	Receiver PD’s Address

	Application Type ID
	Integer
	Application Type ID

	Application Specific ID
	Integer
	Application Specific ID

	Application Specific Group ID
	Integer
	Application Specific Group ID

	Device Group ID
	Integer
	Device Group ID

	Time To Live (TTL)
	Integer
	Time To Live (TTL)

	Sequence Number
	Integer
	Frame’s Sequence Number

	Notification Type
	Integer
	Notification Type (Type: 0, 1, 2, 3, 4, 5, 6, 7, 8)

	Frame Type
	Integer
	Frame Type

	Sub Type
	Integer
	Frame’s Sub Type



Multicast Data Frame
To perform multi-hop multicast, following elements should be included in the multicast data frame.
[bookmark: _Toc361024340][bookmark: _Toc391511822]Table 5. Multicast Data Frame
	Name
	Type
	Description

	Originator Address
	Integer
	Originator PD’s Address

	Destination Address
	Integer
	Destination PD’s Address

	Sender Address
	Integer
	Sender PD’s Address

	Receiver Address
	Integer
	Receiver PD’s Address

	Application Type ID
	Integer
	Application Type ID

	Application Specific ID
	Integer
	Application Specific ID

	Application Specific Group ID
	Integer
	Application Specific Group ID

	Device Group ID
	Integer
	Device Group ID

	Time To Live (TTL)
	Integer
	Time To Live (TTL)

	Sequence Number
	Integer
	Frame’s Sequence Number

	Originator Sequence Number
	Integer
	Originator Sequence Number

	Notification Type
	Integer
	Notification Type (Type: 0, 1, 2, 3, 4, 5, 6, 7, 8)

	Frame Type
	Integer
	Frame Type

	Sub Type
	Integer
	Frame’s Sub Type

	Payload
	Integer
	Multicast Data

	Reliability
	Integer
	The Number of Node which may Reply Block ACK (Optional)
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[bookmark: _Toc391511823]Multiple access
Multiple access schemes allow multiple PDs to share a communication medium. Contention-based access as well as contention-free access schemes are considered.

In a contention-based multiple access scheme, multiple PDs compete for channel access.

Contention-free multiple access schemes try to guarantee channel access to PDs so that the PDs do not have to compete for channel access.

Joo (ETRI) DCN 14-270r0 Start

The resource scheduling is followed the resource allocation configuration pre-determined by the peer group service. The unit resource slot of a peer group is n times of the base slotted resource. The unit resource slot size may be different from other peer groups to support the designated grade of service. The resources, which may be temporal or spectral or spatial, are slotted and allocated to the components of the peer group on the whole time frame from the start to the end of the peer network. 
To avoid interference caused of unscheduled accesses from multiple peer groups, the MAC sublayer provides two interference avoidance capabilities. During peer group formation, the peer observes the frames from neighbour peer groups and gathers the resource allocation schedules. The peer adjusts the resource allocation configuration and selects the start time to cause low probability of interference. The peers who serve to multiple peer networks schedule the transmission by selecting time-slot to avoid contention among multiple peer networks. In case of contention, the peers select appropriate access control algorithm to the peer’s priority.

[image: ] 
Figure 5.6- Proactive interference avoidance at a PD which serves to multiple peer groups
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Multiple access schemes allow multiple PDs to share a communication medium. Contention-based access as well as contention-free access schemes are considered.

In a contention-based multiple access scheme, multiple PDs compete for channel access.

Contention-free multiple access schemes try to guarantee channel access to PDs so that the PDs do not have to compete for channel access.
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1. [bookmark: _Toc391511824]Fast Channel Accessing
As illustrated in Figure 5-8-1, the fast CCDCH accessing scheme may be conducted in the following steps as an example.
1. Fast CCDCH accessing is triggered either by the application from a higher layer or by other logical functions such as Peer Discovery (PD), Peering, Synchronization Request (SR), Channel Accessing (CAc), Power Control (PC) and Interference Management (IntM), etc. 
2. Scan if CCDCH is occupied for a predefined time window tScanCCDCH (across the superframe boundary). 
3. If CCDCH is occupied, wait for tCCDCH and then check if predefined timer, tOutCCDCH, has timed out. If not timed out, go back to step 2 and check if CCDCH is occupied again; if timer has expired, abort and notify the high layer or logical function(s) which triggered the fast CCDCH accessing.
4.  If CCDCH is not occupied
· If the SuperVL requested the fast CCDCH accessing for a centralized inter-P2PNWs control in proximity, the SuperVL can access the CCDCH immediately, as shown in dotted lines in Figure 5-8-1, with SuperVL info, its CCDCH usage, and control/data messages etc. – highest priority.
· If the VLi of P2PNWi requested the fast CCDCH accessing for a centralized or hybrid inter-P2PNWs control, VLi shall wait for tVLi (tVLi > 0, defined for VLi based on channel accessing priority, QoS of application i, etc.) and then scan if CCDCH is available for accessing. 
· If available, the requesting VLi accesses the CCDCH with VLi info, its CCDCH usage, and control/data messages etc. 
· If not available, checks if predefined timer has timed out, defined by tOutVLi for VLi. 
· If timer has not expired, continues scanning the CCDCH until either CCDCH is available or timed out;
· if timer has expired, the VLi  has the option of broadcasting on its DCDCHi (following the DCDCH accessing procedure depicted in Figure 5-8-2) if necessary, aborts CCDCH accessing and notifies the higher layer or logical function(s) which triggered the fast CCDCH accessing.
· If the SubVLik of P2PNWi requested the fast CCDCH accessing for a centralized or hybrid inter-P2PNWs control, SubVLik shall wait for tSubVLik (tSubVLik > tVLi, defined for SubVLik based on channel accessing priority, QoS of application i, etc.) and then scans if CCDCH is available. 
· If available, the requesting SubVLik accesses the CCDCH with SubVLik info, its CCDCH usage and control/data messages etc.
· If not available, checks if predefined timer has timed out, defined by tOutSubVLik for SubVLik. 
· If timer has not expired, continues scanning the CCDCH until either CCDCH is available or timed out;
· If timer has expired, the SubVLik has the option of broadcasting on the DCDCHi of P2PNWi (following the DCDCH accessing procedure depicted in Figure 5-8-2) to request VLi to access CCDCH with higher priority, aborts CCDCH accessing and notifies the higher layer or logical function(s) which triggered the fast CCDCH accessing.
· If the Peerip of P2PNWi requested the fast CCDCH accessing for a centralized, hybrid or distributed inter-P2PNWs control, Peerip shall wait for tPeerip (tPeerip > tSubVLik > tVLi, defined for Peerip based on channel accessing priority, QoS of application i, etc.) and then scans if CCDCH is available. 
· If available, the requesting Peerip accesses the CCDCH with Peerip info, its CCDCH usage, and control/data messages etc.
· If not available, checks if predefined timer has timed out, defined by tOutPeerip for Peerip. 
· If timer has not expired, continues scanning the CCDCH until either CCDCH is available or timed out;
· If timer has expired, the Peerip has the option of broadcasting on DCDCHi of P2PNWi (following the DCDCH accessing procedure depicted in Figure 5-8-2) to request VLi to access CCDCH with higher priority, aborts CCDCH accessing and notifies the higher layer or logical function(s) which triggered the fast CCDCH accessing.


[bookmark: _Ref335815097] Figure 5-8-1 Fast Channel Accessing for Inter-P2PNWs Communications through CCDCH


As illustrated in Figure 5-8-2, the fast DCDCH accessing scheme may be conducted in the following steps as an example.
1. Fast DCDCHi accessing is triggered either by the application from a higher layer or by other logical functions such as PD, PA, SR, CAc, PC, IM, etc. 
2. Scan if DCDCHi is occupied within P2PNWi for a predefined time window tScanDCDCHi (across framei boundary). 
3. If DCDCHi is occupied, wait for tDCDCHi and check if predefined timer tOutDCDCHi has timed out. If timer has not expired, go back to step 2 and check if DCDCHi is occupied again; if timer has expired, abort and notify the high layer or logical function(s) which triggered the fast DCDCHi accessing.
4.  If DCDCHi is not occupied
· If the VLi requested the fast DCDCHi accessing for a centralized intra-P2PNW control, as shown in dotted lines, the VLi can access DCDCHi immediately with VLi info, its DCDCHi usage, and control/data messages etc. – highest priority.
· If SubVLik of P2PNWi requested the fast DCDCHi accessing for a centralized intra-P2PNW control with multi-hops, as shown in dotted lines, SubVLik shall wait for tDSubVLik (tDSubVLik > 0, defined for SubVLik based on channel accessing priority, QoS of application i, etc.) and then scan if DCDCHi is available. 
· If available, the requesting SubVLik accesses DCDCHi with SubVLik info, its DCDCHi usage and control/data messages etc. 
· If not available, checks if predefined timer has timed out, defined by tDOutSubVLik for SubVLik. 
· If timer has not expired, continues scanning the DCDCHi until either DCDCHi is available or timed out;
· If timer has expired, aborts DCDCHi accessing and notifies the higher layer or logical function(s) which triggered the fast DCDCHi accessing.
· If the Peerip of P2PNWi requested the fast CCDCH accessing for a centralized or distributed intra-P2PNW control,, Peerip shall wait for tDPeerip (tDPeerip > tDSubVLik, defined for Peerip based on channel accessing priority, QoS of application i, etc.) and then scan if DCDCHi is available. 
· If available, accesses DCDCHi with Peerip info, its DCDCHi usage, and control/data messages etc.
· if not available, checks if predefined timer has timed out, defined by tDOutPeerip for Peerip. 
· If timer has not expired, continues scanning DCDCHi until either DCDCHi is available or timed out;
· If timer has expired, aborts DCDCHi accessing and notifies the higher layer or logical function(s) which triggered the fast DCDCHi accessing.




[bookmark: _Ref335316681]Figure 5-8-2 Fast Channel Accessing for Intra-P2PNW Communications through DCDCH




[bookmark: OLE_LINK13]As illustrated in Figure 5-8-3, CA with P2PNW detection for a centralized control scheme (centralized inter-P2PNWs and intra-P2PNW as shown in Figure 4) may be conducted in the following steps as an example.
1. CA with P2PNW detection is triggered either by the application from a higher layer or by other logical functions such as Peer Discovery (PD), Peering, Channel Accessing (CAc) request, etc. 
2. SuperVL Detection: the VL requesting CA (VLreq) scans the beacon/paging/broadcast for an existing SuperVL, for centralized P2PNWs control in proximity, until the SuperVL is found or a predefined timer tOutScanSpVL has expired, . 
3. CA by SuperLV: if the SuperVL is detected in proximity, the SuperVL will manage the CA – centralized inter-P2PNWs control.
· The VLreq defines its proposed superframe/frame, slot/code/subcarriers etc. based on its application, QoS etc., and then broadcasts the request on the CCDCH (following the fast CCDCH accessing scheme defined in section 5.2.1.1) to the SuperVL. The VLreq then waits for the SuperVL’s response on the CCDCH or  for the predefined timer tOutChReq to expire.
· If the predefined timer, tOutChReq, expires, the VLreq aborts the CA request and reports to the higher layer or function(s) that triggered the CA request.
· If the VLreq receives an “accepted” response by the SuperVL, the VLreq accesses the channel allocated by the SuperVL, and broadcasts with superframe/frame, slot/code/subcarriers etc., on the beacon/paging/broadcasting - indicating the newly formed P2PNW in the proximity logically led by VLreq as centralized intra-P2PNW control.
· If the VLreq receives a “rejected” response by the SuperVL, the VLreq may adjusts the requested superframe/frame, slot/code/subcarriers etc.,  based on SuperVL’s rejection response, and re-broadcasts the request to SuperVL on CCDCH and then wait for the response from SuperVL if the predefined timer, tOutChReq, has not expired.
1. 
2. 
3. 
4. CA for SuperVL or First VL with Collision Avoidance: if no SuperVL is detected in proximity, VLreq may assign itself as the SuperVL (the first VL in proximity as the default SuperVL) and insert the CCDCH. But there may be a collision scenario, if there are other VL(s) assuming the SuperVL claim and starts to insert the CCDCH at the same time. To avoid this possible collision, the VLreq shall conduct a Collision Avoidance procedure outlined below.
· Collision Avoidance: the VLreq defines the CCDCH and its superframe/frame, slot/code/subcarriers etc. based on its application, QoS etc., and then scans the CA request on CCDCH for a time window of tScanCCDCH.
· If CCDCH is detected, VLreq updates its CCDCH based on the detection, and check if it’s from the SuperVL.
· If the SuperVL sent the CCDCH (just formed while the VLreq is planning to do so), VLreq conducts CA by SuperLV as described in step 3.
· If a VL sent the CCDCH (the first VL chose not to be the default SuperVL), the VLreq responds with “accept” to the first VL’s request, updates its VL list with the first VL detected, adjusts its superframe/frame, slot/code/subcarriers etc. based on the detection, assigns itself as the SuperVL if it wishes, and broadcasts the updated CA request on CCDCH until the predefined time tOutChReq has expired or receives a responses from other VL(s).
· If no CCDCH is detected, the VLreq is the first VL in proximity, and may assign itself as the default SuperVL if it wishes and then inserts the CCDCH with the CA request.
· If no response (there is no other VL(s) or P2PNW(s)) or “accept” response(s) from other VL(s) are received, the VLreq is granted with CA as the SuperVL as centralized inter-P2PNWs control.
· If the response is “reject” from other VL(s), VLreq updates its VL list and its superframe/frame, slot/code/subcarriers etc. based on the rejection(s) and continues the CA request until timed out by tOutChReq or receives “accept” from all the VLs on its VL list.
· If granted the CA, the VLreq accesses the channel allocated, and broadcasts the superframe/frame, slot/code/subcarriers etc. on the beacon/paging/broadcasting - indicating the newly formed P2PNW in the proximity logically led by VLreq, as well as itself as the SuperVL if accepted by all VLs in proximity.
· If the predefined time tOutChReq expires, the VLreq aborts the CA request and reports to the higher layer or function(s) that triggered the CA request.



[bookmark: OLE_LINK30]Figure 5-8-3 Inter-P2PNWs CA with P2PNW Detection for Centralized Control


The CA with P2PNW cooperation for distributed control is illustrated in Figure 5-8-4 and the following steps may be conducted as an example.
1. CA with P2PNW cooperation is triggered either by the application from higher layer or by other logical functions such as PD, PA, CAc request, etc. 
2. P2PNW Peer Detection: the Peer Requesting CA (PeerReq) scans peer(s) with a fully distributed P2PNW control in proximity until the Peer(s) are found or a predefined timer, tOutScanP2P, has expired.
3. CA for the First Peer with Collision Avoidance: if no peer is detected in proximity, PeerReq may set itself as the first peer in proximity and insert the CCDCH. But there may be a collision scenario, if there are other peers conducting the CCDCH insertion at the same time. To avoid the possible collision, the PeerReq conducts a Collision Avoidance procedure as outlined below.
· Collision Avoidance: the PeerReq defines the CCDCH and its superframe/frame, slot/code/subcarriers etc. based on its application, QoS etc., and then scans the CA request on CCDCH for a time window of tScanCCDCH.
· P2PNW Cooperation: If CCDCH is detected, PeerReq updates it’s CCDCH based on the detection, responds to the request with “accept” to the first peer’s request, updates its peer list with the first peer detected, adjusts superframe/frame, slot/code/subcarriers etc. for peer(s) to make adjustments based on the detection, and broadcasts the updated CA request on CCDCH until timed out or receives “accept” from all the peers on its peer list.
· If no CCDCH is detected, the PeerReq is the first peer in proximity and inserts the CCDCH with its CA request.
· If no response (there is no other peer(s) or P2PNW(s)) or “accept” response(s) are received from other peer(s), the PeerReq is granted with CA.
· [bookmark: OLE_LINK33]P2PNW Cooperation: If the response is “reject” from other peer(s), PeerReq updates the peer list and superframe/frame, slot/code/subcarriers etc. for peer(s) to make adjustments based on the rejection(s) and broadcasts the updated CA request until timed out by tOutChReq or receives “accept” from all the peers on its peer list.
· If granted CA, the PeerReq accesses the channel allocated, and broadcasts the  superframe/frame, slot/code/subcarriers etc. on the beacon/paging/broadcasting – indicating itself in proximity. The other peers also make adjustment with the superframe/frame, slot/code/subcarriers etc. accordingly
· If timed out with tOutChReq, the PeerReq aborts the CA request and reports to the higher layer or function(s) that triggered the CA request. 
4. CA for a New Peer: if a peer or peer(s) are detected, the PeerReq may conduct the CA request as a new peer in the proximity.
· The PeerReq defines superframe/frame, slot/code/subcarriers etc. for peer(s) based on its application, QoS etc., and detected usage of them. Then PeerReq broadcasts the request on the CCDCH (following the fast CCDCH accessing scheme defined in section 5.2.1.1) and waits for other peer’s response on CCDCH or until a predefined timer tOutChReq has expired.
· If timed out by tOutChReq, the PeerReq aborts the CA request and reports to the higher layer or function(s) that triggered the CA request.
· If responded with “accepted” by all peers on its peer list, the PeerReq accesses the channel allocated and broadcasts with superframe/frame, slot/code/subcarriers etc. on beacon/paging/broadcasting - indicating itself in proximity. The other peers also make adjustment with the superframe/frame, slot/code/subcarriers etc. accordingly
· P2PNW Cooperation: If responded with “rejected” by peer(s), the PeerReq adjusts the requested frame, slot/code/subcarriers for peer(s) to make adjustments based on peer’s rejection response, and re-broadcasts the request on CCDCH to peer(s) if not timed out by tOutChReq.



[bookmark: _Ref336169484]Figure 5-8-4 Inter-P2PNWs CA with  P2PNW Cooperation for Distributed Control
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[bookmark: _Toc391511825]Synchronization procedure

Key desired features of synchronization procedure are as follows:

· The purpose of synchronization is to find, at least, the time boundary either at the PHY or the MAC. The time boundary may be symbol, slot, frame, application frame, super frame, etc.
· Synchronization reference signal may be a sequence or a beacon.
· Any PD should be able to synchronize with a PD or PDs in at least the discovery radio range, i.e. synchronized with neighboring PDs.
· There is no specific and static synchronization reference PD operating in a centralized manner, i.e. there is no dedicated PD for sending synchronization reference signal like a coordinator in a centralized control system.
· Synchronization mechanism should support low duty cycling for discovery and peering, i.e. low overhead for discovery and peering.
· Synchronization mechanism should efficiently support PDs participating in one or multiple group communications.
· Synchronization mechanism should efficiently support multi-hop communications.
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· Synchronization reference signal may be a sequence or a beacon.
· Any PD should be able to synchronize with a PD or PDs in at least the discovery radio range, i.e. synchronized with neighboring PDs.
· There is no specific and static synchronization reference PD operating in a centralized manner, i.e. there is no dedicated PD for sending synchronization reference signal like a coordinator in a centralized control system.
· Synchronization mechanism should support low duty cycling for discovery and peering, i.e. low overhead for discovery and peering.
· Synchronization mechanism should efficiently support PDs participating in one or multiple group communications.
· Synchronization mechanism should efficiently support multi-hop communications.

BJ (ETRI) DCN 14-271r2 End


Li (NICT) DCN 14-126r1 Start

No Proposal.
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Quing (Interdigital) DCN 14-328r0 Start

Based on the FM and SBO, Figure 4 illustrates the Context Aware Initial Synchronization (CAIS) under virtually centralized control. The following are some more details about the CAIS:
· If a beacon is received successfully, it will be processed according to the beacon type. If the beacon is a super beacon, the superframe boundaries and the AOL in Frame Map are extracted and passed to the triggering entity. If the beacon is an application beacon, the SBO is extracted to search the super beacon. If a super beacon is not found, the scan will repeat maximum times and then scan the application beacons without AOL. Otherwise, a super beacon is processed as described above. If a received beacon is neither a super beacon nor an application beacon, it shall continue to scan if the maximum scan number is not reached.
· The Application Indicator (AI) is to indicate the criterion/result of selecting applications. For example, if CAIS is triggered by PD, PD can indicate the desired application or application ID to CAIS. The AI can be passed from the triggering entity as a part of the context information at the beginning of CAIS, or received through the interaction between CAIS and the triggering entity. The AI can also indicate whether the applications are desired or not based on AOL. The part in blue is optional if AI is a parameter accessible by CAIS.
· If the AOL is extracted from the super beacon, the scan with AOL is performed. Based on the AI, the time offsets of the desired applications are extracted and the scan function is triggered to find the desired application beacons. The frame/slot boundaries of these applications are extracted passed to the triggering entity.
· The CAIS can be terminated by the triggering entity through the synchronization acknowledgement if the desired application beacon has been found.
· If the desired application is not found during scan, the peer gets synchronized with a beacon according to some criteria. For example, the peer can synchronize with the super beacon or the strongest beacon detected. The criteria can be per-determined or a result of the acknowledgement received from the triggering entity. 
Note: the CAIS procedure also applies to the multi-hop scenarios.



[bookmark: _Ref388947748]Figure 5‑4: Context Aware Initial Synchronization (CAIS) under Virtually Centralized Control

CAIS procedure under hybrid control is presented in Figure 6.



[bookmark: _Ref388949279]Figure 5‑6: CAIS Procedure for Hybrid Control

Quing (Interdigital) DCN 14-328r0 End


[bookmark: _Toc391511826]Discovery procedure
Key desired features of peer discovery procedure:
· Peer discovery function is enabled or disabled triggered by upper layer.
· Peer discovery information is driven from upper layer.
· Peer discovery message contains at least peer discovery information. 
· A PD may transmit peer discovery message periodically during peer discovery broadcasting.

[bookmark: _Toc268857739][bookmark: _Toc268869200][bookmark: _Toc272178175][bookmark: _Toc272180045][bookmark: _Toc272214509][bookmark: _Toc268857740][bookmark: _Toc268869201][bookmark: _Toc272178176][bookmark: _Toc272180046][bookmark: _Toc272214510]Li (NICT) DCN 14-126r1 Start

The discovery procedure is described as follows.
1. [bookmark: _Toc391511827]There is no global clock for common mode. An initiator PD (I-PD) broadcasts a short signal/message on its own clock. Hereafter, we refer to the short signal/message broadcasted over common mode as a trigger signal (TS).
1. [bookmark: _Toc391511828]Length of a TS that is broadcasted via the common mode shall be within the maximum length TcoMAX_send (duration of TS). Re-broadcasting of a TS shall be after a minimum duration TcoMIN_duration (period of TS), as illustrated in Figure 3.1

[image: ]
Figure 3.1 Duration and period of TS.
1. [bookmark: _Toc391511829]An I-PD shall perform CCA before broadcasting a TS. The minimum CCA time is TcoMIN_cca. 
0. [bookmark: _Toc391511830]When CCA reports a clear channel at time tk, the I-PD shall send TS at tk +TcoMIN_duration and stop after sending  the last TS at tk + Nco_send ×TcoMIN_duration, as shown in Figure 3.2. Where, Nco_send is an integer randomly selected within [1, NcoMAX_send], and NcoMAX_send is the maximum number that a TS can be repeatedly broadcasted in an iteration. After an iteration, Nco_send is reset for the next iteration.

[image: ]
Figure 3.2 Maximum transmission number of TS.
0. [bookmark: _Toc391511831]After 3A), the I-PD shall perform CCA again before further broadcasting. When CCA reports a clear channel, the I-PD repeats (iteration) procedure 3A) again.
0. [bookmark: _Toc391511832]Procedure of 3B) will be iterated until the upper layers stop the iteration.
0. [bookmark: _Toc391511833]In each iteration, the group clock provides the information of start time, t_start, of TS which is synchronized to the first broadcasted TS, as well as the information of the current TS time, t_now. The latter is the start time of TS in the current iteration, as illustrated in Figure 3.3.

[image: ]

Figure 3.3 Iteration of TS.

Li (NICT) DCN 14-126r1 End

Joo (ETRI) DCN 14-270r0 Start

No Proposal

Joo (ETRI) DCN 14-270r0 End

BJ (ETRI) DCN 14-271r2 Start
Key desired features of peer discovery procedure:
· Peer discovery function is enabled or disabled triggered by upper layer.
· Peer discovery information is driven from upper layer.
· Peer discovery message contains at least peer discovery information. 
· A PD may transmit peer discovery message periodically during peer discovery broadcasting.

BJ (ETRI) DCN 14-271r2 End

Quing (Interdigital) DCN 14-328r0 Start

To further speed up the PD Scan in the PD process, a hierarchical CAID scanning approach for service-based is detailed in Figure 5-10-1. For user-based, or device-based, the corresponding ID of each level will be used in Figure 5-10-1.



Figure 5-10-1: Fast scan procedure for Discovery.

Quing (Interdigital) DCN 14-328r0 End

Marco (NICT) 14-248r1 Start

The contribution may be inserted multiple locations. For the time being, the proposal is only inserted in one location at Section 5.4. 

Marco (NICT) 14-248r1 End


[bookmark: _Toc391511834]QoS
The MAC sublayer may provide differentiated operations according to traffic types.

Joo (ETRI) DCN 14-270r0 Start

No Proposal
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[bookmark: _Toc391511835]Interference management
Interference among multiple links is managed by the threshold level. 

Marco (NICT & NICTA) DCN 14-246r0 Start

No Proposal

Marco (NICT & NICTA) DCN 14-246r0 End

Quing (Interdigital) DCN 14-328r0 and DCN 14-266r0Start

The contribution may be inserted multiple locations. For the time being, the proposal is only inserted in one location at Section 5.16. 

Quing (Interdigital) DCN 14-328r0 and DCN 14-266r0End

Joo (ETRI) DCN 14-270r0 Start

No Proposal

Joo (ETRI) DCN 14-270r0 End


[bookmark: _Toc391511836]Transmit power control
A PD may perform transmit power control based on channel measurement status.

Marco (NICT & NICTA) DCN 14-246r0 Start 

The power control mechanism is in the form of a game that refines discrete SINR balancing.. A  transmit power is assumed from a discrete available transmit power levels vector Pvec: 
Pvec ϵ (0, 1W] for the 2.4 GHz and 5.7 GHz bands
Pvec ϵ (0, 1mW] band A,D, (0, 20 mW] band B, (0, 250 mW] band C of sub-1GHz band for Japan 
It is assumed that Pvec contains a finite number of possible power levels, e.g., L=21, uniformly spaced in the dB-domain. In single-hop communications, each source node i transmits at power level Pt,i() at each time slot  (1,…T), where the choice of T is according to when it is estimated that the algorithm has finally converged to an optimal solution.  And, without loss of generality for multi-hop communications, within hop periods, at each time slot s, s = 1,…,M+1, source (or relay) node i transmits at Pt,i(s)[footnoteRef:1]. [1:  Time slot M+1, s=M+1, is assumed to precede time slot (+1)1, s=1, for multi-hop communications.] 

[bookmark: _Toc386818121][bookmark: _Toc391511837]Algorithm for Power Control Mechanism 
At time = 0; In the initiation of the mechanism: according to communications priority obtain target PDR, typical values as in equation (7) are pdt,i =0.99, or 0.95 or 0.9. Then compute equivalent target SINR, γt,i, using  equation (8)  if single-hop or decode-and-forward, or equation (9) if detect-and-forward, and parameters from Table 1. 
Initial transmission powers for any source node i,  = 0, Pt,i(0), can be chosen randomly from possible Pvec values, or alternately suitably according to priorities of communications.
 At  = 0;
Set flagi= 0. 
From time  = 0,…,T-1,

 ,   (10)  	Comment by Marco Hernandez: The extra parethesis in denominator of Equation 10 and 12.


where in (10) estimate denominator of received interference + noise power; and numerator, received target signal power , using common methods for SINR estimation such as described in [10-13].
 ;	(11)   where is the known transmit power of node i.

; (12)


; (13)   where  are obtained from Equation (6) and Table 1.
 = +1;
if  ≥ 3   γi(τ-1)≈ γi(τ-2)    Pt,i(τ-1)= Pt,i(τ-2)   flagi = 1,
	    flagi = 2
elseif  ≥ 2   γi(τ-1)≈ γi(τ-2)    Pt,i(τ-1)= Pt,i(τ-2)   flagi = 0,
    flagi = 1;
end if
If flagi = 0,

       ;	         (14)
else,

       ;           
end if		

;

;		(15)

,	(16), where ν=3.

; (A vector of length L of possible utilities )		 (17)

 ; (Find the unique Nash equilibrium point for PD i)     	 (18)

.				 (19)
Transmit Pt,i() from PD i at time slot  ; 
End Algorithm at T = when flagi = 2, .
It should be noted that in all of the preceding Algorithm description, it is assumed the power control occurs synchronously across stages  and PDs i = 1,…,N; this is not a necessary condition, as this distributed power control can also occur asynchronously.
Marco (NICT & NICTA) DCN 14-246r0 End 


Quing (Interdigital) DCN 14-328r0 Start

This section details context-aware power control mechanisms for infrastructure-less Peer-to-Peer Networks (P2PNWs).
4.1 [bookmark: _Toc387073960][bookmark: _Toc391511838]Context and Power Control Information
To enable different power control schemes for different proximity services, Context and Power Control Information (CPCI) concept is proposed in this paper. 
The CPCI contains proximity service related context information and power control information. CPCI may include, but not limited to, the following.
· Proximity Service Based Context Information
· Service Power Category (SPcat): classified according to the power control requirements for different types of proximity services or applications, such as public safety, social networking, commercial advertisement, sensor network, smart office, etc. It may be defined as SPcat = 1, SPcat = 2, etc.
· Service Range (SerR): the typical service radio range for a ProS P2PNW. The service range can vary greatly with different proximity services. For example, the SerR for public safety proximity service will be significant larger than the SerR of a smart home proximity service.
· Power Control Interval (PCInt): the time period for updating or exchanging CPCI as well as for adjusting the transmit power level. For example, the PCInt can be a large value for a ProS P2PNW with very low or no mobility to save the overhead of CPCI exchanges between the transmitter and receiver, comparing with the PCInt value for a ProS P2PNW with high mobility.
· Bandwidth (BW): the bandwidth or subcarriers allocated for a peer in a ProS P2PNW.
· Data Rate (DR): the typical data rate for a proximity service.
· Modulation and Coding Scheme (MCS): the modulation and coding used for a proximity service.
· Latency(Lat): the delay tolerance for a proximity service. For example, emergency proximity services require very low Lat, while keep alive proximity services may have high Lat.
· Location (Loc): the location of a peer for a proximity service. This can be used to estimate the path loss.
· Speed (Sd): typical speed of a peer for a proximity service. It can be used to define PCInt.
· Proximity Service Based Power Control Information
· Transmit Power (TxP): the power level of a transmission during a PCInt from a transmitter in a ProS P2PNW.
· Maximum Transmit Power (MaxTxP): maximum power level allowed for transmission for a ProS P2PNW.
· Minimum Transmit Power (MinTxP): minimum power level required for transmission for a ProS P2PNW.
· Power Adjustment (PAdj): power adjustment for initial or open loop context-aware power control.
· Endpoint (EP): the receiver of a transmission within a ProS P2PNW. There are multiple EPs for broadcast or multicast communications between or within ProS P2PNWs. 
· Path Loss (PL): the attenuation or propagation loss through the wireless channel.
· Received Signal Quality (RxSQ): the received signal quality may be indicated by the measured Received Signal Strength Indicator (RSSI), received Signal Interference Noise Ratio (SINR), or Channel Quality Indicator (CQI), etc. 
The above CPCIs may be selected differently by different proximity services. For example, some proximity service may specify the BW and the other may specify DR.
CPCI is managed across multiple layers: as illustrated in Figure 1, CPCI is service or application  driven, and is usually maintained at and passed from higher layers such as the ProS service or application layer. But the content of CPCI can be updated by lower layers during a session of ProS, based on detected information or measured results at lower layers and fed back to higher layers. 
Also shown in Figure 1, CPCI is updated and exchanged at low layers between or among peers for context-aware power control to ensure reliable proximity services. 


[bookmark: _Ref354151795]Figure 1 Cross-layer CPCIs in Proximity
The CPCI can be inserted into a beacon or broadcasted on the paging, common control, or data channel. The CPCI may also be attached during the transmission of either control or data information, where the CPCI shall be delivered reliably to ensure good power control. Figure 2 provides several examples of CPCI usage for context-aware power control.
A peer or device, engaged in multiple ProS services or ProS P2PNWs shall have the corresponding CPCI set when switching between the transmissions of different ProS services or applications. 


[bookmark: _Ref387069650]Figure 2 Examples of CPCI Usage

4.2 [bookmark: _Toc387073961][bookmark: _Toc391511840]Context-aware Power Control Mechanisms
This section details the procedures for general context-aware power control, context-aware multi-application power control and context-aware point-to-multipoint power control.
4.4.1 [bookmark: _Ref350432601][bookmark: _Ref351036409][bookmark: _Toc391511841]General Context-aware Power Control Procedure
P2PNWs are formed in proximity with the desired contexts, such as services, users, devices, service range, location, etc., between two peers (pair communication) or among peers (group communication). For example, at a shopping mall, there are P2PNWs for social connection , P2PNWs for streaming or content exchange, P2PNWs for broadcasting or multicasting stores’ promotions or personalized advertisements, P2PNWs for gaming, etc. These ProS P2PNWs have different requirements for power control due to the required QoS of each service. Therefore, an effective power control scheme shall be defined by the service or context. Context-aware power control enables different power control schemes for different ProS P2PNWs.
The ProS P2PNWs coexist in a short radio range or proximity and are more vulnerable to interferences caused by other nearby ProS P2PNWs. Therefore power control among the ProS P2PNWs, i.e. inter-P2PNWs power control, is crucial to ensure the QoS for ProS P2PNWs.
The general context-aware power control procedure is illustrated in Figure 3., which contains CPCI Detection, Inter-P2PNWs Power Control, and Intra-P2PNW Power Control. 



[bookmark: _Ref350423993]Figure 3 General Context-aware Power Control 


As illustrated in Figure 3, the detailed steps of a general context-aware power control procedure for Peer 1 of Application i (Appi) are described below.
1. CPCI Detection (shown in Figure 4 and Figure 5)
1) When the TPC procedure is triggered by a higher layer, e.g. ProS application or service layer, Peer Discovery (PD), Peer Association (PA), or others, the Power Control Function (PCF) of Peer1 receives context power control information CPCIAppiPr1,
[bookmark: OLE_LINK9][bookmark: OLE_LINK10]CPCIAppiPr1 = {Appi, SPcati, SerRi, PCInti, BWi/DRi/MCSi, Lati, MaxTxPi
, MinTxPi, PAdji,…}, 
which may be the default values or a history of data from previous TPC sessions. The CPCIAppiPr1 is used as context for context-aware power control.
2) Unlike most current wireless system TPC schemes, there is no central controller or coordinator in infrastructure-less ProS P2PNWs to inform Peer1 of the initial transmit power. Peerl1 must estimate the initial transmit power value based on the context and power control information in proximity. Peer1 shall extract CPCIs in proximity, CPCIProS, 
CPCIProS = { AppProS, SPcatProS, SerRProS, PCIntProS, BWProS/DRProS/MCSProS
, LatProS, MaxTxPProS, TxPProS}
as the typical CPCIProS for context and power control information needed for estimating the initial transmit power.
Peer1 shall also collect the measured Received Signal Quality (RxSQ), RxSQProS, corresponding to TxPProS. 
The CPCIProS detected, RxSQProS measured, and CPCIAppiPr1 from the higher layer are used for estimating the initial inter-P2PNWs transmitting power. The path loss in proximity, PLProS, can be estimated from {TxPProS, RxSQProS}. PLProS is a main factor for estimating the initial transmit power level.




[bookmark: _Ref387070335]Figure 4 CPCI Detection in Proximity 



[bookmark: _Ref387070846]Figure 5 Call Flow for CPCI Detection in Proximity 

2. Context-aware Inter-P2PNWs Power Control (shown in Figure 6 and Figure 7)
1) Peer1 shall set an initial value for its transmit power, TxPAppiPr1, based on
i. the initial inter-P2PNWs transmit power estimation from collected CPCIProS, RxSQProS, and its CPCIAppiPr1,
TxPAppiPr1 = f(CPCIProS, RxSQProS, CPCIAppiPr1),
where f is a function for estimating the initial power value. It can be as simple as averaging the transmit power levels detected in the proximity TxPProS,
ii.  or the minimum transmit power for Appi if no CPCI is detected in proximity.
TxPAppiPr1  = MinTxPAppi,
where MinTxPAppi is the default value for Appi or history data maintained by a higher layer.
2) Peer1 broadcasts the Power Control Request (PCReq) with its TxPAppiPr1 and CPCIAppiPr1 on the Common Channel. 
3) Peer1 adjusts the TxPAppiPr1, MaxTxPi, MinTxPi, PAdji, etc. of its context power control information, CPCIAppiPr1, based on the Power Control Responses (PCRess) from SuperVL, VLs, or Peers in proximity with different inter-P2PNWs control schemes. 
i. SuperVL’s PCRes: TxPAppiPr1 = f(TxPAppiPr1, PAdjAppiSupVL)
ii. VLs’ PCRes: TxPAppiPr1 = f(TxPAppiPr1, PAdjAppiVL1, PAdjAppiVL2, …)
iii. Peers’ PCRes: TxPAppiPr1 = f(TxPAppiPr1, PAdjAppiPr1, PAdjAppiPr2, …)
iv. [bookmark: OLE_LINK7][bookmark: OLE_LINK8]No PCRes: TxP AppiPr1 = min{MaxTxPAppi, (TxPAppiPr1 + PAdjAppi)} , Peer1 increase power by PAdjAppi until timed out.
Where f is a function for adjusting the value of TxPAppiPr1 based on the responses in proximity, i.e. PAdjAppiSupVL, PAdjAppiVL1, PAdjAppiVL2, PAdjAppiPr1, PAdjAppiPr2, etc.



[bookmark: _Ref387071323]Figure 6 Inter-P2PNWs Power Control 



[bookmark: _Ref387071329]Figure 7 Call Flow for Inter-P2PNWs Power Control 

3. Context-aware Intra-P2PNW Power Control (shown in Figure 8 and Figure 9)
1) Peer1 sends PCReq at TxPAppiPr1 collaborated during inter-P2PNWs power control stage.
2) Peer1 adjusts the TxPAppiPr1, MaxTxPi, MinTxPi, PAdji, etc of its context power control information, CPCIAppiPr1, based on the PCRes from Peer2
TxPAppiPr1 = f(TxPAppiPr1, PAdjAppiPr2).
If no PCRes from Peer2, Peer1 will increase TxPAppiPr1 as follows
TxP AppiPr1 = min{MaxTxPAppi, (TxPAppiPr1 + PAdjAppi)}, 
if not timed out. If timed out, Peer1 aborts the TPC session.
Peer1 also inserts the TxP adjustment for the receiver Peer2 PAdjAppiPr1Pr2 in CPCIAppiPr1 to be transmitted to the receiver Peer2.
3) Peer1 transmits data to Peer2 on Appi channel with CPCIAppiPr1 at the power level of TxPAppiPr1, then waits for Peer2’s response.
4) Peer1 adjusts the TxPAppiPr1, MaxTxPi, MinTxPi, PAdji, etc of its context power control information, CPCIAppiPr1, as well as TxP adjustment for the receiver Peer2 PAdjAppiPr1Pr2, based on the PCRes from Peer2 if there is another transmission. Otherwise, Peer1 finishes this TPC session. If no response, Peer1 will increase TxPAppiPr1 and retransmits the data if not timed out. If timed out, Peer1 aborts the TPC session. 



[bookmark: _Ref387071778]Figure 8 Intra-P2PNWs Power Control 




[bookmark: _Ref387071780]Figure 9 Call Flow for Intra-P2PNWs Power Control 

4.4.2 [bookmark: _Toc391511842]Context-aware Multi-application Power Control Procedure
A peer can join one or more P2PNWs simultaneously in proximity. For example, a peer chats with a friend on a social network and checks advertisement or coupons broadcasted by stores in a shopping mall. So context-aware multi-application power control is needed for this scenario. 
As illustrated in Figure 10 and Figure 11, detailed steps for a context-aware multi-application power control procedure for Peer1 involved in both Application i and Application j are described below. 
1. CPCI Detection
The CPCI detection for each application, i.e. Appi or Appj, is similar to what is described in section General Context-aware Power Control Procedure. 
2. Context-aware Inter-P2PNWs Power Control
The inter-P2PNWs power control for each application, i.e. Appi or Appj, is similar to what is described in section General Context-aware Power Control Procedure.
3. Context-aware Multi-application Intra-P2PNW Power Control
The multi-application intra-P2PNW power control within each Application, i.e. Appi or Appj, is similar to what is described in section 5.2.1General Context-aware Power Control Procedure, except that Peer1 must also check if there is a transmission to conduct in the other P2PNW (i.e. Appx) after each successful transmission. If yes, Peer1 switches to the different intra-P2PNW power control setting defined by CPCIAppx related to the Appx that Peer1 switches to.



[bookmark: _Ref350248916]Figure 10 Context-aware Multi-application Power Control




[bookmark: _Ref387072143]Figure 11 Call Flow for Context-aware Multi-application Power Control

Quing (Interdigital) DCN 14-328r0 End

[bookmark: _Toc391511843]Multi-hop operation
To extend the coverage of a PD or group members, a PD or group members relay received data to the destination PD or group members. 

Joo (ETRI) DCN 14-270r0 Start

To extend the coverage of the peer group, peer group relay capable PDs provide hop-relaying. The hop-relaying is performed at the RELAY sublayer by transmitting the received frames not destined to the device to the other side neighbour PD. The allocation of resources for relaying frames and the relaying procedure can be adopted from the IEEE 802.15.4k Timeslot Relaying based Link Extension.

Joo (ETRI) DCN 14-270r0 End

Quing (Interdigital) DCN 14-328r0 Start

The contribution may be inserted multiple locations. For the time being, the contribution is inserted in Section 5.5 for multi-hop Peering and Section 5.2 for multi-hop frame structrure. 

Quing (Interdigital) DCN 14-328r0 End

J. Yu (Chung-Ang Univ.) DCN 14-129r0 Start

To extend the coverage of a PD or group members, a PD or group members relay received data to the destination PD or group members. 

[bookmark: _Toc361024361][bookmark: _Toc391511844]5.14.1	Multi-hop Unicast Data Transmission
When a PD wants to unicast data frame, the PD searches routing entry of destination address in its routing table. If the PD finds the routing entry of destination address, it starts to unicast immediately. If it does not find routing entry of destination address, it multicasts a MGNF (Notification type: 4) to group. When the other PD receives the MGNF, it saves backward route information in its routing table during Tw. Then, it starts to find a routing entry of destination address in its routing table. If a PD receiving MGNF finds routing entry of destination address, it unicasts a MGNF (notification type: 5) to the PD which wants to unicast. 

In the following figure, 
1 A wants to unicast to F within same multicast group which ID is 1, but A does not have routing information of F in A’s routing table. Then, A multicasts a MGNF (Notification type: 4) to group 1. When C receives the MGNF, it saves backward route information in the routing table during Tw. It starts to find a routing entry of F in its routing table. 
2 Since C did not find the routing entry, C forwards the MGNF. When E receives the MGNF, it saves backward route information in a routing table during Tw, it starts to find a routing entry of F in its routing table. 
3 Since E finds routing information of F, E unicasts a MGNF (notification type: 5) to A. C creates routing entry of F in its routing table. 
4 C forwards the MGNF to A. When A receives the MGNF, it creates a routing entry of F in its routing table. Now, A can unicast data to F.
[image: ]
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Figure 21. Unicast Data Transmission

[image: C:\Users\Administrator\Google 드라이브\UC_Drive_shared\PAC Group\Multicasting Protocol\Final Proposal\1.PNG]
 5.14.2. Multi-hop Multicast Transmission
Explained in section 5.6.2.

J. Yu (Chung-Ang Univ.) DCN 14-129r0 End


[bookmark: _Toc391511845]Relative positioning
A PD may measure the relative position of other PDs. 


Joo (ETRI) DCN 14-270r0 Start

The MAC sublayer provides geographical relation information among PDs which are resided within two hops from the device. The geographical relation presents relative angular distance among the neighbour devices. The relation matrix generated from the geographical relation information is advertised to the peer group according to the request.

Joo (ETRI) DCN 14-270r0 End

Igor (NICT) DCN 14-273r0 Start

This contribution does not follow the correct format and it is difficult to find the corresponding contribution. More work needed.

Igor (NICT) DCN 14-273r0 End


[bookmark: _Toc391511846]Power management
A PD should support power management operation including low duty cycling, sleep mode, etc.

Quing (Interdigital) DCN 14-328r0 Start

A typical power management for P2P communications may contain the following operational states as shown in Figure 5-16-1.


Figure 5-16-1: The state machine of the power management

1. Idle: The Peer waits for data transceiving request at this state after a successful Peering, Peering Update, Re-Peering, or data transceiving.
Exit the “Idle” State
a. The Peer exits the “Idle” state and transitions to the “Data Transceiving” state after receiving data transmitting or receiving signal from Higher Layer.
b. The Peer exits the “Idle” state and transitions periodically (i.e. either provisional or defined at “Peering” state ) to the “Peering Update” state for maintaining the association with current peer while not transceiving data.
c. The Peer exits the “Idle” state and transitions to the “Sleep” state for saving power as a result of Higher Layer’s “Sleep” command.
d. The Peer exits the “Idle” state and transitions to the “De-Peering” state as a results of a “De-Peering” Request from either Higher Layer or Air Interface due to the peer’s mobility, channel condition, etc. 
2. Data Transceiving: The Peer enters “Data Transceiving” state from the “Idle” state. The Peer conducts data transmitting or receiving with the other peer via Air Interface at this state.
Exit the “Data Transceiving” State
a. The Peer exits the “Data Transceiving” state and transitions back to the “Idle” state after a successful data transmitting or receiving;
b. The Peer exits the “Data Transceiving” state and transitions to the ‘De-Peering” state after low QoS or a failure of data transceiving due to the peer’s mobility, channel condition, etc.
3. RE-PEERINGPeering Update: The Peer enters the “Peering Update” state from the “Idle” state or the “Sleep” state. The Peer updates the current association with the Peering Update request and/or response with the current peer via the Air Interface.
Exit the “Peering Update” State
a. The Peer exits the “Peering Update” state and transitions back to the “Idle” state after a successful “Peering Update” requested from the “Idle” state to wait for next data transceiving.
b. The Peer exits the “Peering Update” state and transitions to the “Idle” state after a successful “Peering Update” requested from the “Sleep” state as a result of a Higher Layer’s “Wake up” request.
c. The Peer exits the “Peering Update” state and transitions back to the “Sleep” state after a successful “Peering Update” requested from the “Sleep” state as a result of timed “Wake up”.
d. The Peer exits the “Peering Update” state and transitions to the “Re-Peering” state to establish a new link after an unsuccessful “Peering Update” with the current link.
4. Sleep: The Peer enters the “Sleep” state from the “Idle” state either due to a timed out while in the “Idle” state (i.e. after a predefined time interval at the “Idle” state), or as directed by a Higher Layer’s “Sleep” command.
a. The Peer may periodically enter the “Peering Update” state defined by a wake up timer, or enter the “Peering Update” state as a result of a Higher Layer’s “Wake up” command.
b. The Peer may transition to the “De-Peering” state after a predefined time interval without any data transceiving activity (i.e. after the sleep mode is expired), or as a result of a Higher Layer’s “De-Peering” command.
5. De-Peering: The Peer conducts De-Peering request and/or response with the current peer via Air Interface at the “De-Peering” state, and requests “Channel De-allocation” to release the link resources through the “Channel Management” state.
The Peer enters “De-Peering” state
a. from the “Data Transceiving” state due to low QoS or a failure of data transceiving;
b. from the “Idle” state due to a De-Peering request from Higher Layer or Air Interface;
c. from the “Sleep” state due to an expiration of sleep mode or a Higher Layer’s De-Peering request.
The Peer exits the “De-Peering” state 
a. to the “Re-Peering” state as a result of a Higher Layer’s “Resume” (i.e. Re-Peering) command;
b. to the “To Discover” state as a result of a Higher Layer’s “Discover New Peer” command;
c. to “End” Application i as a result of a Higher Layer’s “End Application i” command.
6. Channel Management: de-allocates or releases the channel per the request from “De-Peering” state.
7. Re-Peering: The Peer conducts Re-Peering request and/or response with the current peer via Air Interface. The Peer may request “Channel Allocation” for sending Re-Peering messages or re-establishing the link or channel with the current peer for data transceiving through the “Channel Management” state if needed.
The Peer enters the “Re-Peering” state 
a. from the “Peering Update” state due to a failure of updating the current link, i.e. the current association;
b. from the “De-Peering” state as a result of a “Resume” command from Higher Layer.
Channel for Re-Peering Request
a. Designated Channel: The Peer may request a designated channel to send the “Re-Peering” message through the “Channel Management” state.
b. Common, Dedicated or Public Channel: The Peer may send “Re-Peering” message on a known or predefined common, dedicated, or public channel and may skip the “Channel Management” state for channel allocation.
Channel for Data Transceiving
a. The Peer may request a radio link or channel for the P2P data transceiving during the Re-Peering through the “Channel Management” state for intra-P2PNW channel accessing. The previously allocated channel needs to be de-allocated before a new channel is assigned for the data transceiving.
b. The Peer may also use predefined or previously used radio link or channel for the P2P data transceiving and skip the “Channel Management”.
The Peer exits the “Re-Peering” state
a. to the “Idle” state after a successful Re-Peering;
b. to the “To Discover” state to find a new peer after an unsuccessful Re-Peering with the current peer.



As shown in Figure 5-16-2, the power management call follow for updating connections with idle mode are exampled in the following call flow. 
0. Peer1 & Peer2: Idle 
Peer1 and Peer2 have a P2P session, i.e. Application 1, established and are in the Idle mode after a successful data transceiving.
1. Peer1: Peering Update Request
An Peering Update is inserted either by a predefined Peering Update timer or a High Layer’s Peering Update Request as shown in Figure 6.
2. Peer1 – Peer2: Peering Update Request 
Peer1 sends an Peering Update request to Peer2 via Air Interface.
3. Peer2: Peering Update Indication 
Peer2’s Peering Function indicates to its Higher Layer that an Peering Update request is received.
4. Peer2: Peering Update Response 
Peer2’s Higher Layer returns an Peering Function Response to its Peering Function that the Peering Update request is acknowledged.
5. Peer2 – Peer1: Peering Update Response 
Peer2 sends an Peering Update response to Peer1 via Air Interface to acknowledge the Peering Update.
6. Peer1: Peering Update Confirmation 
Peer1’s Peering Function confirms to its Higher Layer that the Peering Update is successful.
7. Peer1 & Peer2: Idle 
Peer1 and Peer2 return back to Idle.



Figure 5-16-2: The power management call follow for updating connections with idle mode.

As shown in Figure 5-16-3, the power management call follow for updating connections with sleep mode are exampled in the following call flow. 



Figure 5-16-3: The power management call follow for updating connections with sleep mode.

8. Peer1: Sleep Request
A Sleep is enabled either by a predefined Idle monitoring timer (i.e. the Idle is expired), or a High Layer’s Sleep Request as shown in Figure 6.
9. Peer1 – Peer2: Sleep Request 
Peer1 sends Sleep request to Peer2 via Air Interface.
10. Peer2: Sleep Indication 
Peer2’s Higher Layer is notified that a  Sleep request is received.
11. Peer2: Sleep Response 
Peer2’s Higher Layer returns Sleep Response to acknowledge it.
12. Peer2 – Peer1: Sleep Response 
Peer2 sends Sleep response to Peer1 via Air Interface to acknowledge the Sleep request.
13. Peer1: Sleep Confirmation 
Peer1’s Higher Layer is confirmed about the Sleep request.
14. Peer1 & Peer2: Sleep 
Peer1 and Peer2 set their sleep timers accordingly and enter into Sleep for some time.
15. Peer1 & Peer2: Timed Wake Up 
Peer1 and Peer2 wake up by the sleep timers’ expiration.
16. Peer1 & Peer2: Peering Update 
Peer1 and Peer2 performs Peering Update as described above in step 1 ~ 6 .
17. Peer1 & Peer2: Sleep 
Peer1 and Peer2 return back to Sleep.

Quing (Interdigital) DCN 14-328r0 End

BJ (ETRI) DCN 14-271r2 Start

A PD should support power management operation including low duty cycling, sleep mode, etc.

BJ (ETRI) DCN 14-271r2 End


[bookmark: _Toc391511847]Security
Security functions may provide PDs with privacy, authentication and authorization.
Multi-hop operation should not violate the security provision of PDs.



[bookmark: _Toc361024365][bookmark: _Toc391511848]Security modes
Security function provides different security modes on the basis of security requirements.

[bookmark: _Toc391511849]Authentication
Authentication is the process of verifying peers and services. 

Infrastructureless authentication
PAC is fully distributed, and no coordinator is expected to exist to serve as an AAA server. Authentication between PDs may be done using secret information shared between PDs, or certificates issued by a trusted authority.
One-way or mutual authentications may be supported.

Infrastructure authentication
When AAA server and a dynamic coordinator exist, a PD with intermittent connection to the AAA server, authentication between PDs may be achieved using symmetric master key, or certificate issued by the AAA server.
[image: C:\Users\BJ Kwak\Desktop\제목 없음.jpg]
Figure 9. Infrastructure architecture

Authorization
Authorization is the process of deciding if a PD is allowed to access to a certain service provided by a peer. 
Authorization always includes authentication, and grants access rights to PDs on the basis of their trust levels. 

J. Yu (Chung-Ang Univ.) DCN 14-129r0 Start

Security layer provides users with privacy, authentication, and authorization across the network.

[bookmark: _Toc391511850]5.17.1 Security modes
PAC security layer provides three different security modes on the basis of security requirements of network connections.

5.17.1.1 Security mode 1 (non-secure)
When a PAC device is in security mode 1, it shall never initiate any security procedure.

5.17.1.2 Security mode 2 (service level enforced security)
When a PAC device is in security mode 2, it shall initiate security procedures after a channel establishment request has been received or a channel establishment procedure has been initiated by itself. Whether a security procedure is initiated or not depends on the security requirements of the requested channel of service.
A PAC device in security mode 2 should classify the security requirements of its services using the following attributes.

	Security requirement
	Description

	Authentication required

	- Before connecting to the application, the remote device must be authenticated

	Authorization required

	- Access is only granted automatically to trusted PAC devices, or untrusted devices after an authorization procedure
- Always requires authentication to verify that the device is the right one

	Encryption required

	- The link must be changed to encrypted mode, before access to the service is possible



Security mode 1 can be considered as a special case of security mode 2 where no service has registered any security requirements.

5.17.1.3 Security mode 3 (link level enforced security)

When a PAC device is in security mode 3, it shall initiate security procedures before the channel is established.

5.17.2 Security parameters

PAC security layer uses the following security parameters.

	Parameters
	Description

	PAC_ADDR
	PAC device address (unique for each device)

	AUTH_KEY
	Authentication key used for authentication purposes

	ENC_KEY
	Encryption key for secure unicast

	GENC_KEY
	Group encryption key for secure group communication

	RAND
	Frequently changing random or pseudo-random number


5.17.3 Key Derivation
For secure communications between PAC devices in networks, several key materials are derived using the shared secret information between the devices.
Following figure shows the key derivation procedure between devices using PIN secretly shared during the peering phase.
[image: EMB0000221c79d9]Figure 22. Key derivation


Each key material shall be derived selectively on the basis of the security mode. For example, when a PAC device is in security mode 1, it shall never initiate any security procedure. When a PAC device is in security mode 3, it shall derive all of the above key materials, such as AUTH_KEY and ENC_KEY between the devices.

5.17.4 Authentication

Authentication is the process of verifying ‘who’ is at the other end of the link. In PAC security layer, authentication is performed for devices, or services.
Technically, authentication is achieved based on the stored authentication key (AUTH_KEY) or by peering (entering a PIN).
Flowchart for authentication is shown as a follow.

[image: EMB000055d86c49]Figure 23. Flowchart for authentication


5.17.4.1 Infrastructureless authentication
In PAC networks where there is no coordinator or AAA(Authentication, authorization, accountability) server, authentication between PAC devices are done using PIN, or certificate issued by the trusted authority.
[image: EMB0000221c79e8]Figure 24. Infrastructureless architecture


5.17.4.1.1 PIN establishment issue
When PAC devices authenticate each other using PIN, they have to share PIN in advance. There are two ways of establishing PIN: (1) offline establishment, (2) online establishment. Because offline establishment shares PIN directly, it is secure in any environment. However, it has no scalability. On the other hand, online establishment, is not secure against the man-in-the-middle attack and replay attack in multi-hop network.

5.17.4.1.2 One-way authentication procedure
Some applications might require only one-way authentication. Following figure shows the one-way authentication procedure between PAC devices A (verifier) and B (claimant).

[image: EMB0000221c79dc]Figure 25. One-way authentication

When a verifier A requires to authenticate B, (1) A sends a random number A.RAND to B, (2) A and B computes a secret information SRES’ and SRES, respectively, using pseudo-random function (PRF) on inputs of A’s random number (A.RAND), PAC address of B (B.PAC_ADDR), and authentication key shared between them (AUTH_KEY), (3) B sends SRES, (4) A checks if SRES is equal to SRES’. If they match, authentication succeeds; if not, authentication fails. 

5.17.4.1.3 Mutual authentication procedure
Some applications might require mutual authentication. Following figure shows the mutual [image: EMB0000221c79e5]authentication procedure between PAC devices A and B.
Figure 26. Mutual authentication procedure

When PAC devices A and B authenticate each other, (1) A sends its address (A.PAC_ADDR) with a random number (A.RAND) to B, (2) B also sends its address (B.PAC_ADDR) with a random number (B.RAND) to A, (3) A and B optionally computes encryption key (ENC_KEY) on the input of all of the previously exchanged information and AUTH_KEY. Then, they shall verify each other when they communicate using a secure channel protected by the shared ENC_KEY.

5.17.4.1.4 Device-to-device connection
We propose device-to-device authentication protocol without infrastructure that is secure in PAC networks. Our scheme achieves security criteria which is secure against the man-in-the-middle attack and replay attack in multi-hop network. Note that we assume PIN is distributed to each device securely before the proposed authentication protocol. Following figure shows the device-to-device authentication procedure between PAC devices A (verifier) and B (claimant).Figure 27. device-to-device authentication procedure

[image: C:\Users\PC\Desktop\그림1.png]
When PAC devices A and B authenticate each other, (1) A and B share PIN securely, (2) A and B reset the Seq_Num to 0. A generates random number. Then, it generates  using pseudo-random function PRF on inputs  and PIN, (3) A sends  in plaintext and MIN of  generated with a key which is XOR of A’s Seq_Num, B’s device information , A’s device information , and PIN to device B, (4) B enters the PIN and generates MIC of received  with a key, that is PINSeq_Num. If the MIC from B is equal to MIC from A, B can generate accurate initial key  using pseudo-random function PRF on inputs  and PIN.

5.17.4.1.5 Device-to-(device in a specific group) connection
We propose device-to-(device in a specific group) authentication protocol without infrastructure that is secure in PAC networks. Our scheme achieves security criteria which is secure against the man-in-the-middle attack and replay attack in multi-hop network. Note that we assume PIN is distributed to each device securely before the proposed authentication protocol. Following figure shows the device-to-(device in a specific group) authentication procedure between PAC devices A (verifier) and B (claimant) which is in the Group G.Figure 27. device-to-device authentication procedure

[image: C:\Users\PC\Desktop\그림2.png]
Figure 28. Device-to-(device in a specific group) authenticatino procedure



When PAC device A and PAC device group G authenticate each other, (1) A and G share PIN securely, (2) A and G reset the Seq_Num to 0. A generates random number. Then, it generates  using pseudo-random function PRF on inputs  and PIN, (3) A sends  in plaintext and MIN of  generated with a key which is XOR of A’s Seq_Num, G’s group information , A’s device information , and PIN to group G, (4) G enters the PIN and generates MIC of received  with a key, that is PINSeq_Num. If the MIC from G is equal to MIC from A, G can generate accurate initial key  using pseudo-random function PRF on inputs  and PIN, (5) A sends the request message of connection with B to group manager GM, (6) GM distribute a temporary key  to A and B securely. Then, A and B generate a new.

5.17.4.1.6 Security analysis 
Here we sketch the proof of our proposed schemes against Man-In-The-Middle (MITH) and replay attack. Note that we assume PIN and  are securely shared. After sharing PIN,  is transmitted with Message Integrity Code (MIC) for . in both protocols. Claimant can check the integrity of . And validity of the sender by exploiting MIC. As a result, these two proposed scheme are secure against MITM attack. In addition, exploiting sequential number, PAC devices check replayed message since they know the sequential number from MIC and receivers’ sequential number are different. Therefore device-to-device and device-to-(device in a specific group) authentication protocol are secure against MITM and replay attack.

5.17.4.2 Infrastructure authentication
In PAC networks where there is an AAA(Authentication, authorization, accountability) server and a dynamic coordinator, which is a PAC device with intermittent connection to the AAA server, authentication between PAC devices are done using symmetric master key, or certificate issued by the AAA server

[image: EMB0000221c79eb]Figure 29. Infrastructure architecture


When a PAC device A and B (coordinator) authenticate each other, the mutual authentication procedure shall progress as a following figure.
[image: EMB0000221c79ee]
Figure 30. Infrastructure authentication


The authentication procedure consists of EAP authentication between a PAC device A and an AAA server, authentication key generation and 3-way handshake between PAC device A and B, and encryption key/group key delivery process. 

5.17.4.2.1 EAP authentication
EAP (Extensible authentication protocol) authentication uses Extensible Authentication Protocol [IETF RFC 3748] in conjunction with an operator-selected EAP Method (e.g. EAP-TLS [IETF RFC 2716]). The EAP method will use a particular kind of credential – such as an X.509 certificate in the case of EAP-TLS, or a Subscriber Identity Module in the case of EAP-SIM.
The particular credentials and EAP methods that are to be used are outside of the scope of this specification. However, the EAP method selected should fulfil the following mandatory criteria listed in section 2.2 of RFC 4017: (1) mutual authentication, (2) protection against the man-in-the-middle attack. Use of an EAP method not meeting these criteria may lead to security vulnerabilities.
In the PAC authentication procedure, EAP yields the512-bit master secret key (MSK), which is delivered to a PAC device A by an AAA server.
Then the other key encryption keys (KEK) and HMAC/CMAC keys are derived from the MSK

5.17.4.2.2 Authentication key generation
After EAP authentication, the PAC device A and AAA server generate PMK using a truncation function as a follow.

PMK = Truncate(MSK, 160)

Then, the AAA server sends PMK to the coordinator B securely. On receipt of it, the coordinator B and the PAC device A generate authentication key using PMK.

AUTH_KEY = PRF(PMK, A.PAC_ADDR, B.PAC_ADDR)

Then, PD A and coordinator B derive shared KEK, HMAC/CMAC key from the AUTH_KEY.

5.17.4.2.3 SA-ENC 3-way handshake
SA-ENC 3-way handshake consists of the following messages.
(1) SA-ENC-Challenge message (A ← B): B.random, sequence number, PMK lifetime, HMAC/CMAC digest
(2) SA-ENC-Request message (A → B): A.random, B.random, sequence number, security capabilities, security negotiation parameters, HMAC/CMAC digest
(3) SA-ENC-Challenge message (A ← B): A.random, B.random, sequence number, [SA-ENC_KEY-update,] SA-descriptor, security negotiation parameters, HMAC/CMAC digest

Integrity of the above handshake messages are protected by MAC digest against forgery attack. Optional SA-ENC_KEY-update contains all the keying materials for the ENC_KEY update and distribution, which is encrypted with KEK
SA-ENC 3-way handshake provides the following security guarantees:
· Full mutual authentication, 
· Message (2) indicates to the coordinator B that a PD A is alive and that A possesses the AUTH_KEY
· Message (3) indicates to the PD A that the coordinator B is alive
· The coordinator B is guaranteed that SA-ENC-Update is sent by the PD A and is fresh

5.17.4.2.4 Encryption key delivery
After a successful authorization, the PAC device A shall dynamically requests parameters for SA (security association) including ENC_KEY through KEY_Request and KEY_Reply messages. When a secure communication is required between the devices, the connections are encrypted using the ENC_KEY.

5.17.4.2.5 Group key delivery
In a network environment where the secure multicast and broadcast service (MBS) is supported, additional group key (GENC_KEY) generation and delivery process shall be performed optionally after ENC_KEY distribution procedure. Then, the group communication are encrypted using the GENC_KEY.

5.17.4.3 Authorization
Authorization is the process of deciding if device X is allowed to have access to service Y. 
Authorization always includes authentication, and grants access rights to devices on the basis of their trust levels.

	Device trust level
	Description

	Trusted device
	- The device has been previously authenticated
- An authentication key is stored
- The device is marked as “trusted” in the device DB

	Untrusted device
	- The device has been previously authenticated
- An authentication key is stored
- But, the device is not marked as “trusted” in the device DB

	Unknown device
	- No security information is available for this device
- This is also an untrusted device



Trusted devices (authenticated) are allowed to services, but untrusted or unknown devices may require authorization based on interaction before access to services is granted.
Technically, key would be derived or given (established) to the authorized user during the authorization procedure.
[image: EMB000055d86c4c]Flowchart for authorization is shown as a follow.Figure 31. Flowchart for authorization
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PAC shall coexist with non-PAC devices operating in unlicensed bands.
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No Proposal
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PAC shall coexist with non-PAC devices operating in unlicensed bands.
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A PD has at least an interface between the MAC and an upper layer.
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A PD has at least an interface between the MAC and an upper layer.
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[bookmark: _Toc391511853]Context Management
One-Hop Remote Context Exchange


Figure 5-19-1 One-hop remote context exchange architecture

Figure 5-19-1 illustrates the proposed basic context management architecture for proximity communications, where:
· Context Manager (CM) is a MAC-layer function and resides in each peer. 
· The CM in a peer maintains a context database which may contain context information about this peer and other peers. The CM can issue context management related requests to other CMs. The CM can also receives requests from other CMs and make responses. The CM can also receives requests from local higher layer, local MAC functions, and local PHY layer, and make responses. 
· CM can be directly accessed by other MAC functions such as dicoverty, Peering, relaying, etc. 
· CM can also directly interract to higher layer (e.g. applications) and/or PHY layer through inter-layer primitives
· The CM in one peer can communication to the CM in another peer through MAC layer frames over the interface “Icm” as indicated in Figure 5‑1. When two CMs talk to each other, client/server model may be used.Basically, one CM acts a Client and the other CM acts as a Server The client CM sends request to and waits for response from the server CM.
· One CM (e.g. a CM Server) can simultaneously talk multiple other CMs (e.g. CM Clients) on other peers via multicast/broadcast. 
· If higher layer, PHY layer,  or MAC-layer functions can not find the required context information from the local CM (i.e. the CM on the same peer), the local CM can contact the remote CM (i.e. the CM on another peer) by sending a request for  the required context information. 
· The CM is able to perform context analytics or operations such as context filtering, context summarization, context aggregation, etc. 




Figure 5-19-2 One-hop remote context exchange procedure

The procedures for One-hop remote context exchange procedure is illustrated in Figure 5-19-2, where,
· Step 1: CM 1 sends Context Request frame to CM 2. This message may contain the following fields/parameters:
· List of Context Operations: to indicate the operations to be performed in CM 2. CM 1 may contain multiple operations in one Context Request frame. 
· List of Context ID: to indicate the context IDs which the operations will be operated on. 
· Response Indication: to indicate if the responses should be sent back in one MAC frame or can be in separate MAC frames. 
· Step 2: CM 2 sends Context Response frame back to CM 1. Note that the response for CM 1 may be too long to be included in one MAC frame. Instread, multiple MAC fames are needed. In this message, the following fields/parameter may be included:
· Number of Remained Responses: to indidate how many responses (i.e. Context Response frame) are left to be transmitted after the response in Step 2.
· ACK Indication: to indicate if an ACK is required for the  Context Response frame. This ACK indication can also indicate if the required ACK is for each left responses or one ACK for certain number of responses. 
· List of Operations: to indidate the operation(s) which this response is for. 
· List of Context ID: to indicate the context IDs which this response is for. 
· Context Values: to contain the values of related context.
· Step 3: CM 1 sends Context Response ACK frame to CM 2 if Step 2 requires such an acknowledgement. 
· Step 4: CM 2 sends the left Context Response to CM 1, similar to Step 2.
· Step 5: CM 1 sends Context Response ACK to CM 2, similar to Step 4.
· More steps may be repeated until all responses for Step 1 are transmited from CM 2 to CM 1. 


Multi-Hop Remote Context Exchange


Figure 5-19-3 Multi-hop remote context exchange architecture
Figure 5-19-3 illustrates proxy-based context management architecture where,
· Context Manager Client (CMC) indirectly communicates to Context Manager Server (CMS) via Context Manager Proxy (CMP).
· CMC, CMS, and CMP are MAC-layer function. The CM in one peer may act as any combination of CMC, CMP, and CMS.
· CMC issues requests to CMP and receives response from CMP
· CMP receives the request from CMC and it may perform:
· Translate the request to the format which CMS can understand if needed, and forward the translated request to CMS. 
· Optionally, CMP may send response to CMC directly without contacting CMS.
· CMS receives translated request from CMP and sends response back to CMC. 
· For example, one game player in a group of players (peers) may act as CMP
· to manage and control context information exchanging among other players, or 
to collect context information about some peers which can be shared and discovered by other peers.


 Figure 5-19-4 Multi-hop proxy-based remote context exchange procedure

Figure 5-19-4 illustrates the procedures for proxy-based context exchange, where:
· Step 1: The CMC on peer 1 sends Context Request frame to the CMP on peer 2. 
· Step 2: The CMP looks up its local context database. If there are enough context information to answer the Context Request in Step 1, it sends Context Response Frame to CMC and the following steps may not be required; otherwise, it may translate the Context Request into the format which CMS can understand. 
· Step 3: The CMP sends Context Request frame to CMS on the peer 3.
· Step 4: The CMS on peer 3 sends Context Response frame to the CMP.
· Step 5: The CMP sends Context Request frame to CMS on the peer 4.
· Step 6: The CMS on peer 4 sends Context Response frame to the CMP.
· Step 7: The CMP aggregates the responses received from both CMSs and sends Context Response frame to the CMC. 

Local Context Exchange



(a)



(b)
Figure 5-19-5 Local context operations

Figure 5-19-5 illustrates the procedures for local context operations. In Figure 5-19-5 (a)
· Step 1: Higher layer, PHY layer, and/or MAC functions issues Context Request Primitive to CM 1 on the same peer. This primitive may contain the following information:
· Primitive ID: to indicate the type of this primitive.
· List of Context Operations: to indicate the operations to be performed in CM 2. CM 1 may contain multiple operations in one Context Request frame. 
· List of Context IDs: to indicate the context IDs which the operation will be operated on. 
· Step 2: CM 1 sends Context Confirmaiton Primitive to higher layer, PHY layer, and/or MAC functions. This primitive may contain the following information:
· Primitive ID: to indicate the type of this primitive
· Context Values: to indicate the values of requested context. 
Figure 5-19-5 (b),
· Step 1: CM 1 sends Context Indicaiton Primitive to higher layer, PHY layer, and/or MAC functions. This primitive may contain the following information:
· Primitive ID: to indicate the type of this primitive
· List of Context Operations: to indicate the operations to be performed in CM 2. CM 1 may contain multiple operations in one Context Request frame. 
· List of Context IDs: to indicate the context IDs which the operation will be operated on. 
· Step 2: Higher layer, PHY layer, and/or MAC functions issues Context Response Primitive to CM 1 on the same peer.
· Primitive ID: to indicate the type of this primitive
· Context Values: to indicate the values of requested context. 

Session-based Context Operations


Figure 5-19-6 Session-based context operations

Figure 5-19-6 illustrates the procedures for Session-based Context Operations, where:
· Step 1: CM 1 sends Context Begin frame the CM 2 to request the beginning of a context exchange session.
· Step 2: CM 2 sends Context Begin Approval frame to CM 1 to approve CM 1’s request for the context exchange session.
· Step 3: CM 1 sends Contex Request frame to CM 2.
· Step 4: CM 2 sends Context Response frame to CM 1.
· The following Step 5 and Step 6 just repeat Step 3 and Step 4. 
· Step 5: CM 1 sends Contex Request frame to CM 2. 
· Step 6: CM 2 sends Context Response frame to CM 1.
· Step 7: CM 2 sends Contex Request frame to CM 1.
· Note that CM 2 can piggyback Context Request in Step 6 when it sends Context Response to CM 1. 
· Optionally, CM 2 can also send Context Request before CM 1 finishes its turn (i.e. request context information from CM 2).
· Step 8: CM 1 sends Context Response frame to CM 2.
· Step 9: CM 1 sends Context End frame to CM 2 to request to stop the current context exchange session. 
· Step 10: CM 2 sends Context End ACK frame to CM 1 as an acknowledgement. 


[bookmark: _Toc388952057][bookmark: _Toc388952612][bookmark: _Toc391511854]Cross-Layer Context Management
Context is the information which describes situation and surroundings about a PD. Context information exists in P2P communications, which can be categorized into the following classes: 1) Device context that describes device profile, capability, and/or status (e.g. location, battery level, mobility, etc.). 2) Network context that shows network conditions and measurements (e.g. link quality, congestion, bandwidth, etc.). 3) User context that indicates properties about a user or a group of user (e.g. gender, age, address, body conditions, shopping behavior, relationship, etc.). 4) Service context that is related to characteristics of services (e.g. service category, service rate). In another aspect, different protocol layers may have or generate different context information. For instance, PHY and MAC layers generate device and network context while higher layers have service context and/or user context. 

Context management is responsible for managing PD context information within a PD and across multiple PDs. Specifically, the following functions are specified for context management: 1) context manager; 2) Context management between high layer and MAC layer; 3) context management between PHY layer and MAC layer. 

[bookmark: _Ref378928074][bookmark: _Toc387049428]Context Manager
Context Manager (CM) is a MAC-layer function and resides in each PD. The CM in a PD shall maintain a context database which should contain context information about this PD and/or other PDs. The CM shall be responsible for intra-PD context management and inter-PD context management as shown in Figure 12. 
· Intra-PD Context Management: The CM receives context management primitives from high layer or PHY layer and makes responses via two Service Access Points (SAPs), i.e. High Layer Context Management (HLCM) SAP and PHY Layer Context Management (PLCM) SAP.   
· Inter-PD Context Management: The CM in PD 1 can issue context management requests by sending MAC frames to the CM in PD 2 to trigger context management interactions between two PDs. When two CMs communicate with each other, Client/Server model should be used. Basically, one CM acts a Client and the other CM acts as a Server. The Client CM sends request to and waits for responses from the Server CM over the air. 

Both intra-PD and inter-PD context management has two cases: 1) context management between high layer and MAC layer; 2) context management between PHY layer and MAC layer. 



[bookmark: _Ref378928147]Figure 5‑15. Proposed Cross-Layer Context Manager

[bookmark: _Ref387011357][bookmark: _Toc387049429]Context Management between High Layer and MAC Layer
The context management functions between high layer and MAC layer shall include 1) reporting context information from high layer to MAC layer; 2) retrieving context information from high layer to MAC layer; 3) deleting context information from high layer to MAC layer; 4) subscribing context information from high layer to MAC layer; 5) notifying context information from MAC layer to high layer.   
Such functions shall be fulfilled by the following primitives.
· Primitives for reporting context information (Figure 13): HLCM-REPORT.Request, HLCM-REPORT.Confirm, HLCM- REPORT.Indication, HLCM- REPORT.Response.
· Primitives for retrieving context information (Figure 14): HLCM-RETRIEVE.Request, HLCM-RETRIEVE.Confirm, HLCM-RETRIEVE.Indication, HLCM-RETRIEVE.Response. 
· Primitives for deleting context information (Figure 15): HLCM-DELETE.Request, HLCM-DELETE.Confirm, HLCM-DELETE.Indication, HLCM-DELETE.Response. 
· Primitives for subscribing context information (Figure 16): HLCM-SUBSCRIBE.Request, HLCM-SUBSCRIBE.Confirm, HLCM-SUBSCRIBE.Indication, and HLCM-SUBSCRIBE.Response
· Primitives for notifying context information (Figure 17): HLCM-NOTIFY.Request, HLCM-NOTIFY.Confirm, HLCM-NOTIFY.Indication, and HLCM-NOTIFY.Response. 

1.1.5.1.1. Report Context Information
Four primitives are defined for reporting context information from high layer to MAC layer. 

HLCM-REPORT.Request primitive shall contain a set of context elements to be created or updated. Each context element should consist of three parameters:
· contextName: It is the name (e.g. identifier) of context information to be created or updated.
· contextValue: It is the value of the context information to be created or updated.
· This parameter could be optional. If this parameter is not included, it means that the high layer just reports the name or type of context information it provides. 
· peerID: It is the identifier of remote peer devices (i.e. recipients) for remote context report. This parameter could contain multiple identifiers if the high layer requests to update context information as denoted by contextName at multiple remote peer devices. This parameter should not be included for intra-PD context reporting.   

HLCM-REPORT.Indication primitive shall contain a set of context elements received from the originator. Each context element consists of three parameters.
· contextName: It is the name (e.g. identifier) of context information as received.
· contextValue: It is the value of the context information as received.
· peerID: It is the identifier of originator for inter-PD context reporting.  

HLCM-REPORT.Response primitive shall contain simple acknowledgement for HLCM-REPORT.Indicaiton primitive. This primitive could be optional. 

HLCM.REPORT.Confirm primitive shall contain a set of result elements for each received context element as indicated in HLCM-REPORT.Request primitive. Each result element contains three parameters:
· contextName: It is the name (e.g. identifier) of context information.
· result: It stands for the result (i.e. success or failure).
· peerID: It is the identifier of remote peer device which sends back response for remote context report. 

Figure 13 shows the procedure and primitives for reporting context information from high layer to context manager where the context manager is a part of MAC layer. The following steps are required. Note that Step 2-5 will not be needed if it is local context information reporting.
· Step 1: The originator high layer sends HLCM-REPORT.Request to the originator context manager. This primitive shall contain contextName, contextValue, and identifiers of remote PDs for inter-PD context report.
· Step 2: The originator CM sends Context Report Request command over the air to the recipient MAC. This message shall contain contextName and contextValue.
· Step 3: The recipient CM sends HLCM-REPORT.Indication to the recipient high layer. 
· Step 4: The recipient high layer sends HLCM-REPORT.Response to the recipient CM. 
· Step 5: The recipient CM sends Context Report Response command over the air to the originator MAC. This message shall contain contextName and result.
· Step 6: The originator CM sends HLCM-REPORT.Confirm to the originator high layer to indicate the context report result (i.e. success or failure). 



[bookmark: _Ref387011530]Figure 5‑16. Primitives and Procedures for Reporting Context Information via HLCM SAP

1.1.5.1.2. Retrieve Context Information
Four primitives are defined for high layer to retrieve context information at MAC layer. 

HLCM-RETRIEVE.Request primitive shall contain a set of context elements to be retrieved. Each context element consists of two parameters:
· contextName: It is the name (e.g. identifier) of context information to be retrieved.
· peerID: It is the identifier of remote PDs (i.e. recipients) for inter-PD context retrieval. This parameter could contain multiple identifiers if the high layer requests to retrieve context information as denoted by contextName from multiple remote PDs.  

HLCM-RETRIEVE.Indication primitive shall contain a set of context elements received from the originator. Each context element should consist of two parameters.
· contextName: It is the name (e.g. identifier) of context information to be retrieved.
· peerID: It is the identifier of originator PD.  

HLCM-RETRIEVE.Response primitive shall contain simple acknowledgement for HLCM-RETRIEVE.Indicaiton primitive and contain contextValue corresponding to contextName. 

HLCM-RETRIEVE.Confirm primitive shall contain a set of result elements for each received context element as indicated in HLCM-RETRIEVE.Request primitive. Each result element should contain three parameters:
· contextName: It is the name (e.g. identifier) of context information.
· contextValue: It is the value of the context information.
· peerID: It is the identifier of remote peer device which sends back response for remote context retrieve. 

Figure 14 illustrates the procedure and primitive for the high layer to retrieve context information (either from local CM or remote CM). Note that Steps 2-5 are not required for local intra-PD context retrieval. 
· Step 1: The originator high layer sends HLCM-RETRIEVE.Request to the originator CM.
· Step 2: The originator CM sends Context Retrieve Request command over the air to the recipient CM. This message shall contain contextName to be retrieved. 
· Step 3: The recipient CM sends HLCM- RETRIEVE.Indication to the recipient high layer. 
· Step 4: The recipient high layer sends HLCM- RETRIEVE.Response to the recipient CM. 
· Step 5: The recipient CM sends Context Retrieve Response command over the air to the originator CM. This message should contain pairs of contextName and contextValue.
· Step 6: The originator CM sends HLCM-RETRIEVE.Confirm to the originator high layer. 




[bookmark: _Ref378941764]Figure 5‑17. Primitives and Procedures for Retrieving Context Information via HLCM SAP

1.1.5.1.3. Delete Context Information
Four primitives are defined for high layer to delete context information at MAC layer. 

HLCM-DELETE.Request primitive shall contain a set of context elements to be deleted. Each context element should consist of two parameters:
· contextName: It is the name (e.g. identifier) of context information to be deleted.
· peerID: It is the identifier of remote PDs (i.e. recipients) for remote inter-PD context deletion. This parameter could contain multiple identifiers if the high layer requests to delete context information as denoted by contextName from multiple remote PDs.  

HLCM-DELETE.Indication primitive shall contain a set of context elements received from the originator. Each context element should consist of two parameters.
· contextName: It is the name (e.g. identifier) of context information to be deleted.
· peerID: It is the identifier of originator for remote inter-PD context deletion.  

HLCM-DELETE.Response primitive shall contain simple acknowledgement for HLCM-DELETE.Indicaiton primitive. This primitive could be optional.

HLCM-DELETE.Confirm primitive shall contain a set of result elements for each received context element as indicated in HLCM-DELETE.Request primitive. Each result element should contain three parameters:
· contextName: It is the name (e.g. identifier) of context information being deleted.
· result: It is the result of context deletion (i.e. success or failure).  
· peerID: It is the identifier of remote PD which sends back response for remote context deletion. 

Figure 15 shows the procedure and primitive for the high layer to delete context information (either from local CM or remote CM). Note that Steps 2-5 are not required for local intra-PD context deletion. 
· Step 1: The originator high layer sends HLCM-DELETE.Request to the CM
· Step 2: The originator MAC sends Context Delete Request command over the air to the recipient CM. This message should contain contextName.
· Step 3: The recipient CM sends HLCM- DELETE.Indication to the recipient high layer. 
· Step 4: The recipient high layer sends HLCM-DELETE.Response to the recipient CM. 
· Step 5: The recipient CM sends Context Delete Response command over the air to the originator CM. This message should contain contextName and context deletion result (i.e. success or failure). 
· Step 6: The originator CM sends HLCM-DELETE.Confirm to the originator high layer to indicate the context deletion result (i.e. success or failure). 




[bookmark: _Ref378941784]Figure 5‑18. Primitives and Procedures for Deleting Context Information via HLCM SAP

1.1.5.1.4. Subscribe Context Information
Four primitives are defined for high layer to subscribe context information at MAC layer. 

HLCM-SUBSCRIBE.Request primitive shall contain a set of context elements to be subscribed. Each context element should consist of three parameters:
· contextName: It is the name (e.g. identifier) of context information to be subscribed.
· subscriptionCriteria: It is the criteria or condition to generate notification such as notification frequency or minimal time interval between two neighboring notifications. 
· timeDuration: It is the lifetime of the requested subscription.
· peerID: It is the identifier of remote PDs (i.e. recipients) for remote inter-PD context subscription. This parameter could contain multiple identifiers if the high layer requests to retrieve context information as denoted by contextName from multiple remote PDs.  

HLCM-SUBSCRIBE.Indication primitive shall contain a set of context elements received from the originator. Each context element should consist of two parameters.
· contextName: It is the name (e.g. identifier) of context information to be subscribed.
· peerID: It is the identifier of originator for remote subscribing.  

HLCM-SUBSCRIBE.Response primitive shall contain simple acknowledgement for HLCM-SUBSCRIBE.Indicaiton primitive. This primitive could be optional.

HLCM-SUBSCRIBE.Confirm primitive shall contain a set of result elements for each received context element as indicated in HLCM-SUBSCRIBE.Request primitive. Each result element should contain three parameters:
· contextName: It is the name (e.g. identifier) of context information.
· timeDuration: It is the approved or assigned lifetime for the subscription. The value of zero stands for that the subscription request is rejected. 
· peerID: It is the identifier of remote PD which sends back response for remote inter-PD context subscription. 

Figure 16 shows the procedure and primitive for the high layer to subscribe context information (either from local CM or remote CM). Note that Steps 2-5 are not required for local intra-PD context subscription. 
· Step 1: The originator high layer sends HLCM-SUBSCRIBE.Request to the originator CM.
· Step 2: The originator CM sends Context Subscribe Request command over the air to the recipient CM. This message shall contain contextName, subscription criteria, and time duration for the context subscription.
· Step 3: The recipient CM sends HLCM-SUBSCRIBE.Indication to the recipient high layer. 
· Step 4: The recipient high layer sends HLCM-SUBSCRIBE.Response to the recipient CM. 
· Step 5: The recipient CM sends Context Subscribe Response command over the air to the originator CM. This message shall contain contextName and the context subscription result (i.e. success or failure).
· Step 6: The originator CM sends HLCM-SUBSCRIBE.Confirm to the originator high layer to indicate the context subscription result (i.e. success or failure). 



[bookmark: _Ref378941823]Figure 5‑19. Primitives and Procedures for Subscribing Context Information via HLCM SAP

1.1.5.1.5. Notify Context Information
Four primitives are defined for MAC layer to send context notification to high layer. 

HLCM-NOTIFY.Request primitive shall contain a set of context elements to be notified. Each context element should consist of three parameters:
· contextName: It is the name (e.g. identifier) of context information to be notified.
· contextValue: It is the value of context information to be notified.
· peerID: It is the identifier of remote PD(s) (i.e. recipient(s)) for remote notification. This parameter could contain multiple identifiers if the CM requests to notify context information as denoted by contextName to multiple remote PDs.  This parameter should not be required for local intra-PD context information notification. 

HLCM-NOTIFY.Indication primitive shall contain a set of context elements received from the originator. Each context element should consist of two parameters.
· contextName: It is the name (e.g. identifier) of context information to be notified.
· peerID: It is the identifier of originator for remote inter-PD notification.  

HLCM-NOTIFY.Response primitive shall contain simple acknowledgement for HLCM-NOTIFY.Indicaiton primitive. This primitive could be optional.

HLCM-NOTIFY.Confirm primitive shall contain two parameters.
· contextName: It is the name (e.g. identifier) of context information as received.
· peerID: It is the identifier of recipient for remote inter-PD notification.  


Figure 17 shows the procedure and primitive for the CM to notify context information (either to local high layer or remote high layer). Note that Steps 1-2 are for local intra-PD context notification while Steps 3-6 are for remote inter-PD context notification. 
· Step 1: The originator CM sends HLCM-NOTIFY.Request to the originator high layer.
· Step 2: The originator high layer sends HLCM-NOTIFY.Response to the originator CM. 
· Step 3: The originator CM sends Context Notify Request command over the air to the recipient CM. This message should contain contextName and contextValue.
· Step 4: The recipient CM sends HLCM-NOTIFY.Indication to the recipient high layer. 
· Step 5: The recipient high layer sends HLCM-NOTIFY.Response to the recipient CM. 
· Step 6: The recipient CM sends Context Notify Response command over the air to the originator CM as an acknowledgement.




[bookmark: _Ref378941845]Figure 5‑20. Primitives for Notifying Context Information via HLCM SAP
[bookmark: _Ref387011359][bookmark: _Toc387049430]Context Management between PHY Layer and MAC Layer
The context management functions between PHY layer and MAC layer shall include 1) report context information from PHY layer to MAC layer; and 2) enable/disable context measurement at PHY layer. Such functions shall be fulfilled using the following four primitives.
· PLCM-REPORT.Request: The PHY layer requests to add and/or update context information in the CM. 
· PLCM-REPORT.Confirm: It is the confirmation sent from the CM to the PHY layer. 
· PLCM-MEASURE.Request: The CM requests to enable or disable context measurement at the PHY layer. 
· PLCM-MEASURE.Confirm: It is the confirmation sent from the PHY layer to the CM.

1.1.5.1.6. Report Context Information
Two primitives PLCM-REPORT.Request and PLCM-REPORT.Confirm together realize the function for reporting context information from PHY layer to MAC layer.
PLCM-REPORT.Request primitive shall contain a set of context elements to be created or updated. Each context element should consist of two parameters (i.e. contextName and contextValue). In addition, a context element may be contained in a standard Information Element (IE) passing through the PLCM SAP.   
· contextName: It is the name (e.g. identifier) of context information to be created or updated.
· contextValue: It is the value of the context information to be created or updated.
· This parameter could be optional. If this parameter is not included, it means that PHY layer just reports the name or type of context information it provides. 

PLCM.REPORT.Confirm primitive shall contain results (either successful or failure) for each context element as contained in PLCM-REPORT.Request primitive.
· result: It is the result for requesting on each context element. The result could be successful or failed. 

Figure 18 shows the procedure and primitives for reporting context information from PHY layer to the CM within the same PD 1. The following steps shall be implemented.
· Step 1: PHY layer sends PLCM-REPORT.Request to the CM.
· Step 2: The CM creates new context or updates existing context as requested in PLCM-REPORT.Request primitive. 
· Step 3: The CM sends PLCM-REPORT.Confirm to PHY layer to indicate the context report result (i.e. success or failure). 




[bookmark: _Ref387005930]Figure 5‑21. Primitives and Procedures for Reporting Context Information via PLCM SAP

1.1.5.1.7. Enable/Disable Context Measurement
Two primitives PLCM-MEASURE.Request and PLCM-MEASURE.Confirm together realize the function for enabling/disabling context measurement at PHY layer.
PLCM-MEASURE.Request primitive shall contain a set of context measurement elements. Each context measurement element should contain the following three parameters.
· flag: It enables (if flag=TRUE) or disable (if flag=FALSE) to measure the context information as represented by contextName.
· contextName: It is the name (e.g. identifier) of context information to be measured.
· measurePeriod: It stands for the frequency of periodical measurement of the context information as represented by contextName. If measurePeriod is zero, this is only one-time measurement. This parameter should not be required if flag=FALSE.  

PLCM.MEASURE.Confirm primitive shall contain a set of context elements as the measurement results for each context measurement element as contained in PLCM-MEASURE.Request primitive. As shown in Figure 19, one PLCM-MEASURE.Request primitive may generate multiple PLCM-MEASURE.Confirm primitives. For example, the PLCM-MEASURE.Request primitive may trigger periodically measurements at PHY layer and each measurement generates a PLCM-MEASURE.Confirm primitive. In another example, one PLCM-MEASURE.Confirm may only contain one context element. Each context element should contain the following parameters.
· contextName: It is the name (e.g. identifier) of context information being measured.
· contextValue: It is the value of the context information being measured.
· result: It stands for the result of context measurement (i.e. success or failure). If the result is failure, contextName and contextValue should not be included in PLCM-MEASURE.Confirm primitive, and the CM of PD 1 could issue another PLCM-MEASURE.Request  again sometime later. 

Figure 19 shows the procedure and primitives for the CM to enable or disable context measurement at PHY layer within the same PD 1. The following steps should be implemented. Note that Step 4 and Step 5 are not required for one-time context measurement. 
· Step 1: The CM sends PLCM-MEASURE.Request to PHY layer.
· Step 2: PHY layer measures designated context information if PLCM-MEASURE.Request.
· Step 2: The CM creates new context or updates existing context as requested in PLCM-REPORT.Request primitive requests to enable context measurement.
· Step 3: PHY layer sends PLCM-MEASURE.Confirm to the CM.
· Step 4: PHY layer continues to measures designated context information if PLCM-MEASURE.Request primitive requests periodical context measurement.
· Step 5: PHY layer sends PLCM-MEASURE.Confirm to the CM. 




[bookmark: _Ref387005932]Figure 5‑22. Primitives and Procedures for Enabling/Disabling Context Measurement via PLCM SAP


[bookmark: _Toc388952058][bookmark: _Toc388952613][bookmark: _Toc391511855]Cross-Layer Data Acknowledgement
ACK-based retransmission mechanisms exist in most MAC protocols such as IEEE 802.15 and IEEE 802.11 series to provide reliable transmission in MAC layer. In the meantime, higher layer protocols (e.g. TCP) also provide ACK-based reliable transmission based. However, the MAC-layer re-transmission and higher-layer retransmission have been treated independent of each other, which introduce extra overhead and latency. For PAC applications, it turns out that the independently-treated MAC-layer retransmission and higher-layer retransmission are inefficient and could be redundant. 

Cross-layer data acknowledgement aims to reduce the number of messages by allowing “application data” to be piggybacked in the MAC-layer ACK; here, “application data” could be an application ACK. The problem is how to coordinate and optimize MAC-layer (re-)transmission and higher-layer (re-)transmission mechanisms for PAC applications.

Basic Cross-Layer Data Acknowledgement
Figure 20 illustrates the scenario where the sender and receiver are within one-hop. In addition, application response will be piggybacked in application ACK; in other words, the application ACK contains both ACK information and application-related response. 

Figure 20 (a) depicts existing case without using cross-layer ACK, where two MAC data frames contain application data (i.e. App Data) and application ACK (i.e. App ACK) respectively. As a result, two MAC ACK frames are required for those two MAC data frames. In total, there are four messages between the sender and receiver. Note that the application data could be an application request and application ACK could be an application response. 

The New MAC ACK in Figure 20 (b) (i.e. Integrated MAC ACK) contains not only the normal MAC ACK but also the application ACK. In other words, the Integrated MAC ACK serves two purposes simultaneously: 1) To acknowledge the previous MAC data frame from the sender to the receiver; 2) To acknowledge the application data contained in the previous MAC data frame. With cross-layer ACK, the number of total messages is greatly reduced with the following benefits:
· It reduces the overall power consumption and make the system more energy-efficient.
· The reduction of required messages also reduces the number of bits to be transmitted over the air since each message needs MAC header, MAC footer, PHY header, and PHY footer. 
· The reduction of required messages can mitigate and reduce potential channel collision over the air and in turn improve performance in terms of latency, throughput, and energy-consumption, etc. 




(a). Without Cross-Layer ACK



(b). With Cross-Layer ACK
[bookmark: _Ref335074915]Figure 5‑23. Cross-Layer ACK for Piggybacked Application Response

Figure 21 illustrates the flow chart of the Sender for “Cross-Layer ACK” operation:
· [bookmark: OLE_LINK11][bookmark: OLE_LINK12]When receiving an application message from higher layer, if the message needs ACK and is not fragmented, “Cross-Layer ACK” should be enabled with following new operations to perform (see Figure 21 (a)):
· Disable MAC fragmentation and mark a flag in the MAC frame to request “integrated ACK from the receiver”, or enable MAC fragmentation but only mark the flag for “integrated ACK” for the last fragment.
· Maintain mapping relationship between MAC frame and application message.
· When receiving an “Integrated MAC ACK” from PHY layer (i.e. from the receiver), “Cross-Layer ACK” should be enabled with following new operations to perform (see Figure 21 (b)):
· Map “Integrated ACK” to MAC data frame. 
· Map “Integrated ACK” to application data.
· Re-construct normal App ACK.
· Forward the re-constructed App ACK to application layer.
· If the Sender does not receive an expected Integrated MAC ACK or a normal MAC ACK from the Receiver for a previously sent MAC frame, it shall re-transmit the MAC frame when the retransmission time gets expired. 

Figure 22 illustrates the flow chart of the Receiver for “Cross-Layer ACK” operation:
· When receiving an MAC data frame from the PHY layer, if “Integrated ACK” flag is set, “Cross-Layer ACK” shall be enabled with following new operations to perform:
· Hold MAC-layer ACK
· If the receiver finds that it needs to wait for long time to get application ACK, the receiver may disable “Cross-Layer ACK” and just use normal MAC ACK procedures. 
· Pass application data to high layer and get application ACK/response back from high layer.
· Generate “Integrated MAC ACK” MAC frame: The Integrated ACK frame should contain the following new information/fields/parameters:
· Integrated ACK Flag: to indicate this ACK is an Integrated ACK,
· Application ACK Information Element (IE): to contain the corresponding application ACK. Optionally, this IE can contain and carry application data especially when the size of the application data is small. 
· Optionally, the receiver can independently determine to use Normal ACK or Cross-Layer ACK.

Figure 23 shows an example of Cross-Layer ACK operations including both the Sender and the Receiver. 

Overall, the following changes (See Table 3) should be introduced to MAC data frame and MAC ACK frame to support “Cross-Layer ACK”
· Changes to MAC Data Frame:
· Add one “Cross-Layer ACK” bit in MAC data frame header to indicate that this MAC data frame expects or requests an “Integrated MAC ACK”.
· Changes to MAC ACK Frame:
· Add one “Cross-Layer ACK” bit in MAC ACK frame header to indicate that this ACK is an Integrated MAC ACK frame,
· Embed or contain “App ACK” (or even App Data) in MAC ACK frame to formulate Integrated ACK. A new MAC-layer IE (i.e. App IE) is introduced to contain the App ACK (or even App Data).  
· Note that if there is no segmentation, the application ACK may not be needed via the proposed cross-layer ACK mechanism. 

[bookmark: _Ref358368218]Table 3. New Fields/Parameters to MAC Data Frame and MAC ACK Frame
	New Field of MAC Data Frame
	New Field of MAC ACK Frame

	Cross-Layer ACK Flag: to indicate if this MAC data frame expects or requests an “Integrated MAC ACK” or not. 
	Cross-Layer ACK Flag: to indicate if this ACK is an Integrated MAC ACK frame or not.
App IE: to contain the App ACK or App Data.





(a). When Receiving Messages from Higher Layer



(b). When Receiving MAC ACK Frames from PHY Layer
[bookmark: _Ref335080046]Figure 5‑24. Flow Chart of Cross-Layer ACK at the Sender





[bookmark: _Ref335080432]Figure 5‑25. Flow Chart of Cross-Layer ACK at the Receiver



[bookmark: _Ref335080629]Figure 5‑26. An Example of Cross-Layer ACK Operations


Streamlined Cross-Layer Data Acknowledgement
[bookmark: OLE_LINK31][bookmark: OLE_LINK32]In Figure 20 (b), it may take the Receiver certain time to calculate App ACK and in turn the Integrated MAC ACK cannot be issued until the App ACK becomes available. Thus, the App ACK is not necessarily paired with the MAC ACK that is associated with the MAC frame that carried Application Data. This constraint can be alleviated by using the “Streamlined Cross-Layer ACK” approach as illustrated in Figure 24, where:
· Step 1: The Sender sends MAC Data Frame 1 to the Receiver.
· Step 2: The Receiver sends normal MAC ACK 1 back to the Sender to acknowledge the receiving of MAC Data Frame 1. 
· Step 3: The Sender sends MAC Data Frame 2 to the Receiver.
· Step 4: The Receiver sends Integrated MAC ACK 1 to the Sender. This Integrated MAC ACK also contains an App ACK for App Data 1 received from Step 1. As a result, this integrated ACK acknowledges the receiving of both MAC Data Frame 2 and App Data 1. 
· Note that the Receiver may already calculate the App ACK for App Data 1 and in turn it can issue this Integrated ACK immediately after receiving MAC Data Frame 2 in Step 3. 
· [bookmark: _Ref358038231]Step 5: The Sender sends MAC Data Frame 3 to the Receiver.
· Step 6: The Receiver sends Integrated MAC ACK 2 to the Sender. This Integrated MAC ACK also contains an App ACK for App Data 2 received from Step 3. As a result, this integrated ACK acknowledges the receiving of both MAC Data Frame 3 and App Data 2. 
· Note that the Receiver may already calculate the App ACK for App Data 2 and in turn it can issue this Integrated ACK immediately after receiving MAC Data Frame 3 in Step 5. 
· Step 7: The Sender sends MAC Data Frame 4 to the Receiver.
· Step 8: The Receiver sends Integrated MAC ACK 3 to the Sender. This Integrated MAC ACK also contains an App ACK for App Data 3 received from Step 5. As a result, this integrated ACK acknowledges the receiving of both MAC Data Frame 4 and App Data 3. 
· Note that the Receiver may already calculate the App ACK for App Data 3 and in turn it can issue this Integrated ACK immediately after receiving MAC Data Frame 4 in Step 7. 
· Notes:
· In Figure 24, optionally, the Receiver can hold multiple App ACKs and piggyback them together in one immediate MAC ACK. 
· Step 7&8 can be repeated if there are more App Data and MAC Data Frames to be transmitted from the Sender to the Receiver. 



[bookmark: _Ref358297091]Figure 5‑27. Streamlined Cross-Layer ACK for Piggybacked Application Response

Quing (Interdigital) DCN 14-328r0 End


[bookmark: _Toc391511856]Physical layer

[bookmark: _Toc391511857]Channelization
Frequency bands of operation for PAC are sub-GHz band, 2.4 GHz unlicensed band, and 5 GHz unlicensed bands, and UWB band under 11 GHz.

A channelization scheme divides frequency bands into channels, where each channel is characterized by its center frequency and bandwidth.

[bookmark: _Toc391511858]Channelization for sub-GHz band, 2.4 GHz and 5 GHz unlicensed bands
Parameters of a channelization scheme include the center frequency of each channel, the number of channels, and the maximum allowed transmit power.
.
[bookmark: _Toc378249885][bookmark: _Toc378249985][bookmark: _Toc378250085][bookmark: _Toc391511859]Channelization for UWB band
	Band plan

	Channel index
	Lower band edge (MHz)
	Upper band edge (MHz)
	Region
	Comment
	Available mandatory frequencies

	1
	4200
	4800
	China
	Low band in China
	a

	2
	3100
	4800
	Europe, Korea
	Low band in Europe and Korea
	a,b,c

	3
	3400
	4800
	Japan
	Low band in Japan
	a,b,c

	4
	3100
	5700
	USA
	Low band in USA
	a,b,c

	5
	6000
	9000
	Europe, China
	High band in Europe and China
	d,e,f,g

	6
	7250
	10250
	Japan
	High band in Japan
	e,f,g,h

	7
	7200
	10200
	Korea
	High band in Korea
	e,f,g,h

	8
	6000
	10600
	USA
	High band in USA
	d,e,f,g,h

	9
	5925
	7200
	USA
	Wideband in USA
	d



	Mandatory frequency* allocation

	Index
	Mandatory frequency (MHz)

	a
	3500

	b
	4000

	c
	4500

	d
	6500

	e
	7500

	f
	8000

	g
	8500

	h
	9000


* Mandatory frequency is frequency at which PSD level is less than 6 dB below maximum.




[bookmark: _Toc391511860]Duplex schemes
PAC uses TDD as a duplex scheme.



[bookmark: _Toc391511861]Multiplexing schemes
Multiplexing schemes under consideration for PAC are time-division multiplexing and/or frequency-division multiplexing.




[bookmark: _Toc391511862]PPDU structure
In general, PPDU have synchronization header and may have physical header, and PSDU, as illustrated in Figure X.



Figure 10. General structure of typical PPDU

Synchronization header is used to perform AGC, PPDU detection, timing- and frequency- synchronization, and channel estimation, etc.

Synchronization header has preamble and may have SFD (Start of Frame Delimiter).

Physical header field contains information required to decode the PSDU. 

Other PPDU types may have additional fields not illustrated in Figure X.

[bookmark: _Toc391511863]Modulation and coding scheme (MCS)

[bookmark: _Toc391511864]Modulation
Modulation schemes under consideration for PAC include BPSK, QPSK, 16QAM, 64QAM, GFSK, , Filtered FSK, Multi-carrier modulation, OOK, and BPM/BPSK.

Sub 1 GHz band
Modulation schemes under consideration for the sub-GHz band are GFSK, Multi-carrier modulation, and Filtered FSK.

2.4 GHz and 5 GHz band
Modulation schemes under consideration for 2.4 GHz and 5 GHz unlicensed bands are BPSK, QPSK, 16QAM, 64QAM.

UWB band
Modulation schemes under consideration for UWB band are OOK, and BPM/BPSK.

[bookmark: _Toc391511865]Coding Scheme
PAC shall use channel coding to protect messages against channel noise or interference from other devices.
LDPC, convolution code and RS code are under consideration as a coding scheme.
[bookmark: __RefHeading__87_189307052][bookmark: __RefHeading__2815_511739119][bookmark: __RefHeading__89_189307052][bookmark: __RefHeading__2817_511739119][bookmark: __RefHeading__229_189307052][bookmark: __RefHeading__1588_595762199][bookmark: __RefHeading__1590_595762199][bookmark: __RefHeading__95_189307052]

[bookmark: _Toc391511866]Multiple antennas
PAC may support multiple antenna technologies such as MIMO or beamforming to improve performance or provide specific functionalities. For example, MIMO technologies can be used to increase data rate or reduce packet error rate. Beamforming can be used to increase the SNR of the received signal, extend the coverage, or to aid discovery procedure by providing directivity of discovery signals. PAC may also support other array processing technologies to estimate the angle of arrival of incident signals to provide location based services.


[bookmark: _Toc391511867]Bit interleaver
PAC supports bit interleaving to improve the performance of forward error correcting code.


[bookmark: _Toc391511868]Scrambling
PAC shall have a scrambler, or a randomizer, which is used to shape the data spectrum and to reduce interferences.


[bookmark: _Toc378249896][bookmark: _Toc378249996][bookmark: _Toc378250096][bookmark: _Toc378249897][bookmark: _Toc378249997][bookmark: _Toc378250097][bookmark: _Toc378249898][bookmark: _Toc378249998][bookmark: _Toc378250098][bookmark: _Toc315383334][bookmark: _Toc391511869]UWB Physical (PHY) layer
PAC may support reuse of parts of the UWB physical layer specification of IEEE 802.15.4a-2007.
PAC may also support OOK modulation scheme for UWB PHY.
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