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[bookmark: _Toc413690736]
Scope

The amendment 3d to IEEE 802.15.3 defines a wireless switched point-to-point physical layer to IEEE Std. 802.15.3 operating at PHY data rates of 100 Gbps with fallback solutions at lower data rates. The purpose is to provide a standard for low complexity, low cost, low power consumption, and high data rate wireless connectivity among devices. Data rates will be high enough to satisfy a set of consumer multimedia industry needs, and to support emerging wireless switched point-to-point applications in 

· data centers
· wireless backhaul/fronthaul 
· intra-device communication and 
· close proximity P2P applications (eg., kiosk downloading, file exchange)
· touchless gate systems

The commonality of all these applications lies in its point-to-point character with known positions of transmit and receive antennas and the option to switch between different links.

[bookmark: _Toc413690737]Methodology 

The descriptions of the applications and use cases with performance and functional requirements as listed in Section 2 are described in chapters 4 to 7 separately for each application using the following structure:

1. Description of the operational environment (including a meaningful graphic and a statement on the operations under LOS/NLOS/OLOS conditions) 
2. Definition of a typical transmission range
3. Description of the conditions to achieve the Target data rate 
4. Specific issues with respect to regulations
5. Specific requirements with respect to the MAC (e.g. supporting 48/64 bit MAC addresses, issues with respect to bridging)
6. Other issues
[bookmark: _Toc413690738]Close Proximity P2P applications
Kiosk downloading and file exchange between two electronic products such as smartphones, digital cameras, camcorders, computers, TVs, game products, and  printers are the representative use cases for close proximity P2P applications. This chapter presents the requirements for such close proximity P2P applications. Where appropriate, a distinction is made between kiosk downloading and file exchange.

[bookmark: _Toc413690739]Description of the operational environment 
[bookmark: _Toc413690740]Point to point (P2P) communication [1]
Firstly, background of the need of the system is described. One of the key issues is density of access points (AP) in wireless local area networks (LAN). For example, at the venue of the 802 wireless interim meeting in January 2014 (Hyatt Century Plaza, Los Angeles), a laptop PC showed a lot of SSIDs in the 2.4 GHz band (802.11 b/g), indicating there were a lot of APs out there, as shown in 
Figure 1. In such an environment where APs interfere with each other, actual observed transmission rates are far from the maximum rate specified in the standard (e.g. 54 Mbit/s). Actual measured throughput for 11g at that time was down to 1.1 Mbit/s.

[bookmark: _Ref389496582][image: ]
Figure 1.　Observed wireless LAN APs （Hyatt Century Plaza Los Angeles, January 2014）
Uploading and downloading large-sized files in such wireless LAN environments take a long time, which obviously lead to users’ inconvenience and frustration. 
Kiosk systems will help alleviate and overcome such problems. An overview of the service provided by the kiosk system is illustrated in Figure 2. This service supports portable terminal users transferring high-speed files from/to content providers or storage services (cloud services). The user’s portable terminal and the network are connected via a kiosk terminal. Wireless connection between the portable terminal and the kiosk terminal is not provided by conventional cellular systems nor a wireless LAN but by a non-contact wireless communication system whose transmission range is 50 mm or less. The kiosk terminals are typically located in public areas such as train stations, airports, malls, convenience stores, rental video shops, libraries, and public telephone boxes. When a user touches the kiosk terminal with his/her portable terminal, data files are uploaded to the network or downloaded to the portable terminal. A close proximity P2P system having a basic connecting image shown in Figure 3  and offering this non-contact wireless transmission will be defined in the standard.
[image: ]
[bookmark: _Ref389569112]Figure 2 An overview of typical services provided by the kiosk system
[image: ]
[bookmark: _Ref397017349]Figure 3 The basic image of a close proximity P2P

[bookmark: _Toc398043725]
Close proximity P2P application such as file exchange enables high speed transfer of large data files (photo, video, images, etc.) between  two electronic products such as smart phones, digital cameras, camcorders, computers, TVs, game products, and printers. Using this technology in its simplest form, data can be sent at high speed with just a single touch. In this use case, a user can push any data file from her/his mobile terminal to another mobile/stationary terminal with just a touching action. In certain cases, the user may select specific data to send as well as location to store (or method to process) received data before the actual touch operation. For example, students can share music with friends merely by touching the smartphone to the music player. A tourist can store and archive digital video simply by placing the smartphone close to the PC. 
Meanwhile, the devices used in the close proximity P2P applications will be wireless storage products such as wireless flash memory devices, wireless SSD(solid-state drive) devices, game cards, and smart posters as well as electronic products. The necessary reasons which the wireless storage product are required are the following:
1) The size of contents will grow increasingly: movies, music, mobile app-zines, video clips, etc.
2) In data file transferring, P2P will be useful to users in that it reduces user mobile payments, mobile data usages via networks, and to network operator in that it provides a way of data off loading to reduce the burden of networks

Hence, user devices in close proximity P2P communications will generally be mobile devices. Occasionally, User devices will be wireless storage devices such as wireless flash memory. Wireless storage products have a power source (or battery) or not. In case of wireless storage products without power source, the devices with power source have to supply the power to devices without power source via wireless power transmission.
Alternatively, the user can get any data file from another mobile/stationary terminal or wireless storage with a similar touch operation. In most cases, the data to transfer has been selected by the sender and, therefore, the receiver does not have to select the file but just touch to retrieve it.

[bookmark: _Toc398043726][bookmark: _Toc413690741]Actual data Downloading Time
Table 1 compares download times between systems using this standard and conventional systems (TransferJetTM and IEEE802.11ac). In the File Exchange　(vending machine) use case, a user may send/receive these large data files between her/his smartphone and another mobile/stationary terminal (kiosk terminal) by means of a short distance (close proximity) connection. Data transmission rate shall be maintained above a few Gbps since it is important to complete data transfer almost instantaneously.
[bookmark: _Ref389581302]Table 1. Actual Data Downloading Time Comparison
	[bookmark: _Toc392508521][bookmark: _Toc392508582]Content type
	[bookmark: _Toc392508522][bookmark: _Toc392508583]File size [MB]
	[bookmark: _Toc392508523][bookmark: _Toc392508584]Download time (sec)

	
	
	802.15.3d*3
(16QAM)
	802.15.3d*3
(64QAM)
	802.15.3d*3
（1024QAM）
	TransferJet
	[bookmark: _Toc392508524][bookmark: _Toc392508585]802.11ac *4

	
	
	Effective Throughput
4.6 Gbps
	Effective Throughput
 6.9 Gbps
	Effective Throughput
66Gbps*5
	Effective Throughput
375 Mbps
	[bookmark: _Toc392508525][bookmark: _Toc392508586]Effective Throughput
[bookmark: _Toc392508526][bookmark: _Toc392508587]740 Mbps

	Book
	1
	0.002
	0.001
	0.0001
	0.021
	[bookmark: _Toc392508527][bookmark: _Toc392508588]0.011

	Comic
	30
	0.05
	0.03
	0.003
	0.64
	[bookmark: _Toc392508528][bookmark: _Toc392508589]0.32

	Magazine
	300
	0.5
	0.3
	0.03
	6.4
	[bookmark: _Toc392508529][bookmark: _Toc392508590]3.2

	Music (1hour) *1
	60
	0.10
	0.07
	0.007
	1.3
	[bookmark: _Toc392508530][bookmark: _Toc392508591]0.65

	Movie (1hour) *2
	450
	0.8
	0.5
	0.05
	9.6
	[bookmark: _Toc392508531][bookmark: _Toc392508592]4.9

	Movie (2hour) *2
	900
	1.6
	1.1
	0.11
	19.2
	[bookmark: _Toc392508532][bookmark: _Toc392508593]9.7

	Short 4K Video (1 min) *6
	263
	0.5
	0.3
	0.031
	5.65
	2.8

	Short 4K Video (5 min) *6
	1313
	2.3
	1.5
	0.15
	28.0
	14.2

	
	[bookmark: _Toc392508533][bookmark: _Toc392508594]*1: 　MP3 (Bitrate = 128 kbps)　
[bookmark: _Toc392508534][bookmark: _Toc392508595]*2:　H.265 （Hi-definition, Bitrate = 1 Mbps）
*3:    Data rates in Table 3 are used. MAC efficiency is assumed to be 70%
*4:    Nss = 1，MCS#9，Bandwidth=160MHz，GI = 400 nsec，MAC efficiency is assumed to be 85%
*5　 four channels aggregated
*6 　4K/60p, HEVC/H.265 (bit rate=35Mbps)



[bookmark: _Toc398043727][bookmark: _Toc413690742]Time duration for link establishment
Figure 4 shows a use case example of high-speed file downloading from a kiosk terminal located in a public space. The user stops in front of  the kiosk terminal, lays his/her portable terminal on the indicated area of the kiosk terminal and selects a content from the list shown in the kiosk menu. After the user sends a command to start downloading, the file of the selected content is transmitted wirelessly and stored in his/her portable terminal.　Total transmission time should be no more than 3 seconds for which 83 % people can wait without undue stress, as shown in Table 2[1].
[image: ]
[bookmark: _Ref390453783]Figure 4. A use case of content downloading at a kiosk terminal in a public area

Table 2.Surveillance of Waiting Time for Website Response:
How long can you wait for a response from a website without stress ?[1]

	Waiting Time for Website Response
	Cumulative percentage (%)

	3 sec
	83.0

	5 sec
	59.2

	8 sec
	51.7

	10 sec
	26.7

	15 sec
	13.4

	More than　30　sec
	5.4



In addition, in a related use case, such downloading services can be provided at toll gates (wickets) in train stations where the passengers use IC-card tickets having non-contact communication functions (Figure 5). The difference between Fig. 4 and that described in the previous paragraph is the total length of touch time required. In this use case, the user does not fully stop in front of the kiosk for the non-contact communications but instead touches the specified spot while walking through the gate. Thus the total touch time shall be no more than 250 msec. To understand better the actual ticket-touching motion, see the video available online[4]. 
In order to avoid misconnecting the kiosk terminal with unintended terminals such as those passing through an adjacent lane (the lane at the right side of Figure 4), the maximum transmission range has to be specified in the system. This is why defining an upper limit for the transmission range is essential. For the use case at toll gates in train stations, the transmission distance shall be 50 mm  or less. 
[image: ]
[bookmark: _Ref389752468]Figure 5　File downloading at toll gates in a train station
[bookmark: _Ref389817324]In the use case for “toll gates (wickets) in train stations” which requires the shortest transmission time, the link setup time has to be very short. Figure 5 (a) shows the relationship between the maximum file size which can be downloaded within the total touch time (250 msec) and the link setup time (time for initial link establishment). The duration during which a passenger’s IC card is within the communication range (50 mm radius) on the toll gate is about 250 msec. (This value is estimated from actual toll gates at train stations in Japan[4]. Throughput is set at 4.6 Gbps, 6.9 Gbps, 28 Gbps and 66 Gbps in the figure. As shown in (b) which shows a magnified portion of (a), when the link establishment is completed in 2 msec and the throughput is set to 28 Gbps, the remaining 248 msec can be allocated to the actual data transmission time and a 859 MB file (a 114 min HD video, corresponding to a typical 2-hour TV program in Japan) can be downloaded. Hence the link establishment shall be completed within 2 msec or less. As the figure shows, it is important to minimize this link setup time.
 [image: ]
(a)
[image: ]
(b)
[bookmark: _Ref397076415]Figure 5. (a)Maximum file size downloaded within 250 msec  including the link setup time (time for the initial link establishment). 
The actual data transmission is assumed to be done within the remaining time. 
Figure 5 (b) shows magnified portion of (a).. When the link setup time is 2 msec, for example, the actual data transmission time is 248 msec. When the throughput is 28 Gbps and the link setup time is 2 msec, a 114-minute HD movie can be transferred. The shorter the link setup time, the larger the possible download file size, hence it is important to minimize the link setup time.

[bookmark: _Toc392508596][bookmark: _Toc398043728][bookmark: _Toc413690743]Definition of a typical transmission range
Typical transmission range is 50 mm .

[bookmark: _Toc392508597][bookmark: _Toc398043729][bookmark: _Toc413690744]Description of the conditions to achieve the target data rate 
The main conditions for the kiosk system are close proximity transmission range and point-to-point (P2P)　network topology. This chapter describes the reasons.
As Figure 6 shows, in a wireless network with point-to-multipoint (P2MP) topology, the throughput per user goes down with the number of terminals connected to the access point (AP). In addition, a setup procedure designed for a P2MP system tends to require a long setup time due to the need for traffic control and collision management. In contrast, for a system which simply consists of two devices within a close proximity transmission range, such multiple access schemes are not needed and the setup time can be shortened considerably.
A 60 GHz close proximity P2P system does not need any beamforming while a wireless LAN with P2MP usually is equipped with some form of beamforming. In a P2P system, a terminal will use the entire bandwidth exclusively such that maximum throughput is always guaranteed.
[image: ]
[bookmark: _Ref389503509]Figure 6. Advantages of point-to-point (P2P) systems
[bookmark: _Toc392508598][bookmark: _Toc398043730][bookmark: _Toc413690745]Specific issues with respect to regulations
The system uses the 60GHz unlicensed band. The channel plan is the same as that of IEEE802.15.3c. Figure 7 shows the allocation of the 60GHz unlicensed band in various countries. As the figure shows, Ch2 and Ch3 within this band are available in most countries. Hence the system shall support the use of these two channels.
[image: ]
[bookmark: _Ref389479828]Figure 7　Unlicensed spectrum allocation in 60 GHz[3]. The limitation of the transmission power is described in Table 95 of IEEE802.15.3c
There is no regulatory requirement w.r.t carrier sensing. 

For unlicensed use in the 60GHz band,
In Japan: requirement for carrier sense is not described in ARIB STD-T74 1.1[6].
In Europe:  requirement for carrier sense is not described in ETSI EN 302 567[7].
In US: [8] indicates in its page 59847 that the regulations do not require carrier sense function. (It describes that existing WPAN standards have already adopted interference avoidance techniques by showing CSMA/CA as one example and concludes that it is unnecessary to maintain the transmitter ID requirement whose purpose was to avoid interference.)

[bookmark: _Toc392508599][bookmark: _Toc398043731][bookmark: _Toc413690746]Specific requirements with respect to the MAC
In order to realize the use cases described above, the 802.15.3 MAC shall be modified and optimized for P2P communications. The MAC shall have the following functions to realize the P2P requirements described above.
- The link establishment time must fit within a predetermined duration. To realize this, there shall be no monitoring functions (such as CSMA/CA) prior to connection.

- No network identifier shall be included.
- Network topology is always limited to two active devices. 
- No mechanisms for multiple-access nor bandwidth reservation.
- No CSMA/CA and no periodic transmissions such as beacons after link establishment.
Note: When the transmission time is sufficiently short (e.g., < 1sec), the system can regard the channel response as constant and beacon transmission is not necessary.
.
- The link shall be disconnected immediately when the transaction is completed or when the devices are separated beyond some range threshold.
[bookmark: _Toc392508600][bookmark: _Toc398043732][bookmark: _Toc413690747]Example of detection of device approach: 
[bookmark: _Toc413690748]Utilization of near-field communication (NFC)
As described above, fast link establishment within the total time duration is required in the kiosk application. In addition to link establishment realized purely through the 60 GHz system, near-field communications (NFC) can  also be used to assist in detecting the approach of a portable terminal towards a kiosk terminal. NFC is widely used at toll gates in train stations and the NFC modules are included in most cellular phone terminals.
Figure 8 illustrates the link setup utilizing NFC. When the user’s portable terminal approaches and enters the NFC communications range, the NFC modules of both sides establish communications and the passive module inside the portable terminal turns on the 60 GHz module within the same portable terminal. Next, the 60 GHz modules complete their own link setup and start the data transfer. The NFC communications may also be used for user identification (authentication/authorization) and/or electronic payment. In such cases, the kiosk terminal may determine which file is to be transferred to the user after the user identification. 
[bookmark: _Toc408605108][image: ]
[bookmark: _Ref389577138]Figure 8　Detection of an approaching terminal using NFC
[bookmark: _Toc413690749]Utilization of Wireless Power Transmission (WPT)
	Device detection is important in P2P communications. Approaching method is familiar to user and  user’s behavior of such a approaching will represent user intention to communicate between two close proximity devices. Another way to recognize user behavior is to connect to two P2P devices using the wireless power transmission(WPT). WPT is widely used to charge the mobile device. If the user only puts the mobile device on the chaging pad, the mobile device will be charged by WPT. The role of WPT is similar to NFC in aspect to recognize user intention for communication and to trigger a fast link connection between two close proximity devices. And the procedure of communication is similar to  shown in section 4.6.1.
[bookmark: _Toc398043733][bookmark: _Toc413690750]Example of an extension of the close proximity P2P: Touch-less GATE
A Touchless Gate System (wicket) is an extension of the close proximity P2P system which does not require the user to actually touch any surface. This new “touchless” implementation is realized by modifying the near field radio characteristics using high gain antennas.

Figure 9 illustrates a millimeter-wave shower zone formed by a high gain antenna. This arrangement expands the spatial coverage of the basic close proximity system, effectively creating a column-shaped millimeter-wave shower zone [9-13]. As shown in Figure 10 and Figure 11, the Gate system is composed of a stack of contiguous shower zones. Users passing through this Gate are connected to the Gate system on a first-come, first-serve basis (i.e., P2P can be guaranteed by connecting using a first-come, first-serve scheme). Transmission distance is longer than that for toll gates (50mm), shown in Figure 5. In order to avoid misconnecting the kiosks with unintended nearby terminals , the use of wave shields and wave absorbers may be needed to compartmentalize the zones, as depicted in Figure 11.
[bookmark: _Ref404257894][image: ]
Figure 9. Millimeter-wave shower zones formed by high gain antenna
[image: ]
[bookmark: _Ref404257906]Figure 10. Touchless Gate System, composed of a combination of several stacked millimeter-wave shower zones. Mobile devices (green circles) automatically make P2P connections with the Gate while traversing the zone, without requiring any physical touch.

[image: ]
[bookmark: _Ref404258090]Figure 11. Touchless GATE system with wave absorber.

[bookmark: _Toc413690751]Spatial division transmission method for 100 Gbps
To attain higher throughput, higher multilevel modulation and spatial division multiplexing such as MIMO should be utilized. Table 3 shows the combination of modulation and MIMO for higher transmission rates.This table is based on the frequency channels for the 60-GHz band shown in Figure 7. By utilizing MIMO, more than 100 Gbps rates become possible. As described above for the kiosk application, the propagation channel will not be multipath-rich. Thus the use of short-range MIMO transmission employing appropriate element spacing in the array antennas is effective [5].
Without using spatial division but only multilevel modulation and channel aggregation, it is difficult to achieve 100 Gbps. 1024-QAM with four-channel aggregation can only provide 45 Gbps transmission rate. On the other hand, by using MIMO, more than 100 Gbps can be achieved.
[bookmark: _Ref389573249]Table 3.　Options for higher transmission rates:
This table is based on the frequency channels in the 60GHz band
(70% MAC efficiency is used in the calculation of data transmission times)
	[bookmark: _Toc398043734]Modulation
	No. of frequency channels
	MIMO
	Rate [Gbps]
	Data transmission time for a 2-hour movie  (0.9 GB) [s]*1

	16QAM
	1
	(SISO)
	6.6
	1.6

	64QAM
	
	
	9.9
	1.1 

	64QAM
	4
	
	40
	0.25 

	256QAM
	
	
	53
	0.2 

	1024QAM
	
	
	66
	0.15 

	16QAM
	2
	16x16
	> 100
	< 0.1

	64QAM
	1
	
	
	

	*1:　 H.265（Hi-definition, Bitrate = 1 Mbps）


[bookmark: _Toc413690752]Application in the THz band
Close proximity application described in this chapter can be implemented at RF frequencies of 275-3000 GHz as well. When utilizing the large bandwidth available in these bands, more than 100 Gbps transmission rates can be realized using SISO transmission.
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[bookmark: _Toc404676178][bookmark: _Toc413690754]Intra-Device Communication
Intra-device communication includes inter-chip communication to allow for pin count reduction.
[bookmark: _Toc404676179][bookmark: _Toc413690755]Description of the operational environment 
In many wireless communication systems of today, the capacity is improved thanks to larger bandwidths, higher modulation orders and very efficient channel coding schemes. All these techniques permit to reach high data rates achieving several gigabits per second as proposed in the 60 GHz band (IEEE 802.11ad and IEEE 802.15.3c) or in the 5 GHz band (IEEE 802.11ac). However, in some specific applications like high quality audio/image/video transfers between devices and intra-device communications, the need in terms of bit rate is higher than the few gigabits per second already addressed by these standards. First ideas of using RF/wireless links for intra-device communication have been published already in 2001 by Chang et. al. [1]. Two bottlenecks appear immediately against the enhancement of the above mentioned standards: the lack of efficient digital to analogue converters allowing many levels of quantization at high speeds of sampling, and the absence of allocated large bandwidths allowing simple modulations with maybe two levels of quantization. The sub-millimetre bands may offer significant areas of available spectrum, solving the issues by allowing the use of simple modulation schemes. Recent publications show that data rates of up to 100Gbps are possible at a carrier frequency of 240 GHz [2] [3]. Nowadays this frequency range is also considered for board-to-board communication [4][5].

In board to board communication, some technologies are already available solving the copper issue like Light Peak fiber technology (named Thunderbolt). Light Peak is a high-speed optical cable technology designed to connect electronic devices to each other. Light Peak delivers high bandwidth starting at 10Gbps and up to 40Gbps. It uses PCI express or Display Port protocols.
[bookmark: _GoBack]
What about the burden of cables and connectors?
Indeed, one main issue is the need to use connectors on the boards which increase the cost and their design complexity. Another issue, which is obvious, is the cable which limits the flexibility when connecting the boards. 

[bookmark: _Toc413690756]Typical Transmission Rates
To illustrate realistic datarates, let’s consider for instance imaging devices (video-projector or super hi-vision camera). Video-projectors use generally the LCOS (liquid crystal on silicon) technology or the LCD (liquid crystal display) technology. In higher end video-projectors, three LCOS chips or LCD panels are used, each one modulate light in the three primary colors: red, green, and blue. Both LCOS and LCD projectors deliver the red, green, and blue components of the light to the screen simultaneously. The LCOS technology has usually a very high resolution and the system should support very high datarates. There is no spinning color wheel used in these projectors as there is in single-chip Digital Light Processing projectors. Other possible scenario can be super Hi-Vision camera. An example is illustrated in this paper [7].  Figure 5.1  illustrates the Camera head that support 8K4K, 120Hz video format.
[image: cid:image003.png@01D051BA.FE3DBC10]
Figure 5.1 Camera head of a super Hi-Vision Camera (8K4K/120Hz and 36bits of pixel resolution).
Table 5.1 provides some bitrates (in Gbps) needed to transmit some common video formats:
	Pixel resolution
	Frame rate
	720x 1280
	1080x 1920
	1440x 2560
	2160x 3840
	2880x 5120
	4320x 7680

	24
	30Hz
	0.664
	1.494
	2.654
	5.971
	10.610
	23.887

	24
	60Hz
	1.327
	2.985
	5.304
	11.934
	21.206
	47.774

	24
	120Hz
	2.654
	5.971
	10.610
	23.872
	42.420
	95.548

	36
	30Hz
	0.995
	2.238
	3.977
	8.948
	15.900
	35.830

	36
	60Hz
	1.990
	4.477
	7.955
	17.898
	31.804
	71.660

	36
	120Hz
	3.980
	8.955
	15.913
	35.804
	63.623
	143.320

	48
	30Hz
	1.327
	2.985
	5.304
	11.934
	21.206
	47.774

	48
	60Hz
	2.654
	5.971
	10.610
	23.872
	42.420
	95.548

	48
	120Hz
	5.308
	11.943
	21.222
	47.749
	84.887
	191.096


[bookmark: _Toc410988513]Table 5.1: Bitrates in Gbps versus video format


Fig. 5.2. Wireless board to board communication.

The figure 5.2 illustrates the targeted use case. High speed terahertz wireless links could connect two boards or more. The terahertz band is huge hence several channels could be used in a small area (i.e. within one device). The figure shows point-to-point communications between boards, where the color of the beams indicate frequency. 

[bookmark: _Toc404676180][bookmark: _Toc413690757]Definition of a typical transmission range
The targeted transmission range is up to 10 cm in the air or through two layers of material reasonably transparent to Terahertz wave (5mm thickness).

[bookmark: _Toc404676181][bookmark: _Toc413690758]Description of the conditions to achive the Target data rate 
The targeted data rates are up to 100Gbps. 
The Bit Error Rate should be less that 10E-12 after Forward Error Correction. This is similar to LVDS performance at 10 cm and corresponds to one error every 10s at 100Gbps. 

[bookmark: _Toc404676182][bookmark: _Toc413690759]Specific issues with respect to regulation
The ITU is actually studying the bandwidth allocation for terahertz frequencies and at this moment there is no frequency allocated for active services between 275GHz and 1THz. The ITU identifies some frequency bands for passive services only [6].

[bookmark: _Toc404676183][bookmark: _Toc413690760]Specific requirements with respect to the MAC 
A very simple Medium Access Protocol should be used. Mechanisms based on random access by contention are not appropriate since the level of the overhead will be high and a significant amount of bandwidth will be lost. In addition, the huge bandwidth provides the guarantee of a high number of channels that can be used simultaneously by different boards. The transmission range is very low hence frequency reuse is possible.   
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[bookmark: _Toc413690762]Fronthaul
There are a lot of studies to transmit high-speed data signals around 10 Gbps to user terminals for future mobile services such as IMT 2020 and beyond (5G) which requiresa huge number of base transceiver stations (BTSs) and small-cell networks[1]. The centralized radio access network (C-RAN) separates the function of the BTS to a baseband unit (BBU) and a remote radio head (RRH). The connection between the BBU and RRH is called “fronthaul”, and currently, ITU-T SG15 defines mobile fronthaul including Radio over Fiber (RoF) [2]. Mobile fronthaul is defined as a connection between one and the other of separated radio transceiver functions within a base station.  The transmission capacity of fronhaul must be much higher than 10 Gbps to meet requirements of IMT 2020 and beyond. 

[bookmark: _Toc413690763]Description of the operational environment 
Figure 6.1 indicates  mobile fronthaul (MHF) links using 300-GHz frequency. This link utilizes  300-GHz carrier frequencies to feed 5G signals to the user terminals in a small cell. 

[image: ]
Figure 6.1 Mobile fronthaul using 300-GHz link.
Figure 6.2 shows the detailed block diagram of the fronthaul. In this figure, a modulation and demodulation unit represents one partial BTS located in the network side (BBU) and a radio antenna unit represents the other partial BTS located in the antenna side (RRH). Taking the above situation into account, mobile fronthaul should be defined as the connection between one and the other of separated radio transceiver functions within the BTS. In addition, mobile fronthaul link (MHF) should be also defined as a link to establish a mobile fronthaul. IEEE802.15.3d devices interface BBU with 300-GHz link, and RRH with 300-GHz link.

[image: ]
Figure 6.2 Definition of mobile fronthaul using 300-GHz link [2].
Figure 6.3 shows the hybrid cell structure which utilizes  300-GHz fronthaul links to feed 5G signals to the user terminals. The propagation distance of 300-GHz link is limited due to attenuation characteristics [3]. c. 

[image: ]
Figure 6.3 Hybrid cell structure for IMT 2020 and beyond using 300-GHz link.
[bookmark: _Toc413690764]Definition of a typical transmission range
The typical transmission distance of 300-GHz link mainly depends on propagation attenuation of carrier frequencies whose values have been already published by Recommendation ITU-R P.676, P.838, P.840, and the output power and antenna gain of BBUand the receiver noise figure of RRH, and vice versa. The typical transmission range of the 300-GHz link is around 300 meters which may be improved by the technology progress of RF components. .
Additional important parameters which define a typical transmission range are frequency interference and transmission latency. Frequency interference causes reduction of the capacity and connectivity between BBU and RRHAU. 300-GHzlinks can avoid the frequency interference between links due to their high antenna directivities. The transmission latency of 300-GHz link isdertermined from IMT 2020 and byond specifications and the concrete number is TBD at this moment. However, the maximum absolute round trip delay time per link excluding transmission length is specified to 5s according to the current CPRI specifications [4].

[bookmark: _Toc413690765] Description of the conditions to achive the Target data rate 
The modulated spectrum bandwidth of the waveform is determined by the modulation speed and the modulation scheme such as multi-level Quadrature Amplitude Modulation. The limiting factors of transmission bandwidth of 300-GHz link are up and down conversion frequency  responses. 
The specification of base transceiver stations is known as a Common Public Radio Interface (CPRI) [4] which specifies the key internal interface of base transceiver stations between the Radio Equipment Control (REC) and the Radio Equipment (RE). REC and RE defined by CPRI correspond to BBU and RRH, respectively.  The current specified maximum bit rate of CPRI is limited to 10 Gbps, however, IMT 2020 and beyond mobile systems will offer higher data rates greater than 10 Gbps to the mobile terminals [1]. The capacity of the mobile fronthaul link has to be increased to satisfy with the technical requirements of such mobile systems. The new CPRI for IMT 2020 and beyond is not yet specified , but the target data rate at this stage is 100 Gbps in the condition of BER of 10-12 [4].
[bookmark: _Toc413690766]Specific issues with respect to regulation
Suitable frequency range and contiguouis bandwidth was proposed by considering gaseous attenuation characteristics in the frequency range from 100 GHz to 1000 GHz [5]. There are the specific resonant attenuation by oxygen and water vapour. The contiguous band is simply estimated by avoiding the resonance attenuation lines. Table 1 below summarizes the suitable frequency range and the contiguous bandwidth. In the frequency range from 200 GHz to 320 GHz, it is difficult to have contiguous bands for mobile services below 252 GHz, because many frequency bands are not allocated for the fixed services [6]. However, the frequency bands between 252 GHz and 275 GHz have been already allocated for fixed services. If the frequency band from 275 GHz to 320 GHz can be allocated or identified for fixed services, a contiguous band of 68 GHz can be utilized for point-to-point type fixed srvices for not only the mobile fronthaul link, but also the wireless data center link, as shown in Figure 6.4. In order to allocate or identify the frequency band from 275 GHz to 320 GHz for the fixed service, the Table of Frequency Allocations in the Radio Regulatios have to be revicsed at the future World Radiocommunication Conference.

Table 1 Suitable frequency range and contiguous bandwidth.
[image: ]
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Figure 6.4 Possible operational frequency band for IEEE 802.15.3d devices.

[bookmark: _Toc413690767]Specific requirements with respect to the MAC 
MAC supports the following information such as IQ data, synchronization, L1 inband protocol, C&M data, vender specific information specified by CPRI specifications [4]. However these information may be amended according to the specification of IMT 2020 and beyond.
[bookmark: _Toc413690768]Other issues
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[bookmark: _Toc413690770]Backhaul

[bookmark: _Toc413690771]Description of the operational environment 
A backhaul link in a cellular network is a connection between the base station and a more centralized network element, see Fig. 7.1. Backhaul in todays cellular networks is done either by fibre or microwave links. Various drivers exist, which require high-capacity backhaul links. One driver is the enourmous increase of traffic in cellular networks, which may be adressed by the deployment of ultra-dense networks. Another driver is the introduction of so-called cooperative multi-point trasnmission (CoMP). Both aspects are described in section 7.1.1 and 7.1.2, respectively.

[image: ]
Fig. 7.1 Backhaul links in a cellular  network [1]

[bookmark: _Toc413690772]Backhaul for ultra-dense Network Deployments

With the foreseen implementation of indoor ultra-high broadband access in fifth generation (5G) systems the backhaul  capacity may become critical. For example [3] mentions that traditional backhaul that utilzes narrow bandwidth is regarded as a potential bottleneck for the overall cellular network.  This view is also supported by figures reported in the recently published NGMN 5G White Paper [2], which forecasts an aggregated traffic density of 15 Tbps/km2 for the downlink and 2 Tbps/km2 in the Uplink for indoor ultra-high broadband access. Another application with similar aggregated traffic is broadband access in crowd (e. g. in a stadium), where the NGMN White Paper predicts 0,75 Tbps/stadium in the DL and 1.5 Tbps/stadium in the UL. Such high demand of traffic at local hot spots may require aggregated backhaul, see Fig. 7.2 [1].


[image: ]
Fig. 7.2 Aggegration of Backhaul links [1]

Since not all network operators have access to fibre networks, wireless backhaul is an obviuos alternative.  Since also backhaul networking flexibility is critical to successful deployments [4], wireless backhaul may be advantageous over fibre-based backhauling.

[bookmark: _Toc413690773]Backhaul for the Deployment of Cooperative Multipoint Transmission

The tight coordination of transmitted signals by several base stations will reduce interference, which in turn will increase the capacity of the network. Such concepts have been subject to standardisation in 3GPP [5]. In order to apply this concept each base station requires information about the transmission of all other base stations received within a cell, see Fig. 7.3.  This requires high-capacity backhaul connections betweeen all involved cells. The requirement for high backhaul capacity currently restricts deployment of CoMP. Providing sufficient backhaul capacity will be a key enabler for the introdcution of CoMP.

[image: ]
Fig. 7.3 Backhaul between base stations when CoMP is applied [1]
[bookmark: _Toc413690774]Definition of a typical transmission range

The typical range for this application is in the order of a few hundred meters up to several kilometers. 
[bookmark: _Toc413690775]Description of the conditions to achieve the Target data rate 

Due to the high attenuation caused by diffraction a line-of-sight condition is required. In addition to the high free-space loss the atmpspheric attenuation [9] becomes important. The attenuation of electromagnetic waves in the atmosphere occurs due to interactions and resonances with the molecules of the atmosphere[9,10]. Especially the water vapour has an important influence on THz-waves. The specific attenuation can be calculated with the ITU-R [11] and am [12] models. However, fog and especially rain can lead to a scattering of the THz-waves at the water droplets, which reduces the power at the receiver [13,14]. In most cases the atmospheric attenuation adds to the attenuation of either the fog or the rain, but not both together.  If it is assumed that the maximum allowed attenuation for a given application amounts to 100 dB/km, 5 different transmission windows can be allocated in the frequency range between 300 and 900 GHz. The center frequencies and bandwidths of these transmission windows are given in Table 7.1 [9,10].

[image: ]
 (
Table 7.
1
Bandwidths and 
center
 frequencies of the transmission windows in the frequency range of 330 GHz and 900 GHz with an overall attenuation below 100 dB/km in the worst case
)


Due to the very high path loss accompanied with THz transmission, for outdoor applications high antenna gains are required. The antenna gain depends on the distance, transmitted data rate, carrier frequency and application. However, an example for a fixed wireless link with a distance of 1 km under worst environmental conditions of a rain rate of 50 mm/h is given in Figure 7. For shorter distances, or better atmospheric conditions, antennas with lower gain can be used. If a transmit power of 10 dBm, a noise figure of 10 dB, and an ambient temperature of 300 K is assumed, the maximum transmittable data rates per GHz bandwidth in a 1 km link are shown in Figure 7.4 [10].

[image: ]
Fig. 7.4 Maximum data rate per GHz as a function of antenna gains and carrier frequency


From Figure 7.4, very high data rates can only be transmitted if the antenna gains are respectively high. For an antenna gain of 50 dBi for the transmitter and receiver antennas a maximum data rate of 25 Gbps can be transmitted in the 76 GHz bandwidth available in the first window. However, if the antenna gain is increased to 70 dBi, the maximum data rate can be increased to about 860 Gbps in the first transmission window. 

For 70 dBi antenna gain the angle for loss of connectivity due to fluctuation of the pole and the pole twist is just 0.13°. The requirement for adaptive antenna alignments or control mechanisms to compensate for pole sway/twist depends on the grade of sway/twist impairments, given by the antenna installations, e.g. type of pole or building.
 
[bookmark: _Toc413690776]Specific issues with respect to regulations
Due to he operation in outdoor environments measures to avoid interference of passive services operating in the same band has to be avoided. Results on investigations of potential interference for fixed wireless links are reported in [15,16].
[bookmark: _Toc413690777]Specific requirements with respect to the MAC 
The application of highly-directed antennas used in fixed point-to-point links yields to low interference and low probability of collision. This may yield in simplified solutions for the MAC. 

[bookmark: _Toc413690778]Other issues
There is a trend that IP/Ethernet gets more importance as a transport technology for backhaul in mobile networks [4,6,7,8]. The standard should foresee the capability to carry carrier Ethernet packets as paylaod.
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[bookmark: _Toc413690780]Data Center
[bookmark: _Toc393241404][bookmark: _Toc413690781]Description of the operational environment 
Pure wired data centers are static and can not be easily reconfigured following the requirements from dynamic traffic conditions. In addition to that the cabling complexity (either copper or fibre) wastes much space and is hard to maintain , see also [5]. The cabling complexity also affects data center cooling. 

[bookmark: _Toc413690782]Physical Structure of a Data Center and the Potential to introduce Wireless Links
A simplified set-up of a  typical data center is depicted in Figure 8.1 based on [7]. On top of the racks antennas may be placed in order to enable wireless connection between the different racks. Antennas on the side of the racks may be used for wireless intra-rack communication.

[image: ]


Fig. 8.1 Simpified set-up of a typical data cener set-up 
In order to apply wireless links in data centers beamforming capabilities are required, as shown in Fig. 8.2, and includes the following features [2]:

· Beamforming capabilities both in azimuth and elevation 
· Ceiling reflectors (aluminum plates or other good reflecting materials)
· Electromagnetic absorbers on top of the racks to prevent local reflection/scattering around the antenna

[image: ]

Fig. 8.2  LOS and Indirect LOS Paths [4,5]

Traditional DCN architectures are based on layered 2-tier (3tier-) architectures with core, (aggregation) and access layers [3] A couple of specific arrangements of the servers racks exploring the possibilities to introduce wireless links are proposed as well. In Fig. 8.3 to 8.5 some of these proposals are presented. 
	


Fig. 8.3 Node Arrangements – Two Parallel Rows [3]



Fig. 8.4: Node Arrangements – Hexagonal Shape [3]




 (
Intra-Rack Links
Inter-Rack Links
)
Fig. 8.5: Node Arrangements in a Cayley Data Center [4]

[bookmark: _Toc367096819][bookmark: _Toc368853680][bookmark: _Toc393241405][bookmark: _Toc413690783]Logical Structure of Data Centers
[bookmark: _Toc367096820][bookmark: _Toc368853681][bookmark: _Toc393241406]Figure 8.6 displays the logical node arrangement in Data Center. The data center has a 3-Tier  infrastructure [1] consisting of a

- a Core Layer :The data center core is a Layer 3 domain built with high-bandwidth links (10 GE or a bunch of 10GE)

- an Aggregation Layer:Supports Layer 2 and Layer 3 functionality; using 10 Gbps links.

- an Access Layer/ToR:A Layer 2 domain, ToR using 1Gbps links


[image: ]
Fig. 8.6: Logical Arrangements in Data Center [4]


The logical structure and the link types are dispalyed in Figure 8.7 [1].
[image: ]
Fig. 8.7: Logical Arrangements in Data Center and link types

[bookmark: _Toc393241407][bookmark: _Toc413690784]Definition of a typical transmission range
Over the last two decades, data centers have become increasingly larger.  Today data centers can be the size of an indoor sports field; however, the size of the data center alone does not dictate the transmission range.  The transmission range is a function of the antenna gain and the transmit power, neither of which are severely constrained in the data center environment.  Depending upon the switch configuration, ranges of 10 meters to 100 meters would be in order.  Today fibre optics is still the preferred alternative to wireless switching. However wireless links may be seen as an add-on to complement fibre optics in a few cases.   

[bookmark: _Toc393241408][bookmark: _Toc413690785]Description of the conditions to achive the Target data rate 
It is anticipated that the data center channel will be line-of-sight, which includes reflecting the signal off an RF mirror. This might require some beam steering, which i out-of-scope of the tandard. It can be assumed that the antenna positions are well-known.in advance and beam-steeringcan be preconfigured or feed-in as an external information.
[bookmark: _Toc393241409][bookmark: _Toc413690786]Specific issues with respect to regulation
The data center environment is an industrial environment and it is not clear at this time as to regulatory constraints.  Clearly, if a human is exposed to the RF (in the line-of-sight path) then there are health concerns. But one must not assume that the data center wireless channel is easily accessible by humans.  For example, the RF switch path can be an enclosed plenum area near the ceiling that would require a deliberate action by a human to be exposed to RF.
[bookmark: _Toc393241410][bookmark: _Toc413690787]Specific requirements with respect to the MAC 
The MAC should support switched beam line-of-sight.

[bookmark: _Toc413690788]Required BER
The wireless switch should be competitive to fiber optics in regards to bit errors.  A bit error rate of 10e-12 would not be unreasonable.  Obviously this will require the appropriate coding.

[bookmark: _Toc413690789]Multi-user Access
It is felt that the data center environment would be better served by spatial division multiplexing than by frequency division multiplexing.  One reason is it is desirable to maintain as high of data as possible with the lowest Eb/No possible, which requires adequate bandwidth to accomplish.  It is also conceivable that some CDMA (code division multiple access) could be utilized to improve multiple user access capability.

[bookmark: _Toc413690790]Other issues
The TG3d PHY should enable the use of the wireless linka as a hop between two x-Gbps Ethernet links.
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