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	Abstract
	Comments for 802.1: Impact of Low Power Networks on Bridge operation 

	Purpose
	

	Notice
	This document has been prepared to assist the IEEE P802.15.  It is offered as a basis for discussion and is not binding on the contributing individual(s) or organization(s). The material in this document is subject to change in form and content after further study. The contributor(s) reserve(s) the right to add, amend or withdraw material contained herein.

	Release
	The contributor acknowledges and accepts that this contribution becomes the property of IEEE and may be made publicly available by P802.15.


Background
The intended use cases for the 802.15.10 Layer 2 Routing amendment diverge from the design assumptions of 802.1 bridging.
One example is the design philosophy of low-energy, constrained resource network devices that are generally seen in the 802.15.4 family.  Low power is implemented in these ways: 1) Low data rates resulting from relatively simple radio physical layers. 2) MAC layer design to optimize for very low duty cycle operation and extended sleep time. 

The combination of these two principles with a multi-hop topology can result in significant delays in forwarding a frame through multiple nodes in a network.  Data rates in 802.15.4 range from less than 1 Kbps to over 27 Mbps. In some 802.15.4 PHYs, packet lengths up to 2047 octets are supported, along with data rates in the low kbps range.  Transmitting a maximal length packet at the minimum rate would require over 1 S.  Even when more practical packet lengths and data rates are considered, the additional delays for synchronizing sleep cycles and multiple hops could easily result in end-to-end delays exceeding several seconds.
This upper bound on packet delivery through the bridged network exceeds the design expectations of 802.1, which call for end-to-end reply within 2 S. 
The possibility of delays exceeding 2 S will need to be considered as existing bridging mechanisms specified in 802.1 are considered for application in 802.15.10.
Due to the limited bandwidth of 802.15 networks, the use of broadcast and multicast for establishment and maintenance of bridging operation should be carefully considered, and minimized when possible. 
General Description of capabilities for 802.15.10 Layer 2 Routing

Using 802.15.4g for one-to-many and many-to-one topologies. Supporting monitoring applications, with low duty cycle. Using information from MAC and PHY Layer to inform flow control and routing. This differs from route-over where flow control is derived from information at Layer 3.  Support for multi-hop networks in linear topology for greatest range.  

Support for commercial building automation, interior lighting control, street light control, and similar applications. These applications have requirements for peer to peer topology (switches or sensors to lights). Many-to-one and one-to-many relationships are required, as well as multicast to support groups of lights. Linear topology is also required for strings of lights. There is sometimes a requirement for mobility to support hand-held controls. There is a requirement for relatively low latency (100mS) for direct manual control of lights. This must be accomplished while maintaining low energy consumption. MAC functionality first defined in 802.15.4e as well as 6TISCH may be applicable. Gateways to building management systems (possibly using 802.3 or 802.11) will be required. 
High Level Key Requirements

· One-to-many and many-to-one topologies
Support for multiple “concentrator” or gateway functions at the edge

Support large numbers of hops

Support for pre-described routes

Support for route diversity

Support scalability for large networks
Multicast support 
· Support for device mobility within the network

Quick Rejoin Capability/Mechanism

· Flow control and routing functions, including congestion management and prioritization (message or path) are able to function using only information from MAC and PHY Layer services. Use of information from other layers is not precluded.

Support for route optimization and stale node purging

· Support for round trip delays through the entire network exceeding 2 seconds.
· Routing and networking functionality are scalable to operate on devices with limited memory and processing capability.
· Support for routing and network formation implemented in a distributed manner. This does not preclude source routing. Support for storing and non-storing nodes.

· Support for operation with minimal energy consumption and low (RF) power devices
Multicast support 

Support for “sleepy nodes”, “sleepy routers”, and low duty cycle routers
· Security Aspects

Must be able to work w/just MAC layer security and compatible w/ KMP (including 802.1x, etc.) mechanisms - (Bob M.)
Joining Control

Quick Rejoin Capability/Mechanism
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