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[bookmark: _Toc356531360]Overview
The 802.15.8 specification shall be developed according to the P802.15.8 Peer Aware Communication (PAC) project authorization request (PAR), document number 15-12-0063r2 and Five Criteria (5c), document number 15-12-0064r1, which were approved by the IEEE-SA in March of 2012.



[bookmark: _Toc356531361]Definitions
PAC enabled X-network: A X-network of the devices on which the PAC features are equipped 

PAC WPAN: The network of which a device can act as a client or a server for the other devices by allowing shared access to various resources such as configuration or control information, location information, sensing data, advertisement, multi-media contents, social contents, etc.

peer network initiator: A PAC device which defines a mission, configures the peer group, hosts peers, and authenticates peers

Device ID:		Unique PAC device address e.g. MAC address
Service type ID:	Service category for PAC discovery [Appendix A]
Service group:		The set of PDs which became peering each other
Discovering PD:	PD which transmits the request signal to discover other PD(s)
Discovered PD:	PD which transmits the response signal to discovering PD


[bookmark: _Toc356531362]Abbreviations and acronyms
AGC		Automatic Gain Control
BCI		Burst Control Indicator
BU		Blocking Unit
CAP		contention access period
CAR		Consecutive Allocation Request
CCA		clear channel assessment
CFP		contention free period
CP		Cyclic Prefix
CS		Channel Sampling
CTS		Clear To Send
CW		Contention Window
DS-REQ		Distributed Scheduling – Request
DS-RSP		Distributed Scheduling – Response
EIED		Exponential Increase Exponential Decrease
FCS		Frame Check Sequence
FFPD			A PD which supports whole specification including routing table and
it is always relay-enabled.
RFPD			It has two types. These are relay-enabled PD and relay-disabled PD.
Relay-enabled is a reduced-function PD which supports routing table for specific
multicast group and relay-disabled is a reduced-function PD which does not
support routing table.
GI		Guard Interval
GSW		Gold Sine Wave
I-PD 		Initiator PD
I-PD seen by J-PD	TS beacon received
IS		Interference Sensing
J-PD: 		Joiner PD
J-PD Joined 	Received TB beacon with ID in list
LESD		Low Energy Service Discovery
LTF		Long Training Field
MLME		MAC sublayer Management Entity
MLSDE		MAC sublayer Service Discovery Entity
MZC1		Modified Zadoff-Chu sequence 1
MZC2		Modified Zadoff-Chu sequence 2
OFDM		Orthogonal Frequency Division Multiplexing
PAN		Personal Area Network
PD		PAC Device
PDU		Protocol Data Unit
PID    		Peering Identifier
Peering-REQ	Peering-Request
Peering-RSP	Peering-Response
PLME		PHY layer Management Entity
RTS		Request To Send
RU		Resource Unit
SC		Single Carrier
SDU		Service Date Unit
SIV		Service Information Version
SP		Scheduling Priority
SRI		Scheduling Request Indicator
SSF		Self Spatial Filtering
STF		Short Training Field
TB		temporary beacon
TS		trigger signal
ULA		Uniform Linear Array
ZC		Zadoff-Chu
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[bookmark: _Toc356531363]General descriptions
This clause provides the basic framework of PDs. The framework serves as a guideline in developing the functionalities of PDs and their interactions specified in detail in the subsequent clauses. 

[bookmark: _Toc356531364]Concepts and architecture

<368r1>
The peer-to-peer wireless personal area network is a network of which a device can act as a client or a server for the other devices by allowing shared access to the various resources such as configuration or control information, location information, sensing data, advertisement, multi-media contents, social contents, etc.

The communication features of the peer-to-peer WPAN, peer aware communications (PAC), may be equipped on a dedicated device or on a device which is other network equipment. The network composed of the PAC devices is the PAC WPAN. The network composed of the PAC enabled on the devices of the X-network is the PAC enabled X-network. The hybrid PAC network is composed of the PAC devices and the PAC enabled devices. 

There are possible cases to coexist the PAC WPAN and the PAC enabled X-network: single PAC WPAN, multiple PAC WPANs, single PAC WPAN & single PAC enabled X-network, single PAC WPAN & multiple PAC enabled X-networks, multiple PAC WPANs & single PAC enabled X-network, and multiple PAC WPANs & multiple PAC enabled X-networks.

[image: ]
Figure 4.1- Possible network combinations with the PAC equipped devices
</368r1>

380r2 [1,2]












<369r1>


—Schematic diagram of common mode PHY
</369r1>


<377r0>
[image: ]
PAC application at PD1 requests application-specific discovery operation via PAC middleware. PAC middleware has a API to PAC module including PAC PHY and MAC layer, and requests to send Peer Discovery Identity (PDI) to PAC module. PAC MAC constructs Peer Discovery Message (PDM) including PDI from higher layer and transmits the PDM via Discovery Slot determined at PHY layer. PDM is received by PAC module at PD2. PAC module matched the received PDI to the pre-stored PDI and it delivered to PAC middleware if it meets the matching constraints.
Therfore, only PDs with same PDI shall be discovered each other.
PDI may be pre-installed or given from network to higher layer.
The content of PDM including application-specific ID, application-specific user ID or application-specific group ID is decided by higher layer. 
Different peer discovery types such as “Advertise/Monitor”, “Search/Response or “Publish-Subscribe” may be supported.
</377r0>



<392r1>
IEEE 802.15.8 supports fixed and sectionized frame structure.
IEEE 802.15.8 frame consists of synchronization, discovery, peering, and data region.
IEEE 802.15.8 supports coexistence with heterogeneous device.
IEEE 802.15.8 supports fully distributed synchronization.
IEEE 802.15.8 supports both device discovery and service discovery in the broadcasting manner and the query-based manner.
IEEE 802.15.8 supports peering procedure consists of monitoring of local peering status and exchange of peering signalling through randomly selected resource.
IEEE 802.15.8 supports contention-free multiple access with orthogonal requests and priority-based fully distributed scheduling.
</392r1>

<395r1>
IEEE 802.15.8 shall support a fully distributed, decentralized, and self-organized system composed of PDs.
Some of these devices may be able to connect on an opportunistic basis to infrastructure, which is out of scope for IEEE 802.15.8.
IEEE 802.15.8 shall support one-to-one and one-to-many communications.
IEEE 802.15.8 shall support scalable data rate to accommodate many applications such as listed in the Application Matrix (document number 15-12-0684-00-0008).
Possibly aided by higher layers, a PD shall support data transfers between itself and identified PDs or groups.
IEEE 802.15.8 shall support both one-way and two-way communications.
</395r1>

[bookmark: _Toc356531365]Topology

<368r1>
The PAC enabled network consists of the PAC devices (PDs) which carry one of roles: peer network initiator (proxy initiator), peer network peers, peer network relay, and peer network observer. The initiator defines a mission, configures the peer group, hosts peers, and authenticates peers. The peer network relay provides one-hop frame relaying. The peer network observer is a neighbor of the peer group, but is not a member of the peer group.


[image: ]

Figure 4.2- Components of the PAC enabled networks
</368r1>

380r2[1,2]

<395r1>
Several topologies are considered to support various service interactions within PDs.
One-to-one and one-to-many topologies shall be supported. 
IEEE 802.15.8 shall support a PD participation in at least two independent one-to-many communications with different peers at the same time.
IEEE 802.15.8 shall support a PD having simultaneous communication sessions for same or different applications.
Mesh topology may be supported.


Figure 1. An example of concurrent communication
</395r1>

[bookmark: _Toc356531366]Reference model
[bookmark: _Toc334703576][bookmark: _Toc334703577]
<368r1>
The reference model of the PAC enabled network consists of three link sub-layers and one management entity. The PD serves thorough two PD SAPs and two PAC enabled X-network device SAPs.
[image: ]

Figure 4.3- Reference model of the PAC enabled device
</368r1>


<395r1>
All PDs are internally partitioned into a physical (PHY) layer and a medium access control (MAC) sublayer of the data link layer, in accordance with the ISO/OSI-IEEE Std 802-2001 reference model. Direct communications between PDs are to transpire at the PHY layer and MAC sublayer as specified in this standard; Message security services are to occur at the MAC sublayer, and security operations are to take place inside and/or outside the MAC sublayer.

Within a PD, the MAC provides its service to the higher layer through the MAC service access point (SAP) located immediately above the MAC sublayer, while the PHY provides its service to the MAC through the PHY SAP located between them. On transmission, the higher layer passes MAC service data units (MSDUs) to the MAC sublayer via the MAC SAP, and the MAC sublayer passes MAC frames (also known as MAC protocol data units or MPDUs) to the PHY layer via the PHY SAP. On reception, the PHY layer passes MAC frames to the MAC sublayer via the PHY SAP, and the MAC sublayer passes MSDUs to the higher layer via the MAC SAP. 
MAC and PHY SAPs also pass control information between the layers.


Figure 2. Reference model

There may be a logical PD management entity (PDME) that exchanges network management information with the PHY and MAC as well as with other layers.
</395r1>


<396r1>
The operation of the system will be defined in a conventional way as a set of interacting modules, such as in the figure below. 

[image: ]
Figure 1. Communication Layer Model 
</396r1>


[bookmark: _Toc339564054][bookmark: _Toc356531367]MAC layer
[bookmark: _Toc333303924][bookmark: _Toc333303925][bookmark: _Toc333303926]
<395r1>
PAC has three procedures: discovery procedure, peering procedure, and communication procedure.
1. Discovery procedure
0. When a PD turns on, it starts from discovery phase (active scanning)
0. During communication, discovery phase is allocated when it wants to find others.
0. In discovery phase, a PD can discover other PDs over all channels by moving the each channel in each discovery slot.
1. Peering procedure
1. After discovery, the PD goes to the channel in the discovered PDs.
1. They make hopping slot timing same and exchange the peering information.
1. Communication procedure
2. After peering, the PD starts communication with the same hopping slot timing with connected PDs.
More details are in section 5. PAC operations.
</395r1>


[bookmark: _Toc356531368]MPDU structure

<368r1>
The MPDU consist of link frame header, link frame information, link frame payload, and link frame tail. The link frame header contains frame control, peer network identifier, peer device addressing fields, and peer network authenticator. The link frame information contains peer network information elements. 

The peer network identifier consists of service class of peer network, peer group service profile identifier, and local peer network identifier.

[image: ] 
Figure 5.1- Structure of link frame MPDU
</368r1>



380r2


<388r0>
[bookmark: _Toc361024336]Packet Format
[bookmark: _Toc361024337]Table 1. ACF (Advertisement Command Frame)
	Name
	Type
	Description

	Originator Address
	Integer
	Originator PD’s Address

	Destination Address
	Integer
	Destination PD’s Address

	Sender Address
	Integer
	Sender PD’s Address

	Application Type ID
	Integer
	Application Type ID

	Application Specific ID
	Integer
	Application Specific ID

	Application Specific Group ID
	Integer
	Application Specific Group ID

	Device Group ID
	Integer
	Device Group ID

	Time To Live (TTL)
	Integer
	Time To Live (TTL)

	Sequence Number
	Integer
	Frame’s Sequence Number

	Frame Type
	Integer
	Frame Type

	Sub Type
	Integer
	Frame’s Sub Type



[bookmark: _Toc361024338]Table 2. ARCF (Advertisement Reply Command Frame)
	Name
	Type
	Description

	Originator Address
	Integer
	Originator PD’s Address

	Destination Address
	Integer
	Destination PD’s Address

	Sender Address
	Integer
	Sender PD’s Address

	Receiver Address
	Integer
	Receiver PD’s Address

	Application Type ID
	Integer
	Application Type ID

	Application Specific ID
	Integer
	Application Specific ID

	Application Specific Group ID
	Integer
	Application Specific Group ID

	Device Group ID
	Integer
	Device Group ID

	Sequence Number
	Integer
	Frame’s Sequence Number

	Frame Type
	Integer
	Frame Type

	Sub Type
	Integer
	Frame’s Sub Type



[bookmark: _Toc361024339]Table 3. MGNF (Multicast Group Notification Frame)
	Name
	Type
	Description

	Originator Address
	Integer
	Originator PD’s Address

	Destination Address
	Integer
	Destination PD’s Address

	Sender Address
	Integer
	Sender PD’s Address

	Receiver Address
	Integer
	Receiver PD’s Address

	Application Type ID
	Integer
	Application Type ID

	Application Specific ID
	Integer
	Application Specific ID

	Application Specific Group ID
	Integer
	Application Specific Group ID

	Device Group ID
	Integer
	Device Group ID

	Time To Live (TTL)
	Integer
	Time To Live (TTL)

	Sequence Number
	Integer
	Frame’s Sequence Number

	Notification Type
	Integer
	Notification Type (Type: 0, 1, 2, 3, 4, 5, 6, 7, 8)

	Frame Type
	Integer
	Frame Type

	Sub Type
	Integer
	Frame’s Sub Type



[bookmark: _Toc361024340]Table 4. Multicast Data Frame
	Name
	Type
	Description

	Originator Address
	Integer
	Originator PD’s Address

	Destination Address
	Integer
	Destination PD’s Address

	Sender Address
	Integer
	Sender PD’s Address

	Receiver Address
	Integer
	Receiver PD’s Address

	Application Type ID
	Integer
	Application Type ID

	Application Specific ID
	Integer
	Application Specific ID

	Application Specific Group ID
	Integer
	Application Specific Group ID

	Device Group ID
	Integer
	Device Group ID

	Time To Live (TTL)
	Integer
	Time To Live (TTL)

	Sequence Number
	Integer
	Frame’s Sequence Number

	Originator Sequence Number
	Integer
	Originator Sequence Number

	Notification Type
	Integer
	Notification Type (Type: 0, 1, 2, 3, 4, 5, 6, 7, 8)

	Frame Type
	Integer
	Frame Type

	Sub Type
	Integer
	Frame’s Sub Type

	Payload
	Integer
	Multicast Data


</388r0>


<395r1 [5.2]>

[image: ]
Figure 3. PAC Frame formats

[bookmark: _Toc361059616]PPDU structure
PPDU consists of preamble, physical header, and PSDU. Preamble is sequence(s) for timing offset, frequency offset and channel estimation, etc. Physical header is physical information such as bandwidth, PPDU length, etc.

MPDU structure

MPDU consists of MAC header, frame body, and FCS. MAC header comprises data frame type, device IDs, service type IDs, MCS, MPDU length, etc. Frame body is data information. FCS contains an IEEE 32-bit CRC.
</395r1>



<396r1>
A MAC frame consists of a fixed-length MAC header, a variable-length MAC frame body, and a fixed-length FCS field as shown in Figure 2. The MAC frame body has an octet length L_FB such that 0 ≤ L_FB ≤ pMaxFrameBodyLength, and is present only if it has a nonzero length. 


Figure 2 MAC frame format
</396r1>

[bookmark: _Toc356531369]Multiple access
e.g. Contention-based access, Contention-free access

<368r1>
The PAC enabled network provides resource allocation configuration primitives to the next higher layer of the peer network initiator. The resources, which may be temporal or spectral or spatial, are slotted and allocated to the components of the peer group on the whole time frame from the start to the end of the peer network. 

The life cycle of the peer group from forming to disbanding is specified by combining the phases: synchronization phase, discovering phase, peering phase, data phase, disbanding phase, and handshaking phase. Any combinations are possible and a combination of the phases can be iterated except the disbanding phase. In each phase, the slotted resources are allocated to initiator, proxy initiator, peers, relay, and inactive period. Any combinations of allocation order are possible and a combination of the allocation order can be iterated. 

The combination of the phase and the combination of allocation order of each phase are designed prior to support a service which is specified with the technical attributes defined in application matrix of IEEE 802.15.8 (15-12-0684). According to the application matrix, the generic configurations of resource allocation are registered as peer group service profile identifiers. The peer group service profile identifier is contained in the peer network identifier and the observers of the peer network may listen and can recognize the schedule of resource allocation. By obtaining the neighbor peer groups’ resource allocation information with the implicit and distributed manner, the PAC enabled devices can perform the proactive interference avoidance.
[image: ]

Figure 5.2- Combination of phase and the combination of resource allocation order


[image: ]

Figure 5.3- Comparison with IEEE 802.15.4 superframe and 15.4e multi-superframe
</368r1>



<373r1>
[bookmark: _Toc361410954]Basic Operation
A PD operating under PAC random access method transmits a pending MPDU when the device determines that the medium is idle for a DIFS period, or an EIFS period if the immediately preceding medium-busy event was caused by detection of a frame that was not received at this PD with a correct MAC FCS value. In these conditions, the PD shall follow the backoff procedure described in 5.2.2 for the pending MPDU transmission. It is necessary that a PD that has completed network entry procedure shall maintain time and frequency synchronization with neighbouring devices operating under PAC random access method. The basic access mechanism is illustrated in Figure 1. 


[image: ]
[bookmark: _Ref361331379]Figure 1 – Basic access mechanism.

[bookmark: _Ref361331905][bookmark: _Toc361410955]Backoff Procedure
All PDs participating in multiple channel access shall maintain a CW (Contention Window). A device attempting to access wireless channel shall select an integer drawn from uniform distribution over [0, -1]. Then, the chosen number is decreased by one every idle slot. The device shall stop the decrement when it senses the wireless channel busy. The device transmits the pending frame when its CW reaches 0.

PDs shall detect frame transmission collisions in the air by monitoring the channel. A collision occurs if more than one PDs attempt to transmit their frames at the same time. The collision detection information shall be used by PDs to increase or decrease their CWs. The change of CW follows EIED (Exponential Increase Exponential Decrease) algorithm described in the following paragraphs.

When a PD monitoring the channel detects a collision, it shall increase its CW exponentially with factor  (>1). On the other hand, a PD monitoring the channel shall decrease its CW exponentially with factor  (>1) when it does not detect a collision for DP (Decrement Period) since the last CW update. The upper and lower bounds of CW are CWmax and CWmin, respectively.

In case CW is not an integer value, the value is rounded to the largest integer smaller than the CW by floor function, and the integer value is used to determine the uniform distribution of the random variable used for random access . The parameters are given in Table 1:

[bookmark: _Ref361333049]Table 1 – Multiple access parameters.
	Parameters
	value

	
	TBD

	
	TBD

	DP
	TBD

	CWmin
	TBD

	CWmax
	TBD

	Slot time
	TBD

	SIFS time
	TBD

	PIFS time
	SIFS + one slot time

	DIFS time
	PIFS + one slot time



[bookmark: _Toc361410956]Collision Detection
The PHY of a PD overhearing wireless channel shall report collision detection information to the MAC of the PD. If the PHY does not detect a collision for DP since the last report, the PHY shall report the information to the MAC of the PD. Whenever the information is reported, the device shall adjust its CW according to the backoff procedure described in 5.2.2.

[bookmark: _Toc361410957]RTS/CTS Frame Exchange Procedure
A PD exchanges RTS/CTS frames prior to sending the MPDU. The CTS corresponding to an RTS is expected to arrive at the device SIFS time after or at the latest by SIFS plus [TBD]. The data rates for the RTS and CTS frames are [TBD]:

[bookmark: _Toc361410958]Unicast Frame Transmission Procedure
A PD with an individually addressed pending frame shall wait for corresponding ACK frame from the addressing device. In the absence of an ACK frame reception, the PD shall retry the frame transmission by following the random backoff procedure described in 5.2.2. The ACK corresponding to a unicast frame is expected to arrive at the PD SIFS time after or at the latest by SIFS plus [TBD]. If the PD fails to transmit unicast frame successfully, it repeats the transmission trials [TBD] times until successful frame transmission. 
</373r1>



<377r0>
IEEE802.15.8 PAC shall consist of several types of frames to serve different operations, based on contention-free channel-access scheme. 
The several different frames constructs PAC superframe. IEEE802.15.8 PAC may have contention-based channel-access during a separated frame. 

0. PAC Frame Structure
[image: ]
IEEE802.15.8 PAC superframe comprises of Sync frame, Discovery frame, Peering frame, and Data frame. 
</377r0>


<395r1 [6.2]>
The fundamental access method of the IEEE802.15.8 PAC is CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance).
For a PD to transmit, it shall sense the medium to determine if another station is transmitting. If the medium is not determined to be busy, the transmission may proceed. The CSMA/CA distributed algorithm mandates that a gap of a minimum specified duration exists between contiguous frame sequences. A transmitting PD shall verify that the medium is idle for this required duration before attempting to transmit. If the medium is determined to be busy, the PD shall defer until the end of the current transmission. After deferral, or prior to attempting to transmit again immediately after a successful transmission, the PD shall select a random backoff interval and shall decrement the backoff interval counter while the medium is idle. A transmission is successful when an ACK frame is received from the STA addressed of the transmitted frame.
</395r1>



<392r1>
The multiple access scheme of IEEE 802.15.8 is contention-free multiple access with orthogonal requests. Contention-free multiple access consists of exchanging DS-REQ (Distributed Scheduling – Request) and DS-RSP (Distributed Scheduling – Response) between the peered PDs. 

Once peering is over, available data channels used are assigned to the peered PDs by data channel mapping. In the assigned data channel, resources for request and response signals are determined by SP(Scheduling Priority) mapping.

For a PD trying to send DS-REQ, it shall sense the air medium to check to see if interferences are produced from heterogeneous devices. If the air medium is determined to have no interference, the PD may transit DS-REQ.

The PD shall transmit SRI(Scheduling Request Indicator) before transmitting DS-REQ. After the transmission of SRI, the PD shall transmit DS-REQ in the scheduling interval to request resource allocation in the data interval for data transmission. The other peered PD shall transmit DS-RSP in the scheduling interval in a response to the received DS-REQ signal. The information delivered by the exchange of DS-REQ and DS-RSP is used by the distributed scheduling algorithm.
</392r1>


[bookmark: _Toc356531370]Synchronization procedure

<368r1>
The MAC sublayer provides a network synchronization procedure for peers to align to the current phase. In synchronization phase, initiator or the proxy initiator of the peer group transmits the peer group advertisement frame every Td over minimum synchronization adjust interval. The peers receive the sequential advertisement frame and adjust the length of unit resource slot. 
[image: ]

Figure 5.4- Synchronization for unit resource slot length adjustment
</368r1>


269r2
[bookmark: _GoBack]

<373r1>
It is necessary that a PD that has completed network entry procedure shall maintain time and frequency synchronization with neighbouring devices operating under PAC random access method. Timing and frequency synchronization is achieved by overhearing the frames transmitted by neighbouring PDs.

The accuracy of timing synchronization is in slot level, and the maximum timing error should be less than half the CP duration.
</373r1>


<377r0>
IEEE802.15.8 PAC follows distributed synchronization procedure without any single master PD to get reference timing. The distributed synchronization is proper to flat and scalable network to be supported by PAC. Because two PDs not being discovered are not able to make connection, synchronization procedure shall be prior to peering (link establishment). Moreover, it is better to be prior to discovery procedure to enhance peer discovery performance. Obviously, it helps to get higher throughput by efficient signalling and data transmission as well.

A PD shall be in synchrony state prior to peer discovery procedure and peering procedure.
IEEE802.15.8 PAC has two synchronization mode including Initial Synchronization mode and Maintaining Synchronization mode.

0. PAC synchronization modes and procedure
Initial Synchronization mode:
1. Start in Initial Synchronization mode.
1. PD monitors Synchronization Signals (SSs) during synchronization period.
1. If at least one SS is detected during synchronization period, perform according to distributed synchronization mechanism.
1. Else, start PAC operations based on frame structure in Maintaining Synchronization mode.
Maintaining Synchronization mode:
1. PD sends SS periodically, but checks synchrony state via Blank subframe sometimes without sending SS.
1. If in-synchrony, PD adjusts oscillator for phase drift compensation.
1. If out-of-synchrony, go to initial synchronization mode.

[image: ]
Figure 1. Synchronization Frame Structure
Synchronization frame consists of several redundant SSs to be robust to channel fading. Blank subframe is in the middle of several SSs.


The distributed synchronization mechanism is designed based on classical PCO (Pulse Coupled Oscillator) synchronization algorithm. According to PCO algorithm, a PD assumes to have an oscillator which can fasten the own phase when receiving pulse as Figure 1. This adjustment is controlled by the predefined function  which has the own phase value as an input. If there is no other pulse detected, there is no change but normal phase increment according to time advance.
[image: ]
[bookmark: _Ref360988760][bookmark: _Ref360988613]Figure 2. Oscillator Phase Transition
The overall PCO synchronization steps can be imagined from Figure 2. The phase value of each node is mapped to on the edge of circle. At first (a) phase, all nodes start randomly, so each node has a different phase value at a certain instant time. When node A increases the phase and reaches the maximum value (1 as normalized one), it fires Synchronization Signal (SS) to medium as the same role to pulse of original algorithm. Other nodes receiving the SS adjust the own oscillator to change the phase value according to predefined rule. Through these interactions with coupled oscillator, all nodes can achieve to reach the synchrony in a time as shown from Figure 2 (c).
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[bookmark: _Ref360988732][bookmark: _Ref360988724]Figure 3. PCO Synchronization Steps
1. All nodes have oscillator with the same phase increment rate
1. One node fires, then other nodes adjust oscillator according to the predefined function without state other than it’s internal phase 
1. Finally, all nodes converges to the same time base

The equation for phase adjustment is as follows:








To get synchrony, all nodes follow the same rule based on phase adjustment curve . The phase adjustment curve  is described by the non linear curve to represent mapping relation between the value  and the corresponding phase. The curve should be concave down for synchrony condition. The dissipation factor  has to be larger than zero. Using phase adjustment curve, adjusted phase value is calculated by following rule:


To provide fast convergence, selective update is adopted as following rule:

If  is met, the adjusted phase value is determined by the following rule:



If  is not met, there is no phase update.
To avoid ping-pong effect in scalable network environment, refractory period is decided during the time when the phase value has the following condition:


There is no phase update during refractory period.

0. Synchronization procedure for operations in unlicensed band
The synchronization procedure with energy sensing is designed for operations in unlicensed band to coexist with different systems sharing the same band.
This procedure is enabled only in initial synchronization mode.
1. A PD senses energy level while doing operation for distributed synchronization.
1. If medium is busy, the PD pends synchronization operation. Else, the PD keeps synchronization operation.
1. If medium is not busy and SS is not detected during synchronization period, Superframe starts in Maintaining Synchronization mode.
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Figure 4. Synchronization Operation with Energy Sensing
</377r0>



396r1: No text proposal found

380r2


<392r1>
IEEE 802.15.8 follows a synchronization procedure in the distributed manner. A PD shall perform a synchronization procedure before performing a discovery procedure. A PD shall search the start of frame and ultraframe in sequence. A PD shall transmit or receive the synchronization signal for distributed synchronization.
</392r1>

[bookmark: _Toc356531371]Discovery procedure

<368r1>
The peer discovery is carrying out during discovery phase by transmitting a peer discovery frame, which contains peer network identifier and peer network information elements. The peer group service profile is identified by the peer network identifier. The details on the combination of phase and allocation order are contained in peer network descriptor. The peer discovery frame is transmitted every Td over minimum discovery interval.
</368r1>


<377r0>
IEEE802.15.8 PAC shall have a periodic Discovery frame per a superframe. 
Discovery frame is comprised of multiple Discovery slots as Figure 5. A Discovery Slot delivers single Peer Discovery Message (PDM). A PDM contains a PDI(Peer Discovery Identity) and a PDI label to present the type or usage of PDI.
The procedure to select a Discovery Slot is as follows:
1. A PD selects one Discovery Slot.
1. The PD broadcasts Peer Discovery Message at the selected Discovery Slot.
1. The PD monitors congestion level by energy sensing.
1. If congested, the PD selects different Discovery Slot for next transmission.
1. If not congested, the PD keeps the current Discovery Slot.
</377r0>



<379r0>
0. [bookmark: _Toc360992155]Low Energy Service Discovery (LESD) protocol 
Some PDs in a PAC WPAN may have multiple PHYs for PAC services. They shall either join an existing PAC WPAN among WPANs operating in different channels (or frequency bands) or start new PAC WPAN to initiate PAC service. To join an existing PAN, PD needs to search services available and frequency channels in use. PDs may use LESD to discover PAC service of interest and operating channel for communication if macLESDenabled is true. 

In this sub-clause, operation of LESD protocol is described. Figure 1 illustrates state transition of LESD protocol. If macLESDcapable is TRUE and a PD wishes to use LESD protocol, macLESDenabled is set to TRUE. The PD with macLESDenabled of TRUE shall perform passive LESD scan as described in 5.4.1.1. If service of interest is discovered, the PD switches to channel sampling (CS) state as described in 5.4.1.3 to help neighboring PDs to discover the service and save energy consumption devoted to service discovery procedure. Meanwhile, the PD joins the PAC WPAN discovered during passive LESD scan. 

If the PD fails to discover the service during passive LESD scan, PD performs an active LESD scan as described in 5.4.1.2. During active scan, the PD broadcasts LESD request command (as described in 5.4.2.1) to neighbor PDs. If LESD response commands are received, the sender PD updates corresponding MAC PIB attributes and reports the reception of command frame to the higher layer. Also, MAC sublayer broadcasts LESD notification command so that PDs nearby are notified of the service available. The neighbor PDs may not send LESD request command if LESD response commands received or LESD notification commands received contain Service ID field that the PDs are searching for. If the PD fails to receive response command or notification command for at most macLESDResponseWaitTime, the PD broadcast LESD request command again. The PD repeatedly attempts to send LESD request command if the number of retrial does not exceed macMaxLESDRequestRetries. When service of interest is discovered, the PD switches to channel sampling (CS) state to help neighboring PDs to discover the service and save energy consumption devoted to service discovery procedure. 

If the PD fails to discover the service during active LESD scan, the PD starts new PAC WPAN. Meanwhile, the PD switches to channel sampling (CS) state to notify neighboring PDs that new service is available by response to the LESD request command. Details of each state are described in the following sub-clauses. 
[image: ]
Figure 1—LESD state diagram
3. Passive LESD scan
LESD-enabled PDs (i.e., macLESDenbaled is TRUE) shall be capable of performing passive scan. A PD is instructed to begin a channel scan for service discovery through the MLSDE-LESD-SCAN.request primitive as described in 5.4.3.1. The next higher layer should submit a scan request for PAC services to discover specified by ServiceID over the channel specified by LESDChannelID. 
On the receipt of SCAN.request primitive, the MLSDE of the PD shall update macServiceID to the value of ServiceID parameter and macAvailableChannelID to the value of AvailableChannelID parameter. For the duration of the scan, LESD PHY shall not attempt to decode frame being received and discard it whose SFD and preamble are not relevant to the LESD response or LESD notification command frame. The MAC sublayer shall discard all frames received whose Service ID field do not match to macServiceID. Otherwise, MLSDE of the PD shall report that LESD response command frame via MLSDE-LESD.confirm primitive as described in 5.4.3.6, or indicate LESD notification command frame via MLSDE-LESD-NOTIFY.indication primitive as described in 5.4.3.4.
PD performs passive LESD scan for at most macCSInterval. The results of the scan shall be reported to the higher layer via the MLSDE-LESD-SCAN.confirm primitive as described in 5.4.3.2.  

If PD successfully discovers the PAC service and channel IDs in use for the service, the higher layer may wish to join the PAN by issuing MLME-ASSOCIATE primitives. While the PD attempts to join the PAN, MLSDE is instructed to switch to CS state by the higher layer via MLSDE-LESD-CS.request primitive as described in 5.4.3.8.  
If PD does not discover the PAC service when it completes the passive LESD scan, PD may search the service by performing an active LESD scan procedure described in xxx. 
Figure 2 illustrates the message sequence chart for passive LESD scan.
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Figure 2—Passive LESD scan message sequence chart
3. Active LESD scan
If PD fails to discover the PAC service during passive LESD scan, the device attempts to search the service using active LESD scan. The higher layer commences active LESD scan by issuing MLSDE-LESD.request primitive as described in 5.4.3.3. On the receipt of MLSDE-LESD.request primitive, MLSDE generates LESD request command as described in 5.4.2.1 and attempts to broadcast the command frame via CSMA-CA algorithm. 

On the receipt of LESD request command frame, MLSDE of the neighboring PDs shall discard the frame if the Service ID field does not match to the macServiceID. Otherwise, MLSDE shall report the reception of the command frame to the higher layer via MLSDE-LESD.indication primitive as described in 5.4.3.4. 

In response to MLSDE-LESD.indication primitive, the higher layer of the neighboring PD shall issue MLSDE-LESD.response primitive as described in 5.4.3.5 to MLSDE. On the receipt of the primitive, MLSDE shall generate LESD response command frame as described in 5.4.2.2 and broadcast it via CSMA-CA algorithm.

On the receipt of the response command frame, MLSDE of PDs shall discard the frame if the Service ID field does not match to the macServiceID. If the value of Service ID field of the LESD response command matches to macServiceID, MLSDE updates macCommunicationChannelID with the value of CommunicationChannelID field in the received command, and issues MLSDE-LESD.confirm primitive as described in 5.4.3.6 to the higher layer to report the reception of the command frame.

Also, MLSDE generates LESD notification command as described in 5.4.2.3 and broadcast it, so that the neighboring PDs that wish to discover the PAC service with ServiceID of interest can locate the service.

If a PD receives LESD notification with the Service ID field matching to macServiceID, MLSDE of the device updates macCommunicationChannelID with the value of CommunicationChannelID field in the received notification command.

If the PD does not receive response command frame for at most macLESDResponseWaitTime after sending LESD request command, MLSDE shall increase macNumLESDRequestRetries and broadcast LESD request command if macNumLESDRequestRetries does not exceed macMaxLESDRequestRetries. If macNumLESDRequestRetries exceeds macMaxLESDRequestRetries., MLSDE reports to the higher layer that active LESD scan does not complete successfully by issuing MLSDE-SCAN.confirm with the Status parameter of EXCEED_NUM_TRIAL. 

If a PD does not discover the PAC service successfully, the higher layer may initiate the PAN by issuing MLME-START primitives. While the PD attempts to start the PAN, MLSDE is instructed to switch to CS state by the higher layer via MLSDE-LESD-CS.request primitive as described in 5.4.3.8. 

Figure 3 illustrates the message sequence chart for active LESD scan.
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Figure 3—Active LESD scan message sequence chart


3. Channel Sampling (CS) 

Channel Sampling (CS) procedure allows PDs to save the energy devoted to service discovery. For PDs that discover the PAC service successfully, the higher layer initiate CS procedure by issuing MLSDE-CS.request primitive described in 5.4.3.8. 

On the receipt of MLSDE-CS.request primitive, MLSDE shall set the macLESDdone to TRUE and updates the MAC PIB attributes, macCSInterval and macCSDuration with the values of CSInterval parameter and CSDuration parameter of the primitive. The device is instructed to sample the channel every macCSInterval with the duration of macCSDuration. During macCSDuration, PD waits LESD request command containing service ID field matching to macServiceID. If LESD request command is not received during macCSDuration, the PD shall turn off its radio as illustrated in Figure 4. 


[image: ]
Figure 4—Illustraton of Channel Sampling Procedure

On the receipt of LESD request command frame, MLSDE of the recipient PDs shall discard the frame if the Service ID field does not match to the macServiceID. Otherwise, MLSDE shall report the reception of the command frame to the higher layer via MLSDE-LESD.indication primitive. 

In response to MLSDE-LESD.indication primitive, the higher layer of the neighboring PD shall issue MLSDE-LESD.response primitive to MLSDE. On the receipt of the primitive, MLSDE shall generate LESD response command frame and broadcast it via CSMA-CA algorithm. PD shall enable the receiver until the transmission of LESD response command is completed. 

Figure 5 illustrates the message sequence chart for CS procedure.
[image: ]
Figure 5—message sequence chart for CS procedure

0. [bookmark: _Toc360992156]LESD MAC command frames
4. LESD request command
The LESD request command allows a PD to request service discovery to neighboring PDs to response service and RF channels matches to the requesting PD. The LESD request command shall be formatted as illustrated in Figure 6.
	Octets: 
	1
	1

	MHR fields
	Service ID
	Available Channel ID


[bookmark: _Ref239577719][bookmark: _Toc274267229][bookmark: _Toc255644262]Figure 6—LESD request command format
0. MHR field

0. Service ID field
The Service ID field shall indicate the ID of PAC service that the PD wishes to search. The value of this field is set to the value of ServiceID parameter of MLSDE-LESD.request primitive as described in 5.4.3.3. 

0. Available Channel ID field
The Available Channel ID field shall indicate the channel numbers of the PD is capable of use. The value of this field is set to the value of AvailableChannelID parameter of MLSDE-LESD.request primitive as described in 5.4.3.3.

4. LESD response command
The LESD response command allows a PD to reply the result of a LESD request. The LESD response command shall be formatted as illustrated in Figure 7.
	Octets: 
	1
	1

	MHR fields
	Service ID
	Communication Channel ID


Figure 7—LESD response command format
1. MHR field

1. Service ID field
The Service ID field shall indicate the service ID of the WPAN that the PD is associated with. The value of this field is set to the value of Service ID parameter of MLSDE-LESD.response primitive as described in 5.4.3.5. 

1. Communication Channel ID field
The Communication Channel ID field shall indicate the operating channel number for the PAC service of the WPAN that the PD is associated with. The value of this field is set to the value of CommunicationChannelID parameter of MLSDE-LESD.response primitive as described in 5.4.3.5. 


4. LESD notification command
The LESD notification command allows a PD to announce the result of its service discovery request to the neighboring PDs. The LESD request command shall be formatted as illustrated in Figure 8.
	Octets: 
	1
	1

	MHR fields
	Service ID
	Communication Channel ID


Figure 8—LESD request command format
2. MHR field

2. Service ID field
The Service ID field shall indicate the service ID of the PAC service. The value of this field is set to the value of Service ID field of LESD response command as described in 5.4.2.2.

2. Communication Channel ID field
The Communication Channel ID field shall indicate the operating channel number for the PAC service. . The value of this field is set to the value of Communication Channel ID field of LESD response command as described in 5.4.2.2.

0.  LESD MAC Primitives
5. MLSDE-LESD-SCAN.request
This primitive allows a LESD-enabled PD (i.e., macLESDenabled is TRUE) to perform a passive scan for PAC service discovery.
The semantics of this primitive are:
MLSDE‑LESD-SCAN.request	(
ServiceID,
LESDChannelID,
AvailableChannelID
)

Table 1 specifies the parameters for the MLSDE‑LESD-SCAN.request primitive.
Table 1—MLSDE‑LESD-SCAN.request parameters
	Name
	Type
	Valid Range
	Description

	ServiceID
	Integer
	0x0-0xf
	PAC service ID to search.

	LESDChannelID
	Integer
	0x0000-0xffff
	Channel number for service discovery. 

	AvailableChannelID
	Set of octets
	0x0000-0xffff for each element
	List of channel numbers that PD is capable of use.



The MLSDE-LESD-SCAN.request primitive is generated by the higher layer of a PD and issued to its MLSDE to perform a passive scan. 
On receipt of the MLSDE‑LESD-SCAN.request primitive, the MLSDE of the device shall update MAC PIB attributes macLESDChannelID, macServiceID and macAvailableChannelID to the values of LESDChannelID, ServiceID parameter and AvailableChannelID parameter respectively. Then, MLSDE shall set a timer for macCSInterval and turn the radio on to perform the passive scan on the channel specified by macLESDChannelID.

5. MLSDE-LESD-SCAN.confirm
This primitive reports the results of the LESD scan request to the higher layer of the device.
The semantics of this primitive are:
MLSDE‑LESD-SCAN.confirm	(
Status
)

Table 2 specifies the parameters for the MLSDE‑LESD-SCAN.confirm primitive.
Table 2—MLSDE‑LESD-SCAN.confirm parameters
	Name
	Type
	Valid Range
	Description

	Status
	Enumeration

	SUCCESS, SCAN_IN_PROGRESS, INVALID_PARAMETER
	The result of the passive LESD scan request.



If LESD response commands or LESD notification commands with Service ID parameter matching to macServiceID are received during the scan duration, MLSDE shall generate corresponding primitives and report the reception of the commands to the higher layer. When timer for passive scan expires, MLSDE shall set the Status parameter to SUCCESS and report the completion of scan procedure to the higher layer via MLSDE-LESD-SCAN.confirm primitive. 
If PD does not receive a LESD response command or a LESD notification commands with Service ID parameter matching to macServiceID until the timer for passive scan expires, MLSDE shall set the Status parameter to NO_SERVICE_FOUND and report the completion of scan procedure to the higher layer via MLSDE-LESD-SCAN.confirm primitive.
If the MLSDE receives the MLSDE-LESD-SCAN.request primitive while performing a previously initiated scan operation, the MLSDE shall not perform the passive scan and the status parameter will be set to SCAN_IN_PROGRESS.

5. MLSDE-LESD.request
This primitive allows a LESD-enabled PD (i.e., macLESDenabled is TRUE) to request a service discovery.
[bookmark: _Toc268857739][bookmark: _Toc268869200][bookmark: _Toc272178175][bookmark: _Toc272180045][bookmark: _Toc272214509][bookmark: _Toc268857740][bookmark: _Toc268869201][bookmark: _Toc272178176][bookmark: _Toc272180046][bookmark: _Toc272214510]The semantics of this primitive are:
MLSDE‑LESD.request	(
ServiceID,
AvailableChannelID
)

Table 3 specifies the parameters for the MLSDE‑LESD.request primitive.
[bookmark: _Ref239071219][bookmark: _Toc274267115][bookmark: _Toc255644163]Table 3—MLSDE‑LESD.request parameters
	Name
	Type
	Valid Range
	Description

	ServiceID
	Integer
	0x0-0xf
	PAC service ID to search.

	AvailableChannelID
	Set of octets
	0x0000-0xffff for each element
	List of channel numbers that PD is capable of use.



The MLSDE-LESD.request primitive is generated by the higher layer of a PD to initiate active scan and issued to its MLSDE to discover PAC service specified by ServiceID parameter. 
On receipt of the MLSDE‑LESD.request primitive, the MLSDE of the device shall update MAC PIB attributes macServiceID and macAvailableChannelID to the values of ServiceID parameter and AvailableChannelID parameter respectively. MLSDE shall generate LESD request command as described in 5.4.2.1 and broadcast the command frame. Then, MLSDE shall increase macMaxLESDRequestRetries by one and set a timer for macLESDResponseWaitTime to wait for a LESD response command frame. 

5. MLSDE-LESD.indication
This primitive reports the reception of a LESD request command.
The semantics of this primitive are:
MLSDE‑LESD.indication	(
ServiceID,
AvailableChannelID,
)

Table 4 specifies the parameters for the MLSDE‑LESD.request primitive.
Table 4—MLSDE‑LESD.indication parameters
	Name
	Type
	Valid Range
	Description

	ServiceID
	Integer
	0x0-0xf
	PAC service ID to search.

	AvailableChannelID
	Set of octets
	0x0000-0xffff for each element
	List of channel numbers that PD is capable of use.



On receipt of LESD request command, the MLSDE shall check the value of Service ID field of the command. If the value matches to the macServiceID of the PD, the MLSDE shall generate MLSDE-LESD.indication primitive and notify the reception of the command. If the value does not match to the macServiceID of the PD, the MLSDE discard the received command.  
On receipt of the MLSDE‑LESD.indication primitive, the higher layer may issue MLSDE-LESD.response primitive to MLSDE if the value of ServiceID parameter matches to macServiceID of the recipient PD.

5. MLSDE-LESD.response
This primitive allows the next higher layer of a device to respond to the MLSDE‑LESD.indication primitive.
The semantics of this primitive are:
MLSDE‑LESD.response	(
PANID
ServiceID,
CommunicationChannelID
)

Table 5 specifies the parameters for the MLSDE‑LESD.response primitive.
Table 5—MLSDE‑LESD.response parameters
	Name
	Type
	Valid Range
	Description

	PANId
	Integer
	0x0000–0xffff
	The PAN identifier used by the PD.

	ServiceID
	Integer
	0x0-0xf
	The Service ID of the PAC WPAN that the PD is associated with.

	CommunicationChannelID
	Set of octets
	0x0000-0xffff for each element
	List of channel numbers in use at the PAC WPAN that the PD is associated with.



The MLSDE‑LESD.response primitive is generated by the next higher layer and issued to its MLSDE.
On receipt of the MLSDE‑LESD.response primitive, the MLSDE of the device shall update the MAC PIB attribute macCommunicationChannelID with the value of CommunicationChannelID parameter. Then MLSDE shall generate a LESD response command frame as described in 5.4.2.2 and broadcast the command to the neighbor PDs. 

5. MLSDE-LESD.confirm
This primitive reports the results of the LESD request to the higher layer of the device.

The semantics of this primitive are:
MLSDE‑LESD.confirm	(
PANID,
ServiceID,
CommunicationChannelID,
Status
)

Table 6 specifies the parameters for the MLSDE‑LESD.request primitive.
Table 6—MLSDE‑LESD.confirm parameters
	Name
	Type
	Valid Range
	Description

	PANId
	Integer
	0x0000–0xffff
	The PAN identifier used in the PAC WPAN

	ServiceID
	Integer
	0x0-0xf
	PAC service ID used in the PAC WPAN

	CommunicationChannelID
	Set of octets
	0x0000-0xffff for each element
	List of channel numbers used in the PAC WPAN.

	Status
	Enumeration

	SUCCESS, TRANSACTION_EXPIRED, INVALID_PARAMETER
	The result of the LESD request.



On receipt of a LESD response command, the MLSDE shall check the value of Service ID field of the command. If the value matches to the macServiceID of the PD, the MLSDE shall update the MAC PIB attribute macCommunicationChannelID with the value of Communication Channel ID field in the command and generate MLSDE-LESD.confirm primitive with the Status parameter of SUCCESS and report the results of the LESD request to the higher layer. Then, MLSDE shall generate LESD notification command as described in 5.4.2.3 and broadcast it to neighboring PDs. If the value of Service ID field of the LESD response command received does not match to the macServiceID of the PD, the MLSDE discard the received command.
The MLSDE of the PD shall set the value of Status to TRANSACTION_EXPIRED and report to the higher layer if the LESD response command with Service ID field matching to the macServiceID is not received for at most macLESDResponseWaitTime after the PD sends LESD request command. The value of Status parameter shall be set to INVALID_PARAMETER otherwise.


5. MLSDE-LESD-NOTIFY.indication
This primitive reports the reception of a LESD notification command.
The semantics of this primitive are:
MLSDE‑LESD-NOTIFY.indication	(
PANID
ServiceID,
CommunicationChannelID,
)

Table 7 specifies the parameters for the MLSDE‑LESD-NOTIFY.indication primitive.
Table 7—MLSDE‑LESD-NOTIFY.indication parameters
	Name
	Type
	Valid Range
	Description

	PANId
	Integer
	0x0000–0xffff
	The PAN identifier used in the PAC WPAN

	ServiceID
	Integer
	0x0-0xf
	PAC service ID used in the PAC WPAN

	CommunicationChannelID
	Set of octets
	0x0000-0xffff for each element
	List of channel numbers used in the PAC WPAN.



This primitive is generated by the MLSDE of a device and issued to its next higher layer upon the reception of a LESD notification command frame with Service ID field matching to macServiceID of the PD. If the value of the Service ID field of the LESD notification command does not match, MLSDE discard the command. 
On receipt of the MLSDE‑LESD-NOTIFY.indication primitive, the higher layer is notified of the reception of a LESD notification command. The higher layer may be informed the PAC service and channel numbers in use among the PDs nearby. 

5. MLSDE-LESD-CS.request
This primitive allows the PD to initiate CS procedure. 
The semantics of this primitive are:
MLSDE‑LESD-CS.request	(
PANID,
CSInterval,
CSDuration
ServiceID,
CommunicationChannelID,
)

Table 8 specifies the parameters for the MLSDE‑LESD-CS.request primitive.
Table 8—MLSDE‑LESD-CS.request parameters
	Name
	Type
	Valid Range
	Description

	PANId
	Integer
	0x0000–0xffff
	The PAN identifier to be used by the device.

	CSInterval
	Integer
	0x0000-0xffff
	Time duration that PD alternates sampling the channel and sleeping as illustrated in Figure 4. 

	CSDuration
	Integer
	0x0000-0xffff
	Time duration that PD listens to on the channel specified by macLESDChannelID.

	ServiceID
	Integer
	0x0-0xf
	PAC service ID to be used.

	CommunicationChannelID
	Set of octets
	0x0000-0xffff for each element
	Channel numbers to be used. 



This primitive is generated by the next higher layer to the MLSDE when a PD discovers the PAC service successfully or if it does not discovery the service through passive and active LESD scan. 
On the receipt of the primitive, the MLSDE of the PD shall update the corresponding MAC PIB attributes. The macLESDdone is set to TRUE and macPANID, macCSInterval, macCSDuration, macServiceID, macCommunicationChannelID are updated respectively as the values of PANID, CSInterval, CSDuartion, ServiceID, CommunicationID parameters. 
 
5. MLSDE-LESD-CS.confirm
This primitive reports the results of the LESD-CS request to the higher layer of the device.

The semantics of this primitive are:
MLSDE‑LESD-CS.confirm	(
Status
)

Table 9 specifies the parameters for the MLSDE‑LESD.request primitive.
Table 9—MLSDE‑LESD-CS.confirm parameters
	Name
	Type
	Valid Range
	Description

	Status
	Enumeration

	SUCCESS, FAILURE, INVALID_PARAMETER
	The result of the LESD CS request.



The MLSDE shall generate MLSDE-LESD-CS.confirm primive with the Status parameter of SUCCESS if it successfully updates the MAC PIB attributes with the values of corresponding parameters of MLSDE-LESD-CS.request primitive as described in 5.4.3.8. 
If the MLSDE receives the MLSDE-LESD-CS.request primitive while performing other LESD MAC operation, the MLSDE shall not perform CS procedure and report the result to the higher layer via MLSDE-LESD-CS.confirm primitive with the status parameter of FAILURE. The value of Status parameter shall be set to INVALID_PARAMETER otherwise.

0. [bookmark: _Toc360992158]LESD MAC constants and PIB attributes
6. LESD MAC constants

6. LESD MAC PIB attributes

Table 10—MAC PIB attributes
	Attribute
	Type
	Range
	Description
	Default

	macLESDcapable

	Boolean
	TRUE or FALSE
	If TRUE, the device is capable of functionality specific to LESD.
	Implementation
specific

	macLESDenabled

	Boolean
	TRUE or FALSE
	If TRUE, the device is using functionality specific to LESD.
	Implementation
specific

	macPANID
	Integer
	0x0000-0xffff
	The identifier of the PAN on which the PD is operating. If this value is 0xffff, the device is not associated.
	0xffff

	macServiceID
	Integer
	0x0-0xf
	PAC service ID used in the PAC WPAN.
	0xf

	macAvailableChannelID
	Integer
	0x0000-0xfffff for each elemets
	List of channel numbers that PD is capable of use.
	-

	macLESDResponseWaitTime
	Integer
	0x0000-0xffff
	The maximum time that a device shall wait for a LESD response command to be available following a LESD request command frame.
	-

	macCSInterval
	Integer
	0x0000-0xffff
	Time duration that PD alternates sampling the channel and sleeping as illustrated in Figure 4. 
	-

	macCSDuration
	Integer
	0x0000-0xffff
	Time duration that PD listens to on the channel specified by macLESDChannelID.
	-

	macCommunicationChannelID
	Integer
	0x0000-0xffff
	List of channel numbers in use at the PAC WPAN 
	-

	macLESDChannelID
	Integer
	0x0000-0xffff
	The channel number to use for LESD procedure.
	-

	macLESDdone
	Boolean
	TRUE or FALSE
	Indicates if PAC service specified by macServiceID is found. TRUE if the service is found; FALSE otherwise.
	

	macMaxLESDRequestRetries
	Integer
	0x00-0xff
	The maximum number of retries to send LESD request command
	10

	macNumLESDRequestRetries
	Integer
	0x00-0xff
	The number of retries to send LESD request command
	0


</379r0>



<396r1>
Common mode/channel and operation mode/channel

PAC system has a common channel, and multiple operation channels. Common channel is used by the common mode. To decrease scanning latency, common mode with a specified RF channel shall be used only for starting discovery, or for initiating a PAC group through broadcasting short signal/message. Common mode shall not be used in operations or communications for an established PAC group. Emergency message shall be broadcasted at the common mode to guarantee efficient delivery.
There is no global clock for common channel. An I-PD broadcasts a short signal/message on its own clock. Hereafter, we refer to the short signal/message broadcasted over common channel as a trigger signal (TS). A TS shall be used under the following constraints and as illustrated in Figure 3.
1. Length of a TS that is broadcasted via the common channel shall be within the maximum length TcoMAX_send.
1. Re-broadcasting of a TS shall be after a minimum duration TcoMIN_duration.
1. An I-PD shall perform CCA before broadcasting a TS. The minimum CCA time is TcoMIN_cca. 
2. When CCA reports a clear channel at time tk, the I-PD shall start broadcast of a TS at tk +TcoMIN_duration and stop broadcast after broadcasting  the last TS at tk + Nco_send ×TcoMIN_duration.
where, Nco_send is an integer randomly selected within [1, NcoMAX_send], and NcoMAX_send is the maximum number that a TS can be repeatedly broadcasted in an iteration. After an iteration, Nco_send is reset for the next iteration.
2. After 3A), the I-PD shall perform CCA again before further broadcasting. When CCA reports a clear channel, the I-PD repeats (iteration) procedure 3A) again.
2. Procedure of 3B) will be iterated until the upper layers stop the iteration.
2. In each iteration, the group clock provides the information of start time, t_start, of TS which is synchronized to the first broadcasted TS, as well as the information of the current TS time, t_now. The latter is the start time of TS in the current iteration.

[image: ]
3. Illustration of constraint 3 (A)
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3. Illustration of constraint 3 (B), (C)
[image: ]
Figure 3 Constraints of using TS.
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<395r1 [6.3.1]>
PAC structure consists of discovery phase, peering phase, and communication phase as figure 1. PDs perform discovery procedure, peering procedure and communication procedure in discovery phase, peering phase, and communication phase, respectively.

[image: ]
Figure 4. PAC structure


0. [bookmark: _Toc361059622]Discovery operation
7. Discovery phase
It is phase for discovering PD to discover other neighbour PD(s). The phase size is unit(s) of hopping slot. Discovery phase consists of multiple discovery slots. Discovering PD may be in different channel in each slot.

[image: ]  [image: ]
Figure 5. Discovery phase structure

7. Discovery procedure
Discovering PD sets up discovery phase when it wants to discover others. Discovered PD may not be in discovery phase.

Discovery procedure is as below:
1. Discovering PD transmits ‘discovery request message’ and waits ‘discovery response message’ in first discovery slot. 
1. Discovered PD(s) receiving the message transmit(s) ‘discovery response message’ within the discovery slot. 
1. Discovering PD transmits ACK message right after the response message. (it’s omitted in figure 2)
1. Repeat 1~3 in the next discovery slot.
Discovery phase is pre-announced to already communicated PDs.

When discovering PD discovers multiple PDs over several channels, the discovering PD performs peering in multiple peering phases without re-discovery. Discovered PDs wait peering message until peering timer is expired. Peering timer sets to zero from when discovered PD receives ACK message.
</395r1>



<392r1>
IEEE 802.15.8 follows a periodic discovery operation based on the broadcasting manner. The discovery operation consists of transmission of a PD’s discovery signal and reception of other PD’s discovery signals for a period. A PD transmits own discovery signal through a selected discovery RU and receives other PD’s discovery signals through the remained discovery RUs in the discovery region. 
The period of discovery resource is an ultraframe. The selection of discovery RU is performed on the basis of the resource structure of discovery. After monitoring the utilization of discovery RUs during multiple periods before selecting a discovery RU, a PD selects a discovery RU which is unused (or least congested) from each PD’s perspective. The collision between PDs because of using the same resource is resolved by the following procedure. At the arbitrarily selected time, a PD receives the signals without transmitting own discovery signal through a selected discovery RU. It is to determine whether there are signals transmitted by other PDs. If a collision is detected, a PD performs the discovery RU reselection and transmits own discovery signal periodically through newly selected discovery RU.



Figure 1. Resource structure of discovery

A PD performs both device discovery and service discovery of other PDs using the insertion of different contents in a discovery signal to be periodically transmitted. Device discovery is performed periodically by a PD for the presence discovery of other PDs. And a device ID of a PD is included in the discovery signal. In addition, service discovery is performed in the query-based manner (using request and response message) to obtain the information related to other PD’s service. And Service information of a PD is included in the discovery signal. A resource for device discovery of a PD is used infrequently for the exchange of request and response messages to obtain the service information of other PD. To support aperiodic service discovery in the query-based manner, a parameter named SIV (Service Information Version) is also included in the discovery signal for device discovery. SIV is used to indicate the change in the service provided by each PD. By providing the parameter related to service information (i.e. SIV) periodically, the exchange of request and response messages is executed only if the information update is required. 
Service discovery should be also supported through message transfer in the data region.

0. [bookmark: _Toc361291664]Resource shuffling
A resource shuffling is used to vary the configuration of PDs which uses the RUs in a BU. The positions of RUs are shuffled via a specific pattern. A PD calculates the current position of a selected RU using the shuffling pattern and the previous position. 
A Shuffling pattern for discovery region is configured using the discovery RUs of entire BUs in a suprerfame. And the shuffling pattern for a discovery region has the form of a square matrix. The value of N is the total number of rows (or columns) in the matrix. And it is the same as the number of RUs in a BU or the number of BUs in a superframe. One shuffling pattern is used for all superframes in an ultraframe. The pattern is changed every ultraframe.



Figure 2. Configuration of shuffling pattern for discovery region







Figure 3. Change of shuffling pattern
</392r1>

[bookmark: _Toc356531372]Peering procedure
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<377r0>
Peering is the link establishment between the discovering PD and the discovered PD.
Peering Request message and Peering Response message shall be exchanged to establish a link.
A PD exchanges information such as device capability for setup a link, and determines link related parameters such as Link ID, QoS class, link range, or etc.
Network protocol such as routing shall be operated only over connected links.
</377r0>



<395r1 [6.3.2]>
Peering phase
It is phase for discovering PD to fit slot sync and make peering with discovered PDs. The phase size is flexible because slot sync may be changed.
[image: ]   [image: ]
Figure 6. PAC peering frame structure

Peering procedure
Discovering PD sets up peering phase when it discover a or more PDs.

Peering procedure is as below:
0. Wait for timing1
0. Discovering PD moves to the channel of discovered PD. When the remaining duration of the hopping slot of discovered PD is less than time of 3 messages exchange, discovering PD waits and do peering in the next hopping slot.
0. Slot-sync & peering
1. Discovering PD transmits ‘Peering request message’ with device ID of discovered PD, which is ‘I want to do peering to you and follow your slot timing’.
1. Discovered PD receives the message and check its device ID, and transmits ‘Peering response message’, which is ‘OK’ and peering information.
1. Discovering PD transmits ‘Peering confirmation’ message, which is peering information. 
0.  Wait for timing2
0. Discovering PD waits the newly revised slot timing before communication phase is started.
</395r1>




<392r1>
Peering procedure is to establish a link between a pair of PDs discovered during the discovery procedure.
Peering procedure consists of peering request / response message exchange at Peering- REQ/Peering-RSP interval and the usage check of the entire PIDs at the PID broadcast interval in the peering region of the frame. 



Figure 4. Resource structure of peering

After successful peering procedure, a pair of PDs shares a PID to be used for multiple access to the data region. For orthogonal use of PID in distributed communication environment, a PD should notify other PDs of the use of PIDs at the fixed position specified by each PID in the PID broadcast interval.
A PD performs the state check of the entire PIDs before sending a message related to the peering. Based on the PID usage information acquired in the PID broadcast interval, the list of available PIDs (i.e. unused PIDs) is included in the peering request message by the requesting PD. A PD which received the peering request message sends the peering response message including the selected PID. Through these messages, a pair of PDs shares a PID.
A PD selects a Peering-REQ RU at random. A PD which transmits the peering request message waits the reception of the peering response message at the corresponding Peering-RSP RU. If a PD fails to receive the peering response message at the Peering-RSP RU corresponding to the selected Peering-REQ RU, it reselects a Peering-REQ RU and retransmit the peering request message through newly selected Peering-REQ RU.

0. [bookmark: _Toc361291666]Resource Shuffling 
A resource shuffling is used to vary the configuration of PDs which use the RUs blocked by a specific PD. Shuffling pattern for PID broadcast interval of peering region is configured using the entire RUs of a superfame. One of two patterns (i.e. s(0) and s(1)) is applied to two consecutive superframes and the same pattern is applied at eight times per ultraframe.




Figure 5. Configuration of shuffling pattern for PID broadcast interval



Figure 6. Change of shuffling pattern
</392r1>
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I-PD Procedure
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[bookmark: _Toc361695838]J-PD Procedure
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</396r1>

[bookmark: _Toc356531373]Scheduling

<368r1>
The resource scheduling is followed the resource allocation configuration pre-determined by the peer group service. The unit resource slot of a peer group is n times of the base slotted resource. The unit resource slot size may be different from other peer groups to support the designated grade of service.

[image: ]

Figure 5.5- Base slotted resource and unit resource slot specified by each peer network
</368r1>


<377r0>
A PD shall determine Resource Slot based on the predetermined distributed scheduling algorithm.
Data transmission is performed during Data frame which is accessed by only peered PDs. For unicast transmission, Link ID is determined via peering procedure.
A PD shall determine one or multiple Resource Slot during Scheduling subframe as contention-free channel access scheme.
Scheduling subframe is comprised of Scheduling Request subframe and Scheduling Response subframe. 
Scheduling Request signal represents Link ID, Resource Slot Star Index, and Resource Slot Length.
[image: ]
Scheduling Response signal represents Link ID, Resource Slot Adjusted Index, and Resource Slot Length.
[image: ]
Both signal contains resource information relating to resource assignment and is broadcasted to nearby PDs.
The flowchart of operation for distributed scheduling is as follows:
[image: ]
Link1 has a transmitter PD1(TxPD1) and a receiver PD1(RxPD1) and Link2 has a transmitter PD2(TxPD2) and a receiver PD2(RxPD2). Initially, TxPD1 and TxPD2 determine one or multiple RSs by initial configuration respectively. The candidate RS information is transmitted to the corresponding RxPD and neighboring RxPD as well. RxPD receives multiple Scheduling Request message and has resource information including RS Start Index and RS Length. RxPD modifies resource information to avoid resource assignment confliction based on RS Star Index information from neighbouring TxPDs. The modified resource information including RS Adjusted Index and RS Adjusted Length are transmitted by the RxPD to the corresponding TxPD and neighboring TxPDs. The TxPD determines the assigned RSs to transmit data packets on.
</377r0>
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<395r1 [6.3.3]>
Communication phase
It is phase for PD to communicate with peered PDs. The phase size is units of hopping slot. The operating channel of each hopping slot is changed by hopping pattern.


 
Figure 7. PAC communication frame structure

Communication procedure
After peering procedure, peered PDs have the same hopping slot timing. The PDs has own hopping pattern and when they meet in the hopping slot with the same channel, they may communicate each other.
The PDs in communication phase also may listen the discovery request message from other PDs in discovery phase.

Hopping Pattern in 2.4 GHz band
In 2.4 GHz band, there are 6 possible patterns in Table 1 for PAC device. Each pattern has its Pattern ID. If a PD use hopping pattern ID 2, it operates in channel 1 at slot 1, channel 3 at slot 2, and channel 2 at slot 3. At slot 1, it can communicate with a PD which use pattern ID 1 at channel 1. In a similar way, the PD which use pattern ID 2 can communicate with PDs which use pattern ID 1, 4, 5. That ID set is Communication Possible Pattern (CP-Pattern) in Table 1.

	Pattern ID
	Hopping Pattern
	Communication Possible Pattern
(CP-Pattern)

	1
	(1, 2, 3)
	 2 (in Ch.1 at Slot 1)
 3 (in Ch.3 at Slot 3)
 6 (in Ch.2 at Slot 2)

	2
	(1, 3, 2)
	 1 (in Ch.1 at Slot 1)
 4 (in Ch.3 at Slot 2)
 5 (in Ch.2 at Slot 3)

	3
	(2, 1, 3)
	 1 (in Ch.3 at Slot 3)
 4 (in Ch.2 at Slot 1)
 5 (in Ch.1 at Slot 2)

	4
	(2, 3, 1)
	 2 (in Ch.3 at Slot 2)
 3 (in Ch.1 at Slot 1)
 6 (in Ch.2 at Slot 3)

	5
	(3, 1, 2)
	 2 (in Ch.2 at Slot 3)
 3 (in Ch.1 at Slot 2)
 6 (in Ch.3 at Slot 1)

	6
	(3, 2, 1)
	 1 (in Ch.2 at Slot 2)
 4 (in Ch.1 at Slot 3)
 5 (in Ch.3 at Slot 1)



Table 1. Hopping Pattern of communication phase in 2.4 GHz band

Hopping Pattern decision rule 
A PD shall following rule for decision of its hopping pattern.

If a PD doesn't have peered link:
1. Discover hopping pattern ID of target PD and PDs which are peered with target PD.
1. Subtract pattern IDs used by PDs which are peered with target PD from CP-Pattern of target PD.
1. If there are remaining IDs, choose a pattern ID from them.
1. If there are not reaming IDs, choose a pattern ID from CP-Pattern of target PD.

If a PD has peered link(s):
1. Discover hopping pattern ID of target PD.
1. If the CP-Pattern of target PD include own using pattern ID, use the pattern ID as it is. 
1. If the CP-Pattern of target PD doesn't include own using pattern ID, change the pattern ID to the identical ID of target PD.

Example:
1. Case 1: No peered link. Pattern ID of target PD = 3, Pattern ID of PD which is peered with target PD = 1
0. CP-Pattern of target PD is 1, 4, 5 and subtract 1. And then we have 4, 5. And choose a pattern ID from 4 and 5.
1. Case 2: Pattern ID of target PD = 3, Pattern IDs of PD which are peered with target PD = 1, 4, 5
1. CP-Pattern of target PD is 1, 4, 5 and subtract 1, 4, 5. And then we have nothing. And choose a pattern ID from 1, 4 and 5.

1. Case 3: Having peered link. Pattern ID of target PD = 3, Using pattern ID = 1
2. CP-Pattern of target PD is 1, 4, 5 and include 1. Use pattern ID 1 as it is.

1. Case 4: Having peered link. Pattern ID of target PD = 3, Using pattern ID = 2
3. CP-Pattern of target PD is 1, 4, 5 and doesn't include 2. Use pattern ID 2.
</395r1>



<392r1>
IEEE 802.15.8 supports the priority-based fully distributed scheduling among the contending PDs.

0. [bookmark: _Toc361291668]Resource mapping
After successful peering, the peered PDs share the same orthogonal PID. The orthogonal PID in conjunction with synchronization information such as frame number and superframe number determines available resources for sending DS-REQ/DS-RSP and data transmission of the peered PDs. The determination of available resource for sending DS-REQ/DS-RSP and data transmission of the peered PDs is referred to as resource mapping.


10. Data channel mapping
Data channel is a fundamental unit used for sending DS-REQ/DS-RSP and data transmission occurring in the scheduling interval and the data interval, respectively. The data channel mapping is a function that determines available data channels for the peered PDs based on PID, frame number, and superframe number.
The available data channel index l (0 ~ 15) for the peered PDs with PID p (0 ~ 127), frame number n (0 ~ 9), and superframe number s (0~15) is given by
l = (floor(p / 8) + sⅹ10 + n) modulo 16.
(In frame type 0 (n = 0), data channels corresponding to l=0, 1, 2 are not defined.)


10. SP mapping
SP(scheduling Priority) is the priority in access to the data interval over other contending PDs. SP is also used to determine the resource for both DS-REQ and DS-RSP in the scheduling interval of the data channel assigned by the data channel mapping. SP ranges from 0 to 7 and 7 corresponds to the highest priority.
The assigned SP for the peered PDs with data channel index l (0 ~ 15) for the peered PDs with PID p (0 ~ 127), frame number n (0 ~ 9), and superframe number s (0~15) is given by




0. [bookmark: _Toc361291669]Resource allocation
In this clause, the PD transmitting DS-REQ is referred to as the originator, and the peered PD of the originator as recipient. 

11. Normal allocation
Normal allocation is the fundamental allocation mechanism of IEEE 802.15.8. Normal allocation enables peered PDs to participate in multiple access to the resource for data transmission.

After transmitting SRI, the originator sends DS-REQ using the resource for DS-REQ corresponds to the determined SP. In the blocking unit for DS-REQ, the originator shall transmit blocking signals, before and after the transmission of DS-REQ.

[image: ]
Figure 7. SP relevance to the resources for DS-REQ and DS-RSP

The originator sets Required slots field of DS-REQ payload to the required resource in the data interval in terms of OFDM slots. OFDM slot is a basic unit of data interval and one OFDM slot is 4 OFDM symbols. The required resource shall be the sum of data burst to be transmitted, ACK, and two GIs which is one for GI between data burst and ACK and the other for GI between ACK and the next data burst.

[image: ]
Figure 8. DS-REQ payload format

The recipient shall try to receive the DS-REQ that may be transmitted by the originator. Once the recipient succeeds in decoding the DS-REQ payload, it shall receive all the DS-REQs with higher SP than its own. If the recipient fails to decode the DS-REQ from the originator, it does not need to receive any other DS-REQs. The recipient shall accumulate the value of Required slots field of all the received DS-REQs with higher SP than its own.

The resource for DS-RSP is also determined by SP. The recipient shall transmit DS-RSP using the mapped resource for it in a response to the received DS-REQ from its originator. In the blocking unit for DS-RSP, the recipient shall transmit blocking signals, before and after the transmission of DS-RSP.

The recipient shall set Offset field of DS-RSP payload to the accumulated value of Required slots field of all the received DS-REQs with higher SP than its own. If the Offset field exceeds data interval boundary, recipient shall not send DS-RSP.
Allocated slots field of DS-RSP payload is set to the Required slots field of the DS-REQ received from its originator. If (Offset + Required slots) exceeds data interval boundary, the recipient shall adjust Allocated slots field in order not to exceed the data interval boundary.

[image: ]
Figure 9. DS-RSP payload format

The originator shall try to receive the DS-RSP from its recipient. Once the originator succeeds in decoding the DS-RSP payload, it shall receive all the DS-RSPs with higher SP than its own. If the originator fails to decode the DS-RSP form its recipient, it does not need to receive any other DS-RSPs.

After the successful exchange of DS-REQ and DS-RSP, the originator shall check to see whether its allocated ranging from Offset to (Offset+ Allocated slots) overlaps with resources allocated to other PDs with higher SP than its own. The originator shall utilize the allocated resource for its data transmission only when there is no conflict with other resources for PDs with higher SP than its own. Otherwise, the originator shall not use the allocated resource and stop the normal allocation process.

The originator shall transmit its data burst at Offset. The recipient shall transmit ACK at (Offset + Allocated slots- GI between ACK and the next data burst).

11. Consecutive allocation
Consecutive allocation is an allocation mechanism enabling any PDs performed normal allocation in a data channel to have an opportunity of another normal allocation in the following data channel which is not assigned by the data channel mapping.
The originator trying consecutive allocation in the data channel #(n+1) shall set CAR (Consecutive allocation request) bit to 1 when it sends DS-REQ to the recipient in data channel #n. Only if the originator succeeds in receiving DS-RSP from the recipient, it can precede consecutive allocation process in data channel #(n+1) in addition to the normal allocation in data channel #n.

In data channel #(n+1), after interference sensing, the originator shall check to see whether there is SRI signal in the scheduling interval. If SRI signal is detected, the originator immediately stops consecutive allocation process. Otherwise, the originator may continue consecutive allocation process, which is same to another normal allocation as an originator in data channel #(n+1).

If the recipient receives DS-REQ with CAR bit set to 1 in data channel #n, it shall also check to see whether there is CI signal in data channel #(n+1). If CI signal is detected, the recipient immediately stops consecutive allocation process. Otherwise, the recipient shall precede consecutive allocation process, which is same to another normal allocation as a recipient in data channel #(n+1).
</392r1>

[bookmark: _Toc356531374]QoS

<368r1>
The MAC sublayer provides the resource allocation features and the data primitives for supporting multiple grades of service to the next higher layer. The grades of service are categorized with the technical attributes specified in the application matrix for IEEE 802.15.8 (15-12-0684-00-008). 
</368r1>

[bookmark: _Toc356531375]Interference management

<368r1>
To avoid interference caused of unscheduled accesses from multiple peer groups, the MAC sublayer provides two interference avoidance capabilities. During peer group formation, the initiator observes the frames from neighbour peer groups and gathers the resource allocation schedules. The initiator adjusts the resource allocation configuration and selects the start time to cause low probability of interference. The peers who serve to multiple peer networks schedule the transmission by selecting time-slot to avoid contention among multiple peer networks. In case of contention, the peers select appropriate access control algorithm to the peer’s priority.

[image: ] 
Figure 5.6- Proactive interference avoidance at a PD which serves to multiple peer groups
</368r1>






<377r0>
Interference among multiple links is managed by threshold level which is used to identify neighbouring PDs. The number of concurrent link goes many as the threshold level goes low. Conversely, the number of concurrent link goes small as the threshold level goes high.
</377r0>
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[bookmark: _Toc356531376]Transmit power control
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[bookmark: _Toc356531377]Multicast

<368r1>
The part of devices in a peer group may establish a group of the peer group. The MAC sublayer provides the group of the peer group formation primitives and the group-cast primitives to the next higher layer. The formation of a group of the peer group is performed with the implicit inviting and the explicit grouping. 
</368r1>
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[bookmark: _Toc361024354]5.10.1 Multicast Group Management

5.10.1.1 Finding/Joining Multicast Group
A multicast group consists of two or more PDs with the same application type ID, application specific ID, application specific group ID, and device group ID. It can be formed only if two or more PDs can recognize themselves. Before a PD joins a multicast group, it has to find the multicast group within K-hop coverage. If the PD cannot find the group, then it finds the group periodically. In order to find a multicast group, a PD broadcasts an Advertisement Command Frame (ACF) after random timer Tj where the maximum TTL is set to K. Range of Tj is [0, Tjmax ]. If a PD receive the ACF, it stores the ACF in order to forward it to other PDs and saves backward path in the routing table during expiration timer  where  is calculated by one-hop RTT and K if it is relay-enabled (Backward path is originator of the ACF, one-hop PD sending the ACF, Device Group ID & Application type ID & Application-specific ID & Application-specific group ID.) It compares the receiving frame’s Device Group ID & Application type ID & Application-specific ID & Application-specific group ID with its own. If they all are same, it replies an ARCF (Advertisement Reply Command Frame) to the PD sending the ACF (Reply of the ARCF depends upon the MGNF explained in the following pages). If any of them is not same, it decrements the TTL of the ACF and forwards the ACF.
In order to limit the duplicate ARCF, PDs replying the ARCF multicast a Multicast Group Notification Frame (MGNF) after random time. (MGNF is explained detail in later section)  Then, the PD multicasting the MGNF replies source PD with an ARCF by using backward path. A PD receiving both ACF and MGNF does not reply an ARCF. A PD receiving the ARCF whose destination is not itself saves the route information of ID of the source PD sending the ARCF, ID of the one-hop PD sending the ARCF, Device Group ID, Application type ID, Application-specific ID, Application-specific group ID. Then, this PD is referred to as “FORWARDING PD.” A PD receiving the ARCF whose destination is itself saves the route information same as FORWARDING PD. Then, this PD is referred to as “JOINED MULTICAST GROUP MEMBER.”

When a PD wants to join a multicast group, it broadcasts an ACF to its neighbor PDs. When a PD which is not in the multicast group receives the ACF, it saves the route information and forwards to the others. When a multicast group member PD receives an ACF, it broadcasts an ARCF to it. If there is a duplicate ARCF, the member PD broadcasts a MGNF to the other member PD by notifying that it will send an ARCF instead of it. The node sending MGNF may send KEKs (key encryption keys) to the node which wants to join the multicast group after authentication for secure multicast if needed. It also may send rekeying messages to update an existing group key for backward secrecy. Hereby, a PD receiving the ARCF joins the multicast group.

For example, in Figure 1, 
1. If PD A wants to join the multicast group, it broadcasts an ACF,
1. PD C is not in the multicast group. Therefore, it saves the route information and forwards to the others (e.g., F and E). PD D already received the ACF and PD F now receives the ACF. Then, there will be a duplicate ARCF from both of D and F to A. In order to limit the duplicate ARCF, PD D multicasts a MGNF notifying that D will send an ARCF instead of F.
1. PD E forwards the ACF to B and G. D replies with ARCF to A. D may send KEKs to A if needed. D may send rekeying messages also. F does not transmit an ARCF to A.
1. When PD A receives the ARCF, A joins D’s multicast group. Also, PD B receives the ACF from PD E. Then, B multicasts a MGNF to limit a duplicate ARCF from G.
1. PD B replies with an ARCF to A through E. B may send KEKs to A if needed. B may send rekeying messages also. G does not transmit an ARCF to A since the PD G already received the MGNF from B.
1. E forwards the ARCF to PD C.
1. C forwards the ARCF to PD A. Then, PD A is aware of route between PD A and PD B. Now, PD A joins PD B’s multicast group. Although group of B and G are not aware of group of D and F currently, multicasting service still works by simply forwarding multicast data frames. 

[image: ]
Figure 1. Finding/Joining Multicast Group

5.10.1.2 Device Group ID Creation
A multicast group is determined by application type ID, application specific ID, and application specific group ID. Therefore, it is inefficient if transmitting all IDs in a frame and managing routing table. Therefore, we propose a device group ID creation scheme. Device group ID should be unique and distributed by a PD sending the first ARCF in the group. The PD manages/updates group keys for secure and dynamic multicast group communications after authentication procedures described in security section. The PD generates device group ID based on its unicast ID. Since a PD’s unicast ID is unique, prefix concatenated by PD’s unicast ID is also unique.

[image: ]
Figure 2. Device Group ID

When two or more multicast groups are merged, the device group ID should be same. The PD recognizing the existence of two or more multicast groups determines the device group ID for those groups randomly. Then, the PD sends MGNF (notification type: 3 and TTL: ∞) to the group that does not have the selected group ID to update multicast group ID. 
In Figure. 3, A recognizes that two device group IDs exist in networks. A determines that device group ID is 8. A sends MGNF to D and E to change device group ID. A may send rekeying messages to update an existing group key for backward secrecy. 
[image: ][image: ]
Figure 3. Device Group ID Creation

5.10.1.3 Multicast Group Notification Frame (MGNF)
The purposes of MGNF are limiting duplicate ARCF, management of routing table, notifying leaving multicast group, device group ID creation, request for unicast routing, reply for unicast routing, mobility support, local repair for relay-enabled PDs and notification of removed routing entry. 

MGNF has eight notification types for above purposes. These are;

Table 5. Type of MGNF

	Type
	Description

	0
	Limiting duplicate ARCF

	1
	Management of routing table

	2
	Notifying leaving multicast

	3
	Device group ID creation

	4
	Request for unicast routing

	5
	Reply for unicast routing

	6
	Mobility support

	7
	Local repair

	8
	Notification of removed routing entry



1. Limiting duplicate ARCF(Notification Type: 0): A PD receiving an ACF multicasts MGNF with notification type set to 0 with random timer Tj. Range of Tj  is [0, Tjmax ].  Although missing MGNF can increase duplicate ARCF, MGNFs are not retransmitted to avoid flooding. In this case, payload of MGNF contains source of the ACF.
1. Management of routing table (Notification Type: 1): In order to reduce routing entries in the table, each PD maintains entries only for PDs that has exchanged ACFs and ARCFs in its routing table. Each PD in multicast group multicasts MGNFs periodically (with notification type set to 1. Range of random timer Tj is [0, Tjmax]. Upon receiving a MGNF, a forwarding PD updates the entries of the originator of the MGNF and one-hop PD sending the MGNF in its routing table, and forwards the MGNF. Upon receiving a MGNF, a non-forwarding PD updates the entries of the originator of the MGNF and one-hop PD sending the MGNF in its routing table, but does not forward the MGNF. Also it can be used for detection and routing table update for link breakage. When a link between two nodes is broken, the other member node in the group which is aware of the link breakage removes the entry of the node which has a broken link to its routing table. For example, in Figure 4, we suppose that the link between A and B is broken. E does not receive MGNF from A. E is aware that the link is broken, because A’s MGNF does not arrive before E’s routing table expiration timer is expired. Then, E removes the entry of A to E’s routing table.
[image: ]
Figure 4. Detection and Routing Table Update For Link Breakage

1. Notifying leaving multicast (Notification Type: 2): will be explained in 5.10.1.5 section.
1. Device group ID creation (Notification Type: 3): Explained in the 5.10.1.2 section.
1. Request for unicast routing (Notification Type: 4): will be explained in 5.12.1 section.
1. Reply for unicast routing (Notification Type: 5): will be explained in 5.12.1 section.
1. Mobility support (Notification Type: 6): will be explained in 5.10.1.6 section.
1. Local repair (Notification Type: 7): will be explained in 5.10.1.6 section.
1. Notification of removed routing entry (Notification Type: 8): will be explained in 5.10.1.4.2 section.

5.10.1.3.1 Reliable MGNF Transmission
We classify the level of reliable MGNF transmission in two types. These are ACK-based MGNF transmission and no ACK-based transmission. The node which transmits MGNF has to receive ACK-based MGNF from its neighbor nodes for notification types 2,3,4,5 and 8 for reliable MGNF transmission. But it does not have to receive ACK-based MGNF for notification types 0, 1, 6 and 7. Because, the notification type 0 is for limiting duplicate ARCF, thus the PD does not need to receive it. The notification type 1 is for management of routing table and MGNF is transmitted periodically. The notification type 6 is for mobility support. Due to changed route information, the node does not need to receive the ACK-based MGNF from the moving node.

5.10.1.3.2 Reliable MGNF Transmission
When a PD belongs to multiple multicast groups, it multicasts MGNF multiple times. In order to resolve the above problem, a PD may set Destination Address field of MGNF as United Multicast Address (UMA). The UMA unifies multiple different groups into a single one. The UMA can reduce the MGNF traffic as the following pages.

5.10.1.3.3 Redundant MGNF Transmission
When a PD multicast its MGNF to the other nodes, if there are nodes which are member of multiple groups simultaneously, there will be a redundant MGNF transmission. 

For example, in Figure 5, we suppose that A, B, C, and D are in group 2 while B, C and E are in group 1. B and C are in groups 1 and 2 simultaneously. 
1. B starts to multicast its MGNF for group 1 to C and D (forwarding to E). After C and D verify device group ID field in PD B’s MGNF, PDs C and D recognize that the MGNF belongs to group 1. 
1. Then, D forwards the MGNF from B to E. After PD E verifies device group ID in B’s MGNF, E recognizes that the MGNF belongs to group 1.
1. B starts to transmit its MGNF for group 2 to PDs A, C, and D. 
1. Then A, C, and D verify their device group ID in PD B’s MGNF. They recognize that the MGNF belongs to group 2. There are 3 transmissions for MGNF (B transmitted MGNF twice). 
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Figure 5. Redundant MGNF Transmission

5.10.1.3.4 Redundant MGNF Transmission
In order to prevent redundant MGNF transmission, we proposed a UMA-based MGNF transmission. In this proposal, we set the destination address fields to UMA for nodes which are member of two or more groups simultaneously. When a node receives MGNF, it checks its destination address and if it finds that the destination address is equal to UMA and two or more device group IDs that have the same value (forwarding PD for that group ID) and those device group ID have the same destination address with the originator of the received MGNF, then, the PD forwards the received MGNF.

For example, in Figure 6, 
1. PD B starts to transmit its MGNF whose destination address field set to UMA for Groups 1 and 2 to A, C, and D. 
1. Then A, C, and D verify the device group ID field in PD B’s MGNF, they recognize that the MGNF belongs to UMA and they forward the received MGNF. PD E receives the MGNF from D. E does not forward the MGNF. There are2 transmissions for MGNF. (B transmitted MGNF just once).
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Figure 6. UMA-Based MGNF Transmission

5.10.1.4 Creation and Management of Routing Table

5.10.1.4.1 Creation of Routing Table
Whenever a relay-enabled PD receives ACF or ARCF, a routing entry is created in the routing table. Also, the routing table is updated by receiving MGNF. A routing table contains; destination address, next-hop address, expiration timer, number of hops, current_SN, device group ID, and last ACF reception time ().

For example, in Figure 8, 
1. If A wants to join a multicast group, it broadcasts an ACF (assume K=4 hop). The initial routing table for A is as the following table (Note that originator of ACF has to save the ACF Tx time). When C receives the ACF, it creates the routing entry of A in its routing table.
1. Since C is not in the multicast group, C forwards the ACF to the others (e.g., D and E). When D and E receive the ACF, they create the routing entry of A in their routing table.
1. Since D is in the multicast group, D replies A with ARCF by using routing table. C creates the routing entry of D in its routing table. Suppose C forwarded an ACF at T0. Suppose C receives an ARCF from D at T1. Expiration timer of route entry to D in C’s routing table is updated to  At the same time, since E is not in the multicast group, it creates the routing entry of A in its routing table and forwards to the others (e.g., B).  When B receives the ACF, it creates the routing entry of A in its routing table.
1. Since B is in the multicast group, B replies A with ARCF. E creates the routing entry of B in its routing table. C forwards ARCF from D to A. A updates a routing entry with expiration timer .
1. E forwards the ARCF received from B to C. C creates the routing entry of B in its routing table.
1. PD C forwards the ARCF received from E to A.  A creates a routing entry with expiration timer .
1. Finally, A is aware of route to B and D.
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Figure 7. Creation of Routing Table

5.10.1.4.2 Management of Routing Table
When a node’s routing table is full of routing entries, it chooses a node from its routing table with shortest distance (hop-based) firstly. It sends a MGNF (type 8) to the chosen node and sets timer. When the node receives the MGNF, it breaks the link between the node and itself, and sends an ACF. The node which has timer ignores the ACF and another node which receives ACF sends ARCF to it and creates a new link between the node which sends ACF and itself.

For example, in figure 8, 
1. A has limited routing entry in its routing table and H wants to join the multicast group. A chooses B in its routing tree randomly. A sends MGNF to B and sets a timer. 
1. When B receives the MGNF, it breaks the link between A and B. 
1. B sends ACF. A ignores B’s ACF. 
1. C receives the ACF and sends ARCF to B.
1. Then C creates a link between C and B. Hereby, H can join the multicast group. 
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Figure 8. Management of Routing Table

Since MGNF (notification type: 1) is sent periodically, a MGNF implosion problem can occur in the network. To prevent this problem, we proposed an adaptive MGNF transmission technique based on the distance between nodes. The distance can be measured from received signal strength indicator. (RSSI) This technique is processed when the distance between nodes becomes longer or shorter. If the node moves away from the network, the MGNF transmission gets more often since there can be a link breakage. Vice versa, if the node moves within one-hop coverage (e.g mobility support), the MGNF transmission gets rarer to prevent redundant MGNF traffic.

5.10.1.5 Leaving From Multicast Group
There are several reasons for a PD to leave from the network: (i) by its intention, (ii) by mobility, (iii) by limited resources. If a PD wants to leave from a multicast group, it multicasts (within K-hop) a MGNF with notification type set to 2. A recipient of MGNF may send rekeying messages to valid group members for forward secrecy. Upon receiving the MGNF, a forwarding PD deletes the entry of the originator of the MGNF, and forward the MGNF. Upon receiving the MGNF, a non-forwarding PD deletes the entry of the originator of the MGNF, but does not forward the MGNF.

In the following figure 9, 
1. If PD C wants to leave from a multicast group, it multicasts a MGNF with notification type set to 2.
1. B receives the MGNF from C and deletes the entry of the originator of the MGNF, and forwards the MGNF. PD D receives the MGNF and it deletes the entry of the originator of the MGNF. Finally, PD C leaves from the multicast group. 
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Figure 9. Leaving From Multicast Group

5.10.1.6 Mobility Support for Multicast
When a node moves within the one-hop coverage of another node, both of the nodes are aware of each other within the one-hop by MGNF’s TTL and they update their routing table. Then one of them sends a MGNF (notification type: 6) to another neighbor node. Therefore, it can be aware of that the nodes became closer. But, if the node is a multicast group member, it does not do anything. If it is a forwarding PD, it deletes routing entry whose destination field is the both of that nodes. 

In figure 10, previously, B was 2-hop away from A. If B moves within the one-hop coverage of A, both of A and B are aware of each other and update their routing table. Then, A or B sends a MGNF (notification type: 6) to C. When C receives that MGNF, C is aware of that A and B became closer. Since C is a forwarding PD, it deletes routing entries whose destination field is A and B. 
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Figure 10. Mobility Support for Multicast

Since expiration timer is proportional to the number of hops from the impaired PD, the closest multicast group member detects link breakage. A PD starts local repair if it detects link breakage between multicast group members (due to expiration timer). Then, the PD multicasts MGNF (notification type: 7). If PDs receiving the MGNF create routing entry of originator of the MGNF during Tw , the PD performing local repair broadcasts an ACF within K-hop coverage. 
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Figure 11. Local Repair Procedure for Multicast

If a PD receives the ACF, it compares the receiving frame’s Device Group ID & Application type ID & Application-specific ID & Application-specific group ID with its own. If they all are same, it finds entry the originator of the ACF in its routing table. When it finds the entry, it checks the expiration timer. If the expiration timer is less than Tm, then it replies the PD sending the ACF with an ARCF. (Tm is threshold time to decide reply) In other case, the PD receiving the ACF does not reply. If any of them is not same, it decrements the TTL of the ACF and forwards the ACF. 

5.10.1.7 Merging Multicast Groups
Find/join procedure by using ACFs and ARCFs can help merging disjoint groups. If a PD in a group receives an ACF from different disjoint groups with the same Device Group ID & Application type ID & Application-specific ID & Application-specific group ID, it can initiate merging process. Then the PD replies the ACF originator with ARCF. Then, these two disjoint groups are merged by Device ID Creation Scheme. Local repair by using ACFs and ARCFs also can help merging disjoint groups. Each group member performs local repair periodically during TL (long duty cycle) in order to merge disjoint groups.

[bookmark: _Toc361024355]5.10.2 Multicast Data Transmission
If a PD receives a multicast data frame, it has to decide forwarding the frame or not. The PD receiving the multicast data frame compares the source address of the data frame and next-hop address entries of its routing table. PD checks the next hop addresses in its routing table. If it finds one or more next-hop entries which are not overlapped with the source address of the received frame and those next-hop entries have same device group ID with the received frame, then, the PD forwards the incoming data frame to other PDs. Otherwise, the PD does not forward the incoming frame.
For the multicast data transmission, we have to know destination address, source address, originator address, sequence number and time to live (TTL) from multicast data frame. This information should be included in all multicast data frames. Therefore, the header in multicast data frames should contain the followings.
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Figure 12. Multicast Data frame

For example, in Figure 13, we assume that 1) A, B, F, and G are in a same group which ID is 1, 2) A, D and H are in a same group which ID is 2, 3) A has routing information of B, D, and G, 4) B has routing information of A and F, and 5) D has routing information of A and H. A multicasts data frame to group 1.(Device Group ID: 1, Application type ID: 3, Application-specific ID: 2, Application-specific group ID: 5). 
1. C receiving the data frame compares the source address of the data frame and next-hop address entries in its routing table which has same group IDs from the received data frame. C finds any routing entry matching with the source address of the received frame and it searches another routing entry that has same multicast group with different next-hop address fields. Since C found, it will forward the data.
1. C forwards the data. E receiving the data frame checks the condition whether forward or not. E will forward the data frame.
1. E forwards the data. B and F do not forward the multicast data frame because B and F do not have next-hop address in their routing table, except E.
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Figure 13. Multicast Data Transmission
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Figure 14. Multicast flowchart

[bookmark: _Toc361024356]5.10.3	Prevention Loopback Problem
PDs can prevent multicast/broadcast loopback problem by using SN (Sequence Number) of data frames. When a PD forwards data with SN = n, the PD sets current_SN field in its routing table to n. If the receiving frame’s SN is not greater than the current_SN , the PD discards the frame.

[bookmark: _Toc361024357]5.10.4	Reliable Multicast
We proposed a Block ACK technique for reliable multicast to know whether the nodes receive Multicast Data Frame fully or not. Thus, when sender PD sends Multicast Data Frame, it chooses the groups in the multicast group by depending on the order of the information of the nodes in its routing table. If the sender wants to have ‘n’ groups, it reached it by dividing the numbers of all nodes in the multicast group to n. ‘n’ is decided dynamically. Then, the sender transmits Multicast Data Frame including the information of the group which sends the block ACK.

When the nodes in the group receive all multicast data frames successfully, they transmit Block ACK to the sender by notifying that they received all frames from it. If they did not receive any data frame or they did not receive it fully, they do not transmit Block ACK to the sender. If sender does not receive Block ACK or receives a negative notification, then it retransmits the data frame to the group. These steps are processed for all groups in the multicast group respectively. If the sender does not have any data frame to transmit, it sets a timer. If the timer is expired, it transmits Request ACK to the groups respectively. The advantage of sending Block ACK is that; nodes send fewer frames than when they send implicit ACK. Thus, there is less collision. 

In figure 14, sender PD S transmits Multicast Data Frame to other nodes and chooses the groups. Suppose that S decided that PDs A, B and C are in group1, D, E and F are in group2, G and H are in group3. Then A, B and C transmit Block ACK to S. If S does not have any data frame for PDs D, E and F, then it transmits Request ACK, and they reply S with a Block ACK. 
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Figure 15. Reliable Multicast

[bookmark: _Toc361024358]5.10.5	Multicast Protocol Using Directional Antenna
If a PD can support directional antenna, it has to have additional routing table field which is describes its beam number forwarding to destination in order to transmit frame. That routing table contains; destination address, next-hop address, expiration timer , number of hops, current_SN, device Group ID, last ACF reception time () and beam number. If each PD wants to join a multicast group, it performs find/join procedure by using all of beams.  During finding/joining procedure, PDs receiving a ACF check the SNR per beams and saves the specific beam with the highest SNR measured in order to find communication beam. If non-multicast group member receives the ACF forwards the ACF by using all of beams. If multicast group member receives the ACF, it replies ARCF by using saved specific beam with the highest SNR measured to the originator of the ACF. When PD receives ARCF, it saves the specific beam with the highest SNR measured into its routing table and forwards the ARCF by using backward path. After updating routing table, all of frames, except broadcast frame, can be transmitted directionally.

For example in Figure 15,
1. If PD A wants to join a multicast, it broadcasts ACF by using all of beams. 
1. Then PD D and C receive the ACF. Since D is a multicast group member, it replies ARCF by using beam 3. Then, A finds the beam with the highest SNR measured and updates its routing table. C is a non-multicast group member then forwards ACF by using all of beams.
1. Since F is a multicast group member, it replies ARCF by using beam 4. Then, C receives ARCF and updates its routing table.  Also, E forwards its ACF by using all of beams.
1. When A receives ARCF from C, it updates its routing table. Also, B replies ARCF by using beam 1. Then, E receives ARCF and updates its routing table. 
1. Also, E forwards ARCF by using beam 1. Then, C receives ARCF and updates its routing table. 
1. C forwards ARCF by using beam 1. Then, A receives ARCF and updates its routing table.
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Figure 16. Multicast Protocol Using Directional Antenna
</388r0>
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[bookmark: _Toc361695836]Group Operation

Group operation with an operation mode is based on a superframe structure. A superframe consists of a temporary beacon (TB), a contention free period (CFP), and a contention access period (CAP). The clock of TB is synchronized to the first TS as shown in Figure 4. The length of TB needs to be decided according to the data size assigned but it is much larger than TS. CAP is used by J-PD as backoff interval in the group operation to be described shortly. CFP is used for group communication among PDs in the group. 

Contention Access Period
Joining nodes will choose a random time in the contention period to transmit a JoinRequest packet. They will repeat the transmission if they are not included in the next GroupAnnounce transmission from the PD.

Contention-Free Period (TBD)
After joining the group, nodes will transmit packets in the contention free part of the superframe. The contention-free period could use token-based polling, as in the PCF of IEEE802.11, or fixed slot assignment.

[image: ]
Figure 4 Superframe structure.

[image: ]
Figure 5 Group operation procedure.

The group operation procedure is shown in Figure 5. The I-PD broadcasts group forming invitation (active scanning) within a TS including information of necessary IDs, selected operation mode (including channel), and group clock. 
When a J-PD scans the invitation (passive scanning) at common mode, it moves to the selected operation mode that was announced by I-PD. Accounting from the start of TS, the J-PD waits for a duration of TB+CFP. Then, it sends joining request including its ID information with a random backoff within a duration of CAP.
When a J-PD scans the TS in an iteration, it will calculate the difference between t_now and t_start. If t_start is within a CAP, the J-PD takes random backoff between t_start and the end of CAP and sends joining request. If t_start is out of a CAP, it waits until the next CAP before sending request.
I-PD scans the selected operation mode (passive scanning), registers the J-PDs and distributes a list of the registered PDs within the temporary beacon (TB) at the selected operation mode. J-PDs that had sent joining requests but are not included in the distributed PDs list should repeat the joining process.
</396r1>

[bookmark: _Toc356531378]Broadcast



[bookmark: _Toc356531379]Multi-hop operation

<368r1>
To extend the coverage of the peer group, peer group relay capable PDs provide hop-relaying. The hop-relaying is performed at the MAC sublayer by transmitting the received frames not destined to the device to the other side neighbour PD. The allocation of resources for relaying frames and the relaying procedure can be adopted from the IEEE 802.15.4k Timeslot Relaying based Link Extension.
</368r1>
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[bookmark: _Toc361024361]5.12.1	Multi-hop Unicast Data Transmission
When a PD wants to unicast data frame, the PD searches routing entry of destination address in its routing table. If the PD finds the routing entry of destination address, it starts to unicast immediately. If it does not find routing entry of destination address, it multicasts a MGNF (Notification type: 4) to group. When the other PD receives the MGNF, it saves backward route information in its routing table during Tw. Then, it starts to find a routing entry of destination address in its routing table. If a PD receiving MGNF finds routing entry of destination address, it unicasts a MGNF (notification type: 5) to the PD which wants to unicast. 

In the following figure, 
1. A wants to unicast to F within same multicast group which ID is 1, but A does not have routing information of F in A’s routing table. Then, A multicasts a MGNF (Notification type: 4) to group 1. When C receives the MGNF, it saves backward route information in the routing table during Tw. It starts to find a routing entry of F in its routing table. 
1. Since C did not find the routing entry, C forwards the MGNF. When E receives the MGNF, it saves backward route information in a routing table during Tw, it starts to find a routing entry of F in its routing table. 
1. Since E finds routing information of F, E unicasts a MGNF (notification type: 5) to A. C creates routing entry of F in its routing table. 
1. C forwards the MGNF to A. When A receives the MGNF, it creates a routing entry of F in its routing table. Now, A can unicast data to F.
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Figure 17. Unicast Data Transmission

 [image: 1]
Figure 18. Unicast Flowchart
</388r0>

[bookmark: _Toc356531380]Relative positioning

<368r1>
The MAC sublayer provides geographical relation information among PDs which are resided within two hops from the device. The geographical relation presents relative angular distance among the neighbour devices. The relation matrix generated from the geographical relation information is advertised to the peer group according to the request.
</368r1>

[bookmark: _Toc356531381]Power management

[bookmark: _Toc356531382]Security

<388r0>
Security layer provides users with privacy, authentication, and authorization across the network.

[bookmark: _Toc361024365]5.15.1 Security modes
PAC security layer provides three different security modes on the basis of security requirements of network connections.

5.15.1.1 Security mode 1 (non-secure)
When a PAC device is in security mode 1, it shall never initiate any security procedure.

5.15.1.2 Security mode 2 (service level enforced security)
When a PAC device is in security mode 2, it shall initiate security procedures after a channel establishment request has been received or a channel establishment procedure has been initiated by itself. Whether a security procedure is initiated or not depends on the security requirements of the requested channel of service.
A PAC device in security mode 2 should classify the security requirements of its services using the following attributes.

	Security requirement
	Description

	Authentication required

	- Before connecting to the application, the remote device must be authenticated

	Authorization required

	- Access is only granted automatically to trusted PAC devices, or untrusted devices after an authorization procedure
- Always requires authentication to verify that the device is the right one

	Encryption required

	- The link must be changed to encrypted mode, before access to the service is possible



Security mode 1 can be considered as a special case of security mode 2 where o service has registered any security requirements.

5.15.1.3 Security mode 3 (link level enforced security)

When a PAC device is in security mode 3, it shall initiate security procedures before the channel is established.

5.15.2 Security parameters

PAC security layer uses the following security parameters.

	Parameters
	Description

	PAC_ADDR
	PAC device address (unique for each device)

	AUTH_KEY
	Authentication key used for authentication purposes

	ENC_KEY
	Encryption key for secure unicast

	GENC_KEY
	Group encryption key for secure group communication

	RAND
	Frequently changing random or pseudo-random number


5.15.3 Key Derivation
For secure communications between PAC devices in networks, several key materials are derived using the shared secret information between the devices.
Following figure shows the key derivation procedure between devices using PIN secretly shared during the peering phase.
 (
Figure
 19.
 
Key derivation
)[image: EMB0000221c79d9]

Each key material shall be derived selectively on the basis of the security mode. For example, when a PAC device is in security mode 1, it shall never initiate any security procedure. When a PAC device is in security mode 3, it shall derive all of the above key materials, such as AUTH_KEY and ENC_KEY between the devices.

5.15.4 Authentication

Authentication is the process of verifying ‘who’ is at the other end of the link. In PAC security layer, authentication is performed for devices, or services.
Technically, authentication is achieved based on the stored authentication key (AUTH_KEY) or by peering (entering a PIN).
Flowchart for authentication is shown as a follow.

 (
Figure 
20.
 Flowchart for authentication
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5.15.4.1 Infrastructureless authentication
In PAC networks where there is no coordinator or AAA(Authentication, authorization, accountability) server, authentication between PAC devices are done using PIN, or certificate issued by the trusted authority.
 (
Figure 
21.
 
Infrastructureless
 architecture
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5.15.4.1.1 One-way authentication procedure
Some applications might require only one-way authentication. Following figure shows the one-way authentication procedure between PAC devices A (verifier) and B (claimant).

 (
Figure 
22.
 One-way authentication
)[image: EMB0000221c79dc]
When a verifier A requires to authenticate B, (1) A sends a random number A.RAND to B,  (2) A and B computes a secret information SRES’ and SRES, respectively, using pseudo-random function(PRF) on inputs of A’s random number (A.RAND), PAC address of B (B.PAC_ADDR), and authentication key shared between them (AUTH_KEY), (3) B sends SRES, (4) A checks if SRES is equal to SRES’. If they match, authentication succeeds; if not, authentication fails. 

5.15.4.1.2 Mutual authentication procedure
Some applications might require mutual authentication. Following figure shows the mutual [image: EMB0000221c79e5]authentication procedure between PAC devices A and B.
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 Mutual authentication
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Mutual authentication procedure
)
When PAC devices A and B authenticate each other, (1) A sends its address (A.PAC_ADDR) with a random number (A.RAND) to B, (2) B also sends its address (B.PAC_ADDR) with a random number (B.RAND) to A, (3) A and B optionally computes encryption key (ENC_KEY) on the input of all of the previously exchanged information and AUTH_KEY. Then, they shall verify each other when they communicate using a secure channel protected by the shared ENC_KEY.

5.15.4.2 Infrastructure authentication
In PAC networks where there is an AAA(Authentication, authorization, accountability) server and a dynamic coordinator, which is a PAC device with intermittent connection to the AAA server, authentication between PAC devices are done using symmetric master key, or certificate issued by the AAA server

 (
Figure 
24.
 Infrastructure architecture
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When a PAC device A and B (coordinator) authenticate each other, the mutual authentication procedure shall progress as a following figure.

 (
Figure 
25.
 Infrastructure authentication
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The authentication procedure consists of EAP authentication between a PAC device A and an AAA server, authentication key generation and 3-way handshake between PAC device A and B, and encryption key/group key delivery process. 

5.15.4.2 .1EAP authentication
EAP (Extensible authentication protocol) authentication uses Extensible Authentication Protocol [IETF RFC 3748] in conjunction with an operator-selected EAP Method (e.g. EAP-TLS [IETF RFC 2716]). The EAP method will use a particular kind of credential – such as an X.509 certificate in the case of EAP-TLS, or a Subscriber Identity Module in the case of EAP-SIM.
The particular credentials and EAP methods that are to be used are outside of the scope of this specification. However, the EAP method selected should fulfill the following mandatory criteria listed in section 2.2 of RFC 4017: (1) mutual authentication, (2) protection against the man-in-the-middle attack. Use of an EAP method not meeting these criteria may lead to security vulnerabilities.
In the PAC authentication procedure, EAP yields the512-bit  master secret key (MSK), which is delivered to a PAC device A by an AAA server.
Then the other key encryption keys (KEK) and HMAC/CMAC keys are derived from the MSK

5.15.4.2.2 Authentication key generation
After EAP authentication, the PAC device A and AAA server generate PMK using a truncation function as a follow.

PMK = Truncate(MSK, 160)

Then, the AAA server sends PMK to the coordinator B securely. On receipt of it, the coordinator B and the PAC device A generate authentication key using PMK.

AUTH_KEY = PRF(PMK, A.PAC_ADDR, B.PAC_ADDR)

Then, PD A and coordinator B derive shared KEK, HMAC/CMAC key from the AUTH_KEY.

5.15.4.2.3 SA-ENC 3-way handshake
SA-ENC 3-way handshake consists of the following messages.
(1) SA-ENC-Challenge message (A ← B): B.random, sequence number, PMK lifetime, HMAC/CMAC digest
(2) SA-ENC-Request message (A → B): A.random, B.random, sequence number, security capabilities, security negotiation parameters, HMAC/CMAC digest
(3) SA-ENC-Challenge message (A ← B): A.random, B.random, sequence number, [SA-ENC_KEY-update,] SA-descriptor, security negotiation parameters, HMAC/CMAC digest

Integrity of the above handshake messages are protected by MAC digest against forgery attack. Optional SA-ENC_KEY-update contains all the keying materials for the ENC_KEY update and distribution, which is encrypted with KEK
SA-ENC 3-way handshake provides the following security guarantees:
1. Full mutual authentication, 
1. Message (2) indicates to the coordinator B that a PD A is alive and that A possesses the AUTH_KEY
1. Message (3) indicates to the PD A that the coordinator B is alive
1. The coordinator B is guaranteed that SA-ENC-Update is sent by the PD A and is fresh

5.15.4.2.4 Encryption key delivery
After a successful authorization, the PAC device A shall dynamically requests parameters for SA(security association) including ENC_KEY through KEY_Request and KEY_Reply messages. When a secure communication is required between the devices, the connections are encrypted using the ENC_KEY.

5.15.4.2.5 Group key delivery
In a network environment where the secure multicast and broadcast service (MBS) is supported, additional group key (GENC_KEY)  generation and delivery process shall be performed optionally after ENC_KEY distribution procedure. Then, the group communication are encrypted using the GENC_KEY.

5.15.4.3 Authorization
Authorization is the process of deciding if device X is allowed to have access to service Y. 
Authorization always includes authentication, and grants access rights to devices on the basis of their trust levels.

	Device trust level
	Description

	Trusted device
	- The device has been previously authenticated
- An authentication key is stored
- The device is marked as “trusted” in the device DB

	Untrusted device
	- The device has been previously authenticated
- An authentication key is stored
- But, the device is not marked as “trusted” in the device DB

	Unknown device
	- No security information is available for this device
- This is also an untrusted device





Trusted devices (authenticated) are allowed to services, but untrusted or unknown devices may require authorization based on interaction before access to services is granted.
Technically, key would be derived or given (established) to the authorized user during the authorization procedure.
Flowchart for authorization is shown as a follow. (
Figure 
26.
 Flowchart for authorization
)
[image: EMB000055d86c4c]
</388r0>

[bookmark: _Toc356531383]Coexistence

<392r1>
An interference sensing before transmission, using a blocking signal and low power transmission of the essential control signal at the fixed position without interference sensing is a basic coexistence scheme.

0. [bookmark: _Toc361291680][bookmark: _Toc235071427]Interference sensing
If interference from heterogeneous devices is sensed during IS, the PD shall give up the transmission. In consideration of the WiFi, interference sensing should be performed at least 16us.

[image: ]
Figure 10. an example scenario of interference sensing


0. [bookmark: _Toc361291681][bookmark: _Toc235071428]Blocking signal
To prevent resource occupancy of heterogeneous devices, the blocking signal can be transmitted by PDs. One or more subcarriers can be allocated for transmission of the blocking signal.

[image: ]
Figure 11. Conflict avoidance using the blocking

PDs can transmit the blocking signal, before data transmission (Forward Blocking) and after data transmission (Backward Blocking). A blocking concept is applied to the transmission of the control signal (Discovery, Peering, Scheduling). The size of blocking unit is the size of the resources that PDs want to reserve prior to heterogeneous devices.

0. [bookmark: _Toc361291682][bookmark: _Toc235071429]Low power transmission
To guarantee the presence of essential control signals at the fixed position, PDs can use any resource whenever PDs need it with the sufficiently low power. For reliability of the transmitted signal, time domain repetition can be applied.
[image: ]
Figure 12. Low power and repeated transmission
</392r1>



<395r1>
PAC shall coexistence systems such as IEEE802 using unlicensed bands in section 7.1.1.
</395r1>

[bookmark: _Toc356531384]Higher layer interaction

[bookmark: _Toc356531385]Physical layer

[bookmark: _Toc356531386]Channelization

<369r1>
Frequency bands of operation are: Sub-GHz, 2.4 GHz and 5.7 GHz bands.
· Channelization of 5.7 GHz band
· Such frequency band ranges from 5.725 GHz to 5.875 GHz, which is divided into 14 channels of 10 MHz. By regulation, the maximum transmit power at the input antenna is 1 W. The central frequencies are given by
fc = 5735 MHz + 10n       for n = 0, 1, ..., 13
· Channelization of 2.4 GHz band
· Such frequency band ranges from 2.4 GHz to 2.5 GHz, which is divided into 9 channels of 10 MHz. By regulation, the maximum transmit power at the input antenna is 1 W. The central frequencies are given by
fc = 2410 MHz + 10n          for n = 0, 1, ..., 8
· The basic channelization by regulations in Japan is summarized in the following table:





· 1bandwidth rule tolerance: 200 n  kHz, where n=1,2,3,4,5.
· 2bandwidth rule tolerance: 100 n  kHz, where n=1,2,3,4,5.
· Proposed channelization






</369r1>

[bookmark: _Toc356531387]Operating frequency bands

<384r0>

	Band(MHz)
	Modulation
	Modulation index
	Channel spacing
(kHz)
	Data rate
(kb/s)

	Sub-GHz
	Filtered 2FSK
	1
	200
	50


</384r0>



<395r1 [7.1.1]>
PAC uses unlicensed bands with multiple channels. E.g. PAC can use all or partial channels among 3 channels in 2.4GHz and 8 channels in 5GHz (UNII-1, UNII-3) when bandwidth is 20MHz per channel.
</395r1>


<382r0 [6.1.1]>
We are using higher UWB band of 6 – 10.25 GHz as specified in “Technical Guidance for
802.15.8 Proposals.” We are proposing a single channel in upper UWB band for the system to
maximize allowed Tx power level. Channel location and bandwidth are determined by regulation at a
given Geo.
</382r0>



278r2



<392r1>
PAC shall operate in unlicensed/licensed bands.
</392r1>

[bookmark: _Toc356531388]Duplex schemes

<395r1 [7.2]>
PAC is TDD system.
</395r1>


369r1 <369r1>
· Frame structure in FDD mode  





· 
· 
· One slot contains 7 DTF-S OFDM or OFDM symbols.
· Tslot=7680Ts=0.5 msec
· Frame structure in TDD mode  










where L1=PD1 transmits and PD2 receives, L2=PD2 transmits and PD1 receives, S-L1=synchronization for L1, RS-L1=reference signals for L1, RA=random access or channel sounding for MIMO or beamforming, GP=guard period.
The GP is computed as GP=(73+1024)Ts=71.42 µsec and satisfies
Tp+Tdec+Tsw+Tcomp+Tp=GP
· Tdec=time to detect the last symbol
· Tsw=time to switch from Rx to Tx or vice-versa
· Tcomp=compensation time to align to GP

where Tp=1 Km/3x108m/s=3.3 µsec (worst case).
</369r1>

<392r1>
PAC shall use TDD duplex scheme.
</392r1>


[bookmark: _Toc356531389]Multiplex schemes
(e.g. CDMA, OFDMA)

<395r1 [7.3]>
PAC multiplexing scheme is OFDM.
</395r1>



<369r1>
The resource block for either OFDMA or SC-FDMA is given by















where                     ,                                       , and
BW is obtained by concatenating RBs:

Proposed bandwidths are given by 







</369r1>


<377r0>
IEEE802.15.8 PAC shall use OFDM to support high efficient control and data transmission. Moreover, the error of synchronization among links is compensated by using long cyclic prefix.
</377r0>



<392r1>
PAC shall use TDMA/OFDM scheme.
</392r1>

[bookmark: _Toc356531390]Frame structure

278r2

648r0

<373r1>
The transmitted RF signal is generated by modulating the complex baseband signal, which is composed of multifarious fields. The fields are delimited by timing boundaries. The general PHY frame format is shown in Figure 2.




[bookmark: _Ref361304859]Figure 2 – General PHY frame format


The Preamble field is composed of STF and LTF, and is a part of PPDU that is used for packet detection, AGC, time and frequency synchronization, indication of transmission mode (OFDM or SC), collision detection, and channel estimation. A detailed description of the Preamble field is in 6.2.1

The PHY Header field is used to describe the content in the MPDU as well as the protocol used to transfer it.

The MPDU consists of MAC header, payload, and FCS.

SSF (Self Spatial Filtering) uses a technique called beam jittering. The Beam Jitter field is transmitted at the end of SSF request frame. The presence of Beam Jitter field is indicated in the MAC header in the MPDU, and payload of MPDU includes IE that contains the threshold for the correlation level used in SSF which is defined in 6.2.2.

[bookmark: _Ref361304774][bookmark: _Toc361410977]Preamble

[Option 1]
The preamble consists of two fields named STF (Short Training Field) and LTF (Long Training Field). Figure 3 is a time-domain illustration of the preamble structure.



[bookmark: _Ref361312345]Figure 3 – Proposed preamble structure (option 1)

[Option 2]
The preamble consists of two fields named STF (Short Training Field) and LTF (Long Training Field). Figure 4 is a time-domain illustration of the preamble structure.



[bookmark: _Ref361381282]Figure 4 – Proposed preamble structure (option 2)

STF
[Option 1]
The STF is used for AGC (automatic gain control), packet detection, initial timing and frequency synchronization, and implicit transmission mode indication (e.g., OFDM or SC). The length of STF is equivalent to two OFDM symbols, and contains 5 repetitions of a periodic signal. The sign of the 4th period in the STF can be used to indicate the transmission mode.

There are three candidate sequences that can be used to generate the periodic signal used in the STF. The standard shall choose the best sequence considering performance, implementation complexity, and capability. The three candidates are MZC1 (Modified Zadoff-Chu sequence 1), MZC2 (Modified Zadoff-Chu sequence 2), and GSW (Gold Sine Wave), which are described in 6.2.1.3

[Option 2]
The STF is used for AGC (automatic gain control), packet detection, initial timing and frequency synchronization, and implicit transmission mode indication (e.g., OFDM or SC), and also for the first collision detection. The length of STF is equivalent to two OFDM symbols, and contains 5 repetitions of a periodic signal. The sign of the 4th period in the STF can be used to indicate the transmission mode.

There are two candidate sequences that can be used to generate the periodic signal used in the STF. The standard shall choose the best sequence considering performance, implementation complexity, and capability. The two candidates are MZC1 (Modified Zadoff-Chu sequence 1) and MZC2 (Modified Zadoff-Chu sequence 2), which are described in 6.2.1.3.

The last period of the STF is used for 1st stage collision detection. The same collision detection principle described in 6.2.1.2 is used for the STF.

[bookmark: _Ref361381895]LTF
[Option 1]
The LTF consists of two OFDM symbols. The first symbol of LTF is used for refined timing/frequency synchronization and channel estimation.

There are four candidate sequences that can be used to generate the signal used in the first symbol of LTF. The standard shall choose the best sequence considering performance, implementation complexity, and capability. The four candidates are Base Zadoff-Chu sequence, MZC1 (Modified Zadoff-Chu sequence 1), MZC2 (Modified Zadoff-Chu sequence 2), and GSW (Gold Sine Wave) which are described in 6.2.1.3

The second symbol of LTF is used for collision detection. The sub-carriers of the second symbol of LTF are divided into two groups by DC sub-carrier. A PD selects a random sub-carrier in each group of sub-carriers and transmits a busy tone. Figure 5 illustrates an example of the frequency domain structure of the second symbol of LTF.



[bookmark: _Ref361315155]Figure 5 – The second symbol of LTF for collision detection.

When a PD receives a frame, the PD checks the second symbol of LTF to detect a collision. For example, if one of the groups of sub-carriers contains more than one busy tone, the PD decides a collision occurred and may decide not to process the remainder of the radio frame. When there are P sub-carriers in each group of sub-carriers, the probability of collision detection failure is 1/P2.

[Option 2]
The LTF is two OFDM symbols long, and consists of a long CP followed by two repetitions of a periodic signal, where the combination of the sign of each period of the signal can be used to indicate transmission mode. LTF is used for refined timing/frequency synchronization, collision detection, and channel estimation.

Either Base ZC sequence or MZCs in frequency domain is used for LTF.

The 2nd period of the periodic signal in the LTF is used for 2nd stage collision detection. The collision detection procedure is illustrated in Figure 6.



[bookmark: _Ref361397385]Figure 6 – Collision detection procedure using preamble sequence

The collision detection is performed in two stages, the 1st stage using the STF and 2nd stage using the LTF. PHY reports collision detection if collision is detected in any of the two stages.

[bookmark: _Ref361313271]Preamble sequences for PAC
In this sub-clause, candidate sequences that can be used to generate the STF and the LTF of the Preamble field of PAC PHY frame.

Base Zadoff-Chu sequence:

A length-P ZC sequence in frequency domain is defined as follows



where u is the root index of base ZC sequence, odd P is the sequence length, and the sequence element index is m = 0, 1, …, P-1.

MZC1 (Modified Zadoff-Chu sequence 1):

Modified ZC sequence 1 in frequency domain is obtained by interleaving a base ZC sequence with it negative. Let  be a length-N modified ZC sequence 1, then  can be written as follows

· For odd m,

· For even m,


where .

MZC2 (Modified Zadoff-Chu sequence 2):

Modified ZC sequence 2 in frequency domain is obtained by concatenating a base ZC sequence with its complex conjugate. Let  be a length-N modified ZC sequence 2, then  can be written as follows



where .

GSW (Gold Sine Wave sequence):

Gold Sine Wave sequence in time domain is obtained by multiplying a Gold sequence with a half sine wave window function. Let  be a length-N GSW sequence, then



where


and N=2P+2, G1 and G2 are m-sequences of same order, u is the index of GSW sequence, and [ ]N is a modulo-N operator. The term  is applied to maintain the same average power as MZCs.

[bookmark: _Ref361311342][bookmark: _Toc361410978]Beam Jitter field
SSF request frame includes a Beam Jitter field. Beam Jitter field comprises of a single OFDM symbol. A sequence (TBD) is assigned to the sub-carriers of the OFDM symbol.

When a PD transmits an SSF request frame, the Beam Jitter field is transmitted using beam jittering described in 6.2.2.1.

When a PD is receiving an SSF request frame, the Beam Jitter field is received without channel equalization. On receiving an SSF request frame, a PD calculates the correlation coefficient defined as follows.



where  is a vector of the known sequence that is assigned to the sub-carriers of the OFDM symbol of Beam Jitter field, and  is a vector the OFDM sub-carriers of the received Beam Jitter field.

The cross-correlation coefficient  is compared with the threshold found in the IE received in the SSF request frame. If  is larger than the threshold, the PD transmits an SSF response frame to the transmitter of the SSF request frame with the calculated .

Beam jittering can be implemented for single carrier systems with minor modification. The detailed structure of beam jittering for single carrier system is TBD.

[bookmark: _Ref361398372]Beam Jittering.
Beam jittering is an open-loop transmit beamforming technique that uses an array antenna, where each sub-carrier of an OFDM symbol is transmitted with a beam pattern independently selected from a set of K predefined beam patterns.

The predefined beam patterns are designed so that all the beam patterns have an identical array gain in the boresight direction of the array, while the array gains in other directions are random.

The number of predefined beam patterns (K), design of beam patterns, and beam selection pattern are implementation specific, and is outside of the scope of this document.

Figure 7 and Table 2 show plots and array parameters of an example of a set of pre-defined beam patterns, respectively, where K=2. SSF with K=2 shows good performance when the beam patterns are well designed.

	[image: M:\SkyDrive\802.15.8\20130714_Geneva\our_contributions\ssf\figures\beam_pattern_2_3_overlap.png]
Amplitude of array response
	[image: M:\SkyDrive\802.15.8\20130714_Geneva\our_contributions\ssf\figures\phase_response_2_3_overlap.png]
Phase of array response


[bookmark: _Ref361409106]Figure 7 – An example of pre-defined beam patterns.


[bookmark: _Ref361410099]Table 2 – An example of array parameters for K pre-defined beam patterns.
	Antenna configuration
	4 antenna ULA

	Antenna spacing
	0.5λ

	K
	2

	Null locations
	Beam L: 

	
	Beam R:


</373r1>


<377r0>
0. Discovery frame structure
Discovery frame is comprised of multiple Discovery slots. A Discovery Slot delivers single Peer Discovery Message (PDM).
[image: ]
[bookmark: _Ref360994910]Figure 5. Discovery Frame Structure


0. Data frame structure
A Data frame is comprised of one or multiple scheduling subframe and the multiple resource slots (RSs) which are associated to one scheduling subframe.
A RS consists of Preamble Signal duration, Channel Feedback Signal duration, Data Packet duration, and ACK Signal duration.
[image: ]
</377r0>



<392r1>
The ultraframe has a fixed length and appears repeatedly. Ultraframe, superframe, frame has a hierarchical structure.
[image: ]
Figure 13. Hierarchical structure of ultraframe

Every frame consists of a synchronization region, a discovery region, a peering region and a data region. The type of a frame can be the frame type 0 of the frame type 1 according to the configuration. The frame type 0 consists of a synchronization region, a discovery region, a peering region and a data region. Frame type 1 consists of a synchronization region and a data region. The frame type 0 is used if the frame number is 0 and the frame type 1 is used otherwise.

0. [bookmark: _Toc361291690][bookmark: _Toc235071437]Synchronization region
The synchronization region is located at the head of a frame. The synchronization signal for the distributed synchronization is sent in the synchronization region. A PD transmits the synchronization signal without interference sensing but the synchronization signal is transmitted by low power for coexistence with heterogeneous devices. The synchronization signal is transmitted repeatedly for reliability. There are two kinds of synchronization signals. One is used at the synchronization region of the first frame in an ultraframe and another is used at other frame.

[image: ]
Figure 14. Synchronization region


0. [bookmark: _Toc361291691][bookmark: _Toc235071438]Discovery region
In the discovery region, a discovery signal is transmitted. The discovery region consists of multiple discovery RUs, ISs and GIs. The discovery RU consists of a preamble signal and a discovery signal. The Forward Blocking scheme is used for coexistence. The discovery region consists of 8 blocking unit and one blocking unit consists of 8 discovery RUs. The IS interval is present in front of every blocking unit.

[image: ]
Figure 15. Discovery region


0. [bookmark: _Toc361291692][bookmark: _Toc235071439]Peering region
The peering region consists of the Peering-REQ/RSP interval and the PID broadcast interval. The Peering-REQ/ RSP interval consists of multiple PID-REQ RUs, PID-RSP RUs, ISs and GIs. The Peering-REQ RU consists of a preamble signal and a Peering-REQ signal. The Peering-RSP RU consists of a preamble signal and a Peering-RSP signal. Forward & Backward Blocking scheme is applied at Peering-REQ blocking unit, and Forward Blocking scheme is applied at Peering-RSP blocking unit. Four Peering-REQ blocking units and four Peering-RSP blocking units exist in the Peering-REQ/RSP interval. A Peering-REQ blocking unit has four Peering-REQ RUs and a Peering-RSP blocking unit has four Peering-RSP RUs.
In the PID broadcast interval, multiple PID broadcast RUs mapped to PID exist. Forward Blocking scheme is used.

[image: ]
Figure 16. Peering region


0. [bookmark: _Toc361291693][bookmark: _Toc235071440]Data region
The data region is comprised of multiple data channels with a fixed size. In case of frame type 0, the data region has 13 data channels because 3 data channels (0~2) are used for the control such as Discovery and Peering. In case of frame type 1, data region has 16 data channels.
A data channel consists of a scheduling interval and a data interval. The scheduling interval consists of DS-REQ RUs, DS-RSP RUs, IS, GIs, and SRI. In case of the DS-REQ RU and the DS-RSP RU, a preamble signal is followed by a DS-REQ signal and a DS-RSP signal, respectively. Forward and Backward Blocking schemes are utilized in both DS-REQ and DS-RSP blocking units. The data interval consists of GIs and multiple pairs of data burst and ACK. The data burst consists of a preamble signal, a BCI (Burst Control Indicator) signal, and a data signal. The BCI signal is used to indicate the modulation order, the code rate, and the length of data signal. ACK consists of a preamble signal and a ACK signal. The number of data bursts and each burst size are determined by the distributed scheduling.

[image: ]
Figure 17. Data region
</392r1>

0. [bookmark: _Toc356531391]Discovery frame structure

<384r0>
The LESD Mode PPDU shall be formatted as illustrated.

	
	
	Octets

	
	
	1
	Variable

	Preamble
	SFD
	PHY Header
	PHY Payload

	SHR
	PHR
	PSDU




21. Preamble field
The Preamble field shall contain multiples of the 8-bit sequence “01010101”.




21. SFD
The SFD shall be the selected 16-bit sequence selected from the list of values shown in the following Table.

	Message type
	SFD value for uncoded (PHR+PSDU)
	SFD value for coded (PHR+PSDU)

	Request
	1011 0001 1001 1100
	1011 0001 1011 0001

	Response
	0100 1110 1001 1100
	0100 1110 0100 1110

	Notification
	0110 0011 1001 1100
	0110 0011 0110 0011



Devices that support FEC shall support the SFD associated with coded (PHR + PSDU) and Devices that do not support FEC shall support the SFD associated with uncoded (PHR + PSDU). 


21. PHR
The format of the PHR is shown in the following Table.
If the frame type is not “preamble”, the Frame Length field (L5–L0) specifies the total number of octets contained in the PSDU (prior to FEC encoding, if enabled). Otherwise, The field (L5–L0) represents the remaining time of repeated preamble set.

	Bit string index
	0–1
	2–7

	Bit mapping
	T1–T0
	L5–L0

	Field name
	Frame Type
	Frame Length / Remaining time




	(T1 T0)
	Frame Type

	0 0
	Request

	0 1
	Response

	1 0
	Notification

	1 1
	Preamble(No PSDU field)



21. PSDU field
The PSDU field carries the data of the PPDU.
</384r0>


<370r0>
We propose to use a discovery preamble  (DP) based on a ZC sequence and a discovery resource block (DRB) from a modified (DTF-S) OFDM signal.
· The DP and DRB formed the Discovery Signal (DS).
Moreover, we propose to use one channel (from the proposed channelization for sub-GHz, 2.4 GHz and 5.7 GHz bands) for only discovery of devices.
· PAC devices can either transmit or receive the DS in this unique channel asynchronously.
The discovery signal (DS) sent over a discovery shared channel (DSCH):





The DS consists of a preamble sequence plus a DRB formed by Nfs frequency slots and Nts time slots.
Once synchronized, a receiver knows the location of the discovery resource block (DRS) to scan for possible peers or to pick time-frequency slots to transmit its DS.
The proposed ZC sequence for initial synchronization during discovery (or communication mode) is a ZC sequence with the following parameters:
· Sequence length N = 63, relative prime r = 62 and q = 0.  
Such ZC sequence is mapped onto 62 sub-carriers
· The first subcarrier and the DC subcarrier are empty.
· Of course, several repetitions may be transmitted.











For discovery, the nth symbol transmitted over the kth subcarrier is given by
·  
· for l=-L+1,,…,0,1,…,N-1 and L the CP














The DS is transmitted with a predefined duty-cycle. From upper layers, terminals pick time-frequency slots in the DRB to transmit the DS.
A set of 126 symbols are transmitted per time slot:
· such frame contains information about a given peer (peer ID, service ID, application ID, etc.) and which channel is used for association (different from the SDCH).
The number of frequency slots Nfs =1024 (IFFT size) and the number of time slots Nts is chosen as 20. 
Consequently, the DRB can support up to NfsxNts=20,480 users for discovery per Group.
The discovery data is formatted as illustrated 





Append 57 bits for user ID, device ID, Group ID, etc.
Append 6 bits from CRC-6-ITU error detection code
Append 63 bits from shorten BCH(126,63) code
</370r0>

[bookmark: _Toc356531392]Data frame structure
<369r1>
The physical layer protocol data unit (PPDU) is formed by concatenating synchronization header (SHR), Discovery header (DIS), physical layer header (PHR) and physical layer service data unit (PSDU)




Reference signals for demodulation/equalization are embedded in the PSDU.
The MAC protocol data unit (MPDU) is passed to the PHY. Such data is encoded by QC-LDPC codes.
</369r1>



[bookmark: _Toc356531393]Modulation and coding scheme (MCS)

<369r1>
QC-LDPC codes allows performance close to turbo codes, besides that encoder/decoder enable high throughput and low implementation complexity (efficient implementation in parallel architectures).
Quasi-cyclic LDPC codes are systematic, linear codes satisfying 

Codeword                                                   , k information bits, n-k parity bits.
Parity check matrix 
QC-LDPC codes are defined by a prototype matrix 
H is constructed from Hp by replacing each entry [Hp]i,j with either a cyclic shift matrix Pc, identity or null matrices of size ZxZ (final size of H is MpZxNpZ).
If [Hp]i,j=0 , replace it by IZxZ=P0
If [Hp]i,j=“-”, replace it by 0ZxZ
If [Hp]i,j=c , replace it by Pc

The cyclic-permutation matrix Pc is obtained by cyclically shifting the columns of P0=IZxZ to the right c times.
Example: 





QC-LDPC parameters:










where k= number of information bits, n=number of coded bits,  n-k=number of parity bits.

The matrix Hp for n=648, Z=27, R=1/2 is given by 


	0
	-
	-
	-
	0
	0
	-
	-
	0
	-
	-
	0
	1
	0
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	22
	0
	-
	-
	17
	-
	0
	0
	12
	-
	-
	-
	-
	0
	0
	-
	-
	-
	-
	-
	-
	-
	-
	-

	6
	-
	0
	-
	10
	-
	-
	-
	24
	-
	0
	-
	-
	-
	0
	0
	-
	-
	-
	-
	-
	-
	-
	-

	2
	-
	-
	0
	20
	-
	-
	-
	25
	0
	-
	-
	-
	-
	-
	0
	0
	-
	-
	-
	-
	-
	-
	-

	23
	-
	-
	-
	3
	-
	-
	-
	0
	-
	9
	11
	-
	-
	-
	-
	0
	0
	-
	-
	-
	-
	-
	-

	24
	-
	23
	1
	17
	-
	3
	-
	10
	-
	-
	-
	-
	-
	-
	-
	-
	0
	0
	-
	-
	-
	-
	-

	25
	-
	-
	-
	8
	-
	-
	-
	7
	18
	-
	-
	0
	-
	-
	-
	-
	-
	0
	0
	-
	-
	-
	-

	13
	24
	-
	-
	0
	-
	8
	-
	6
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0
	0
	-
	-
	-

	7
	20
	-
	16
	22
	10
	-
	-
	23
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0
	0
	-
	-

	11
	-
	-
	-
	19
	-
	-
	-
	13
	-
	3
	17
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0
	0
	-

	25
	-
	8
	-
	23
	18
	-
	14
	9
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0
	0

	3
	-
	-
	-
	16
	-
	-
	2
	25
	5
	-
	-
	1
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	0



 The rest of values for matrix Hp can be found in 369r1.

In the modulation mapper, the scrambled coded bits    for i=0,1,…,n-1 are modulated with either BSPK, QPSK or 16QAM modulations, resulting in the a block of complex modulation symbols    di  for i=0,1,…,Nsym-1, where di=I+jQ

BPSK mapping      
               
	bi
	I
	Q

	0
	1/√2
	1/√2

	1
	-1/√2
	-1/√2



QPSK mapping
	bi,bi+1
	I
	Q

	00
	1/√2
	1/√2

	01
	1/√2
	-1/√2

	10
	-1/√2
	1/√2

	11
	-1/√2
	-1/√2



16QAM mapping
	bi,bi+1,bi+2,bi+3
	I
	Q

	0000
	1/√10
	1/√10

	0001
	1/√10
	3/√10

	0010
	3/√10
	1/√10

	0011
	3/√10
	3/√10

	0100
	1/√10
	-1/√10

	0101
	1/√10
	-3/√10

	0110
	3/√10
	-1/√10

	0111
	3/√10
	-3/√10

	1000
	-1/√10
	1/√10

	1001
	-1/√10
	3/√10

	1010
	-3/√10
	1/√10

	1011
	-3/√10
	3/√10

	1100
	-1/√10
	-1/√10

	1101
	-1/√10
	-3/√10

	1110
	-3/√10
	-1/√10

	1111
	-3/√10
	-3/√10









DFT-S OFDM or OFDM 
The Parameters are given by 









is constant and equal to 15 KHz.
Maximum FFT size M=1024
Sampling time 
Timing based on a common clock at 
</369r1>
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<382r0 [6.5]>
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<382r0 [6.5]>
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Discovery mode

<384r0>
The modulation for the LESD Mode is a 2-level filtered FSK. 
The following Table shows the modulation and channel parameters for the LESD Mode PHY. 


	Frequency Band
(MHz)
	Modulation
	Modulation index
	Channel spacing
(kHz)
	Data rate
(kb/s)

	Sub-GHz
	Filtered 2FSK
	1
	200
	50


a Data rates shown are over-the-air data rates (the data rate transmitted over the air regardless of whether the FEC is enabled).
</384r0>

[bookmark: _Toc356531395]Multiple antennas


<369r1>















Layer mapping
Two MIMO technologies are supported: open loop spatial multiplexing and transmit diversity (SFBC) for 2 and 4 antennas.
The [complex] modulation symbols per codeword di for i=0,1,…,Nsym-1 are mapped into several layers
· Layer=independent stream of symbols in a MIMO configuration.
· Rank=number of layers transmitted.
As                                                             for 
· where     is the number of layers and        is the number of symbols per layer for the qth codeword.
· Open loop spatial multiplexing (parallel data streams)
· Here , where P is the number of antennas.

	No layers
	No codewords
	Mapping
	Parameter

	1
	1
	
	

	       2
	1
	

	

	2
	2
	

	

	4
	1
	



	

	4
	2
	



	



where 




· Transmit diversity (same information is Tx from multiple antennas)
· 

	No layers
	No codewords
	Mapping
	Parameter

	2
	1
	

	

	4
	1
	



	



where                                 and m null symbols at the end such that Nsym+m Mod4=0

Precoding allows to increase system performance and robustness by feeding back to the transmitter CSI.
Schematic diagram of MIMO support with precoding is given by 









· Open loop spatial multiplexing increases robustness by feeding back the channel’s rank (RI=rank indicator)
· Transmitter chooses a pre-fixed codeword according to RI

·  for                                    and 
· where         is the number of symbols transmitted per antenna.
Single antenna mapping is given by 
· 
where  ,                                and 

Multiple antennas mapping 
· for                                  and  
· Transmitter chooses a codeword according to reported ν
· Codebook for 2 antennas is given by 
	index
	
	

	0
	
	

	1
	
	

	2
	
	

	3
	
	 



where 

Codebook for 4 antennas is given by 

	n
	un
	
	
	
	

	0
	
	
	
	
	

	1
	
	
	
	
	

	2
	
	
	
	
	

	3
	
	
	
	
	

	4
	
	
	
	
	

	5
	
	
	
	
	

	6
	
	
	
	
	

	7
	
	
	
	
	

	8
	
	
	
	
	

	9
	
	
	
	
	

	10
	
	
	
	
	

	11
	
	
	
	
	

	12
	
	
	
	
	

	13
	
	
	
	
	

	14
	
	
	
	
	

	15
	
	
	
	
	



where W is conformed from the codebook for 4 antennas table,               denotes the matrix formed by the columns {c1…cm} of the matrix 

Precoding for transmit diversity
Support for 2 or 4 antenna configurations and one data stream. Transmit diversity is aimed to increase robustness in scenarios with low SNR, low delay tolerance or no feedback to the transmitter is available or reliable.
Case of 2 antennas
· STBC (Alamouti scheme) for DTF-Spread OFDM
· SFBC (equivalent of STBC) for OFDM
SFBC for 2 antennas is given by 




for                                  and 

In case of 4 antennas a combination of SFBC (2 antennas) with frequency switch transmission diversity is given by






for                                    and 
</369r1>

Bit interleaver

<369r1 editor=”No text proposal found”> </369r1>


Scrambling

<369r1 editor=”No text proposal found”> </369r1>


[bookmark: _Toc361059652]Appendix A
<395r1>
Table A. List of Service types
	Value 
	Meaning 

	0 
	All Service Types 

	1 
	real-time streaming

	2 
	display

	3 
	talking (VoIP)

	4 
	two-way gaming

	5 – 254 
	Reserved 

	255 
	Vendor Specific 


</395r1>
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