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1 List of abbreviation
	ACK
	Acknowledgement

	BAN 
	Body Area Network 

	CAP
	Contention Access Period

	CCA
	Clear Channel Assessment

	CE
	Consumer Electronics

	CFP
	Contention-Free Period

	CSMA-CA
	Carrier Sense Multiple Access with Collision Avoidance

	CW
	Contention Window

	ECG
	ElectroCardioGram

	GTS
	Guaranteed Time Slots

	MAC
	Medium Access Control

	PHY
	Physical layer

	P2P
	Peer-to-Peer

	QoS
	Quality of Service

	TSRB
	Time Slot Reserved for Bursty-traffic

	TSRP
	Time Slot Reserved for Periodical-traffic

	WBAN
	Wireless Body Area Network


2 Introduction
As the second part of IMEC’s narrowband PHY and MAC solution to the WBAN, in this document the details of the MAC proposal will be specified.

Aiming to the heterogeneous application scenarios, we propose a two-mode hybrid MAC for the wireless body area network (WBAN). This MAC proposal includes two key parts:
· Beacon-enabled mode: priority-guaranteed MAC
· Non-beacon mode/ emergency mode: wakeup radio enhancement
Since the two types of applications, medical application and consumer electronics (CE) related application, have great diversities in terms of traffic profile and service requirements, this two-mode MAC proposal is to provide a complete solution to the targeted application scenarios in BAN.
3 Priority-guaranteed MAC
and Combined Solution
3.1 Frame structure
The beacon-enabled mode is suitable for a network with the coordinator or cluster head, and the network is of medium to high traffic load. The coordinator broadcasts the beacon to setup network-wide synchronization. The superframe structure of the priority-guaranteed MAC is shown in Figure 1. 
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Figure 1 Superframe structure of priority-guaranteed MAC
The active part of one superframe is divided into five parts:

· Beacon: used for downlink synchronization and control

· Control channel AC1: used for the life-critical medical uplink control

· Control channel AC2: used for CE and other uplink control

· Data channel TSRP: TimeSlot Reserved for Periodic traffic

· Data channel TSRB: TimeSlot Reserved for Bursty traffic

The two key features of this superframe structure are:

· Application-specific control channels (AC1 and AC2)

· Traffic-specific data channels (TSRP and TSRB)

The random access mechanism on the two control channels, AC1 and AC2, resorts to randomized slotted ALOHA [1]-[3]. Given a certain number of timeslots on the control channel, the node can randomly select one timeslot to send the link request. Therefore, the collision rate depends on both the length of the control channel and the number of competing nodes. 

With the split of the control channel, the access contention of the life-critical medical communication is protected from the much busier CE (and other) traffic. Nodes with medical traffic send resource requests on the separated AC1 channel. For typical medical monitoring, these requests are triggered only at the beginning of a new monitoring period, and hence occur at very low frequency. Similarly, the CE applications request for resource on the AC2 channel. Given the resource requests received on the control channels, the master node will decide the resource allocation in a centralized way. Since the master node is aware of the application category, algorithms can be easily applied to provide differentiated QoS to different applications. For example, the master node will allocate resource to nodes with medical traffic with higher priority in case of heavy traffic load. The ACK will be sent immediately on the control channel as a response to the successful resource request.
The two data channels TSRP and TSRB are allocated on demand with TDMA scheduling. Periodic traffic obtains resource on TSRP channel, while bursty traffic obtains resource on TSRB channel. Hence, the arrangement of the two data channel is determined by the traffic characteristics, periodic or bursty.
For the ease of comparison, we can refer to the CAP and CFP in IEEE 802.15.4 MAC. Here the AC1 and AC2 channels can be regarded as the counterpart of CAP, while the TSRP and TSRB can be regarded as the counterpart of CFP. Note that the TSRP channel is ahead of the control channels and follows immediately to the beacon. Hence the CFP is divided into two parts, CFP1 and CFP2, which represent TSRP and TSRB respectively. The benefit for this arrangement is that the timeslots allocated to the periodic traffic can remain intact when the lengths of the two control channels are changed. As to be discussed in the following section, the lengths of the control channels are adapted to the traffic load variation in order to alleviate random access collision. Therefore, the periodic traffic can follow a regular scheduling without being influenced by the incoming traffic.

3.2 Slot Size

On the data and control channels, different packets are to be transmitted. Normally, the control packet is much shorter than the data packet. Therefore, to increase the resource efficiency, different timeslot sizes are used in this frame structure.
· On control channel: basic slot size tb.

· On data channel:  ktb (eg. k=1,2,4,8,16).
The basic slot size on the control channel is to accommodate one control packet and the ACK. Different timeslot sizes are adopted on the data channel to facilitate different data rate. Small data packet can also be piggybacked in the control packet to improve the resource and energy efficiency.

3.3 Control Channel Design

The length of a control channel should be decided adaptively according to the application scenario, such as the number of nodes in the system and the traffic activities. Less timeslots on the control channel will worsen the random access contention, while too many timeslots on the control channel result in the waste of radio resource. Here we will present a detailed analysis on how to choose the suitable control channel length.

With the randomized slotted ALOHA, the access contention is decided by two factors: the total number of slots on the control channel and the number of users participating in the contention. If the average number of competing users arrived in one superframe is 
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where 
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 is the number of nodes in the system, 
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 denotes the average traffic arrival rate, and 
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 is the duration of one superframe. For the two types of applications, although there is a big difference on the number of potential users arrived in one superframe, the methodology of control channel design is the same. Here we will use the AC2 channel as an example to explain. If there are 
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With a maximum of 
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As an example, we assume 
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 equals 20 for CE applications. To guarantee at least 90% successful access, the relation between the number of access attempt 
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 and the number of timeslots on the control channel 
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 as shown in Table 1.
Table 1 Control channel length
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	5
	4
	3

	
[image: image15.wmf]M


	20
	24
	31


In Table 1, it is illustrated that if the number of maximum backoff times is decreased, the control channel length should be increased accordingly, which discloses the tradeoff between resource efficiency and access latency. Given the maximum backoff times of three, 31 timeslots are needed on the control channel to guarantee 90% successful rate in case of 20 users arrived per superframe. The overhead resulted from control channel is not high in contrast to the IEEE 802.15.4 MAC. In the CSMA-CA based random access procedure, the channel should be idle for at least the CCA period before each transmission. In the IEEE 802.15.4 standard, the length of the CCA period is defined to be 2 backoff slots. To access 20 users in one frame indicates that at least 40 slots should be kept in idle state. In addition, the data packets are not collision-free with the CSMA-CA mechanism in an IEEE 802.15.4 system. Data packet collision contributes to additional waste of resource.
3.4  Channel Access Procedure
The channel access procedure is illustrated in Figure 2. The resource requests from different applications will join the random access contention in the dedicated control channel. Based on the success of the request transmission and the radio resource availability in the network, the coordinator will send the acknowledgement (ACK) by indicating the resource allocation. The periodic traffic will get the resource for the first packet in the following TSRB part, and the rest resource in the TSRP part.
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Figure 2 Illustration of random channel access procedure
3.5  Scalability

With the priority-guaranteed MAC protocol, the frame structure is of high scalability. Only the control channels are reserved on a regular basis, and all the data channels are allocated on demand. Because the length of a control channel is much shorter than that of the data channel on average, the cost of resource reservation is relatively low. Besides, the control channels are designed to be adapted to the traffic load as described in the previous section. The overhead of the control channel is optimized. The scalability is illustrated in Figure 3. The first two graphs show that there is only one type of traffic in the network, the periodic traffic or the non-periodic traffic. The third graph indicates that there is no active traffic in the network, and then the control channels can be adjusted to the minimum size to improve the energy efficiency of the master node.
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Figure 3. Illustration of frame structure scalability
By reserving only short control channels in the superframe, the duty cycle of the master node is minimized when there is no active traffic in the network. Since all the data channels are allocated on demand, the power efficiency of the master node is maximized with this new MAC design. In contrast, in an IEEE 802.15.4 system, the master node cannot set the CAP part to a short channel, because the data transmission can begin with any timeslot on the CAP and last for a relatively long interval. This limits the power efficiency enhancement of the master node in an IEEE 802.15.4 system.

3.6 Duty cycle Analysis

The power consumption at the sensor node is closely related to the duty cycle. In Table 2, we give a simple example of the duty cycle analysis for the sensor nodes. In this scenario, there is only one medical node and one CE node. The medical node is in a periodical data transmission. In the first graph, both the two nodes monitor the beacon signal to get the synchronization information. The CE node sends a resource request in the ac2 channel successfully, and occupies the TSRB channel in the second superframe. In the third superframe, the CE node has nothing to send and is active only on the beacon period.

However, the beacon monitoring is not necessary to be carried out on a per superframe basis. For the medical node that has already set up the session on the data channel or for the CE node that has no transmission attempt, it is not necessary to update their synchronization with the master node in every superframe. As long as the clock-drift at the sensor node end is within a certain range, such as half of the smallest timeslot, the node can easily acquire the fine synchronization again. In this way, the energy efficiency of the sensor node can be enhanced without impair the performance. Hence, in the second graph, the case of selective beacon monitoring is presented. The decision on the interval between every two beacon monitoring can be made for a sensor node depends on the clock accuracy.

However, because the selective beacon monitoring scheme can be applied to both the priority-guaranteed MAC and the IEEE 802.15.4 MAC, it is not employed in our system-level simulation for performance comparison.
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Figure 4 Illustration of duty cycle of sensor nodes.

3.7 Performance Evaluation
3.7.1 Simulation Configuration and Parameters

To evaluate the performance of the priority-guaranteed MAC protocol against the IEEE 802.15.4 MAC, we set up system-level simulations on Matlab. The simulations are done by assuming a star topology with the master node as the central controller. Because the physical-layer of the BAN is still open to be designed, in our simulations the physical layer parameters are defined according to the IEEE 802.15.4 standard as shown in Table 2. There are two nodes with constant bit rate (CBR) traffic, and three ECG nodes. The number of node with bursty traffic is increased from one to 20. Poisson arrival is used to approximate the random packet arrival process of the bursty traffic. Data packet size is represented in the number of backoff slot instead of information bits, which helps to ignore the protocol difference. With different physical layer data rates, the packet size can be translated adaptively.
Table 2 Simulation Parameters
	Physical data rate
	250 kbps

	Number of CBR traffic nodes
	2 (each with 10 kbps)

	Number of medical nodes
	3 ECG nodes

	Number of medical nodes
	3 ECG nodes

	Number of bursty traffic nodes
	1-20

	Size of data packet head
	16 bytes

	Bursty traffic arrival rate (Poisson arrival)
	
[image: image19.wmf]l

 packet per second

	Length of bursty packet
	fixed (12 backoff periods duration)

	Beacon overhead
	12 backoff periods duration

	Maximum number of backoff
	5

	Length of control channels in priority-guaranteed MAC
	Ac1: 1 backoff period

	
	Ac2: 20 backoff period

	IEEE 802.15.4 specified parameters
	SO=BO=2

	
	MinBE = 3, MaxBE = 5


3.7.2 Simulation Results

Simulation results show that the priority-guaranteed MAC demonstrates significant improvement in terms of throughput and energy efficiency as compared with the IEEE 802.15.4 MAC.

Power Efficiency

Energy efficiency is a very important measurement in wireless sensor networks. For BAN, this is even critical, because the implanted medical sensor nodes might not be rechargeable. Hence, the energy efficiency enhancement becomes the key design target of the MAC protocol for BAN.
The energy consumption can be measured in different ways. Mean node power consumption, the average power consumption of a group of nodes in the system, is widely used to evaluate the energy efficiency. However, since the energy consumption is closely related to the node behaviors, the values of mean node power consumption are not comparable without specifying the traffic profile and throughput performance. It is obvious that a network with busy traffic will have higher power consumption than a network with very low activity. Furthermore, even if two networks have the same mean node power consumption, the MAC protocols can be of great difference on account of throughput performance. To make a comprehensive comparison of the energy efficiency of the two MAC schemes, here we use average energy consumption per kilo bits as the second measurement to discuss the energy efficiency. The energy consumption per kilo bits is defined as
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where 
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 is the average energy consumption within a certain time interval, and 
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 is the throughput in kilo bits achieved in the same time interval. 

In the performance curves, different schemes are indicated by colors, while different packet arrival rates are indicated by symbols. As shown in the graph, with different packet arrival rates and user numbers, the priority-guaranteed MAC is always more power efficient than the 15.4 MAC.
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Figure 5 Comparison of average power consumption per kilo bits
Note that beacon listening also introduces to fixed power consumption. In the simulation, there are 2 nodes with CBR and 3 nodes with ECG, so the periodic node is 5. We increase the number of users with bursty traffic from 1 to 20 to simulate the power consumption performance with dynamic traffic load. With a high packet arrival rate, 20 packets per second, the energy consumption decreases first, and then increases. The reason is that when the number of users with bursty traffic is small (<=5), most of the random access contention ended up with successful resource allocation, and hence contributes to efficient throughput. When the contention becomes intense (with more users), packet collision and retransmission (data packet for 15.4, control packet for priority-guaranteed MAC), and additional beacon listening will leads to the increase of energy consumption per kilo bits throughput.
Throughput

In the new BAN scenario, the medical traffics are typically of low data rate, and have no strict requirement on throughput performance. However, for CE applications high data rate is very important to increase user experience. Hence, throughput becomes a key measurement for the CE applications. 

With the increase of the traffic load, the performance of the priority-guaranteed MAC shows great improvement against the other. With 20 nodes in the system and the packet arrival rate 20 packets per second, the throughput is double with our scheme. From this figure, we can find that the maximum throughput achieved by the priority-guaranteed MAC is about 130 kbps. The difference between the theoretical upper bound of 250 kbps and the values from our simulation results is contributed by several factors. First, the beacon takes 1/16 of the superframe interval. Second, there are also CBR traffic and ECG traffic in the system, which takes another fixed part of the radio resource. The third part comes from the control channel overhead.
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Figure 6 Throughput performance comparison
Another interesting phenomenon is that the throughput curve of the IEEE 802.15.4 MAC even begins to decrease when the number of users increases from 12 and the packet arrival rate is 20 packets per second. In the single carrier IEEE 802.15.4 MAC, the collision rate increases sharply with the increase of user number and packet arrival rate. Hence, with the increase of traffic load, more radio resource is wasted on data packets collision instead of effective data transmission. In the priority-guaranteed MAC protocol, the throughput also approaches the resource upper bound with the increase of traffic load. With the split control channels, although the collision rate increases on the control channel with the increase of traffic load, the data channels are still used effectively.

Hence the priority-guaranteed MAC can effectively improve the throughput performance in a network with heavy traffic load, and overcome the throughput bottleneck of the contention-based single-channel network.

Latency Performance
CE Application

For the bursty traffic, the uplink access latency performance is illustrated in Figure 7. When the traffic load is low, the priority-guaranteed MAC has better performance than the 15.4 MAC. However, when the traffic load increases, the uplink access latency performance deteriorates faster with the priority-guaranteed MAC. This is because the randomized slotted Aloha is more prone to collision with the busy requests. However, the collision happens only to small control packets here. The cost of collision is reduced significantly. Given the frame length is about 60 ms, the average access latency is 80 ms in the worst case with the priority-guaranteed MAC. The latency requirement defined in the criterion is 1 s, which means a larger superframe size can be used.
Medical Application

For the medical applications, access latency performance can be deduced according to the arrival rate of resource requests and control channel length. Much better performance can be expected because of two reasons:
· The resource request happens at the beginning of periodic data monitoring with a low arrival rate. (Medical application is typically of periodic traffic.)

·  More slots can be reserved on the control channel (AC1) for medical applications. (Referring to the control channel design, packet collision is determined by the number of requests and the control channel size.)

Besides, when the radio resource is really limited, algorithms can be easily applied at the master node to allocate resource to the medical application with higher priority, which means the master node will first meet the requests from medical applications.
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Figure 7 Delay performance of CE application

3.8 Combined Solution for Emergent Medical Application

The aforementioned priority-guaranteed MAC provides fast uplink access for the medical application with high priority. However, if the link is initiated by the master node, which means it’s a requested uplink or downlink, the latency is greatly depends on how long it takes the master node to wake up the sensor node. With a certain frame structure, the latency depends on two factors: the frame length and how often the node listens to the beacon. For the energy efficiency purpose, frequent beacon listening is not desired for the medical nodes, especially the implanted medical sensor nodes. Therefore, the contradiction between the strict latency requirement and the power efficiency performance is beyond the scope of MAC protocol design. 
We propose to use a combined solution for the emergent medical applications:
· Wakeup receiver enabled medical nodes

· Priority-guaranteed MAC frame structure 

If the link is initiated by the master node, the information of uplink channel configuration is included in the wakeup packet, and hence the medical node can set up the link promptly. On the other hand, if the link is initiated by the sensor node, fast access can resort to either Priority-guaranteed MAC or the wakeup radio scheme. The choice between the two possible solutions depends on if the channel of wakeup radio is separated from the channel of the main radio or not. If the wakeup radio does not have a dedicated channel, the wakeup message from the sensor nodes might be completely ruined by the strong interference from other applications. Then the priority-guaranteed MAC with dedicated control channel for medical applications can be a better solution. As for the other nodes (non-medical), the use of wakeup radio depends on the latency requirement. For applications with loose latency requirements, cycled main radio (with a low duty cycle) might be a better solution than the separate wakeup receiver. The detailed analysis will be given in the next section.
4 Wakeup Radio Enhancement


The non-beacon mode is suitable for a network with very low activity. In that case, the frequent beacon monitoring introduces considerable waste of energy to the sensor nodes. Besides, in case of emergence, the wakeup radio enhancement can solve the contradiction between power efficiency and latency performance. The system with a separate wakeup radio component is shown in Figure 8. By making use of the separate wakeup radio for regular channel monitoring, the main radio can keep in sleep mode for most of the time, and wake up only for data communication. Because of the simplified functionality, the separate wakeup radio (receiver) is featured by ultra-low power consumption. Therefore, the power efficiency of the wakeup radio enabled system can be improved significantly.
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Figure 8 Dual radio system
4.1 Dual radio system

The dual radio system is shown in Figure 8. Typical application scenarios of dual-radio system include: 

· Non-beacon mode (or asynchronous mode)
· Emergency/on-demand communication

· Low traffic activity

· Ultra low power consumption

With the dual radio system, the power consumption of data communication scales with the traffic load. Network-wide synchronization is not needed any more. Since the main radio keeps in the sleep mode for most of the time, we also relax the power budget for the main radio design. At the same time, the dual radio system can achieve low latency performance.

The benefits from the dual radio system pose the challenge of extremely low power budget for the separate wakeup receiver design. In the wakeup receiver, less than 50 uW power consumption allowed for RF and analog part, and only a few uW are allowed for digital baseband. 
4.2 Wakeup Packet Structure

The structure of the wakeup packet can be of two options, depending on the link info is included or not.
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Figure 9 Wakeup Packet Structure
Preamble is used to implement amplitude estimation and bit synchronization. The optional link info part can include the information about the main radio, such as channel configuration, modulation scheme, sub-component selection (in case of multiple sensors supported by the same radio). The colored parts are Manchester encoded for improved robustness. The address code is the identification of a certain node, or a group of nodes in case of broadcast and multicast. Different sequences can be used as the address codes: PN sequence or Walsh-Hadamard sequence (which has better cross-correlation performance).
Different address codes are tested in the simulation to evaluate the performance on miss detection and false alarm.
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Figure 10 False alarm and miss detection performance with different address codes
4.3 Applicability Analysis
For the low activity network, it is also possible to apply the duty cycle control to the main radio for energy efficiency enhancement. Therefore, the choice between cycled main radio and the separate wakeup radio is not straightforward. To investigate the tradeoff between the two schemes, we formulate an analytical model by using the energy maximization as the target function and the latency requirement as the constraint. 
Given the state-of-the-art research [4], the ultra-low power wakeup radio can be implemented within the power consumption of 50 uW. One of the most power efficient single-chip 2.4 GHz transceivers available on the market is the Nordic radio nRF24L01 [5]. By making use of the energy model, we can derive quantitative results from the analytical model. The analytical results are also validated by simulation results as shown in Figure 11. By specifying the latency thresholds, each curve splits the graph into two domains indicated by the favorable wakeup scheme. For a certain application scenario, if the latency requirement is below the threshold, we go to the separate wakeup receiver scheme. Otherwise, the cycled receiver outweighs.
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Figure 11 Applicable domain of the two schemes for energy efficiency maximization with regards to the latency requirement under different network settings (pmiss = pfalse = 0.1)
In this figure, it is demonstrated that for the time-critical applications, to the lower part of Figure 11, the separate wakeup radio scheme can achieve energy efficiency maximization. Therefore, both the latency requirement and the energy efficiency maximization are satisfied for the life-critical medical applications.
4.4 Energy Efficiency Enhancement
With the analytical model, the applicable domain of the dual radio system is specified. Here two examples will be given to demonstrate the energy efficiency enhancement with the dual radio system. 
In the simulations, three schemes are compared:

·  Synchronized Duty-Cycled TDMA MAC scheme

·  Wake-up Assisted Radio

·  Unsynchronized Duty-Cycled MAC scheme

Application of Vital-Signals-Monitoring is used in the simulation, which is described in 15-08-0407-06-0006-tg6-applications-summary.doc as wearable BAN Z004. The simulation results of energy consumption per packet are shown in Figure 12 and Figure 13. As compared with the other two schemes, the dual radio system shows significant improvement on energy efficiency with different application scenarios (defined by packet arrival rates and latency requirements).
[image: image30.emf]
Figure 12 Energy dissipation per received packet per node (Received packet/s = 1, TLmax = 25 ms)
[image: image31.emf]
Figure 13 Energy dissipation per received packet per node (Received packet/s = 10, TLmax = 8.3 ms)
5 Summary

The two-mode MAC proposal can be summarized as follows:

· Combination of wakeup receiver and priority-guaranteed MAC protocol provides high energy-efficiency and prompt downlink and uplink access for medical applications.
·   Application-specific control channels in priority-guaranteed MAC enable QoS differentiation.

·   Collision-free data channel improves energy-efficiency for high speed CE applications.

·   Adaptive frame structure provides high flexibility and scalability.

·   Dedicated control channels facilitate complex signaling exchange for multi-hop extension. 

With regards to the comparison criterion, we can further specify the following key features:
· QOS
Different requirements are imposed by the two types of applications when gauging the quality-of-service (QoS) provided by the MAC proposal:
·  Throughput of CE application ( improved with collision-free data channel

·  Access latency ( guaranteed by adaptive control channel design and the wakeup radio enhancement

·  Priority of life-critical medical application ( guaranteed by the application-specific control channel

Especially, with the priority-guaranteed MAC and wakeup radio enhancement, QoS is satisfied in an energy-efficient way.
· Scalability

Because of the adaptive control channel design and the on-demand data channel allocation, the priority-guaranteed MAC is featured by providing high scalability to different node densities and data rates in a most resource and energy efficient way.
· Topology
Depending on the application scenarios, different topologies are to be supported by the combined MAC proposal. 

· Star

· Cluster tree

· Peer-to-peer (P2P)

The beacon enabled priority-guaranteed MAC is suitable for the network with a central controller, such as the star topology or the cluster tree. As explained in IMEC’s narrow band proposal part 1, DSSS is to be used for improved robustness. Therefore, in cluster tree topology, different spreading codes can be applied to different clusters to suppress inter-cluster interference.
Because of the dedicated control channel, the priority-guaranteed MAC can also support the P2P topology. Thus all the sensor nodes that expecting incoming traffic should listen to the control channel instead of only the master node. The dedicated control channel also provides the flexibility in implementing routing protocols for multi-hop extension.
The wakeup radio can also support all the three topologies. The possible complexity arises from the wakeup receiver design of the cluster head. Since the wakeup signal is normally transmitted by the main radio, the wakeup receiver of the peer node or the coordinator only remembers its own address to detect the wakeup signal. In the cluster tree topology, the cluster head should also take care of all the incoming traffic (from another cluster) to the leaf nodes belonging to that cluster. Therefore, in the cluster head, the complexity of the wakeup receiver will be increased, especially in the local address detection part. If all the cluster head maintains a routing table of the leaf nodes, which means the forward address is on top of the MAC address, no additional complexity will be introduced to the wakeup receiver design.
· Broadcast and Multicast

Broadcast and multicast can be easily supported by both priority-guaranteed MAC and the wakeup radio enhancement in this narrow band solution. By defining the broadcast (or multicast) address, the sensor node can recognize a certain broadcast (or multicast) packet from the packet head. In the wakeup radio scheme, minor complexity might be introduced to the address detection part.
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