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802.15.4g PHY System Parameters 
Introduction

Purpose

This document provides technical parameters and criteria to guide the selection of PHY proposals for task group 15.4g.  This document defines the PHY characteristics that satisfy the W-SUN application technical requirements, and provides a framework for evaluating proposals.  This document outlines the key characteristics that are specified as a set of PHY layer parameters, with performance criteria and constraints for the parameter set.

The intent of the task group is to use a flexible and efficient process which provides sufficient descriptions of the technical requirements to enable relevant responses, with efficiency of effort while meeting the critical need for a timely standard.

This document captures the fundamental requirements expressed in application presentations submitted during the appropriate phases of task group activity, in response to the call for applications and subsequent task group work.

This document also serves to guide in preparation and evaluation of proposals.

Methodology

The methodology provides a consensus approach to defining a minimal set of features, characteristics, performance and constraints.  This document provides 
· A functional view of the PHY characteristics, in the form of specific parameters which define externally verifiable performance and interoperability characteristics;

· A dependency matrix, which considers the interdependency of tradeoffs which are made in the selection of PHY features;

· Application/performance descriptions which characterizes the types of SUN applications and the derived performance characteristics; 
· Supporting background information on the source of requirements

The parameters table provides guidance on developing complete technical proposals. This represents a subset of parameters, and the absence of a parameter should not be seen as a constraint. The parameter column consists of two sub-columns. The first identifies the parameter, which should be addressed in the proposal; the second provides some examples of how this may be addressed in a proposal; there may be alternatives appropriate to specifying the characteristic.  The performance criteria column includes requirements and constraints, and/or explanations.  The “regulatory” column is intended to identify where regional differences in regulations (present and anticipated) may affect the PHY characteristics. 

Requirements Overview
This section summarizes technical requirements captured in the Project Authorization Request (PAR)[10], and from submissions made during the ‘call for applications’ phase of the project.  This section also includes requirements derived from the channel characteristics study conducted by the task group [‎3]. The PAR for TG4g contains considerable explanatory text, to elaborate on the key goals stated in the Project Scope.  See the Performance section for more information on typical performance requirements and constraints; see the Supporting Information section for background discussion regarding the source or technical requirements.
Key requirements can be summarized as follows:
· Alternate PHY amendment to 802.15.4
· MAC additions only where needed to support PHY

· License exempt frequency bands
· No bands listed explicitly

· Licensed or “specific use” bands are not precluded
· Low data rate: 40 kbps to 1000 kbps 
· ‘not to exceed’ established as a limit by other WGs

· The proposed amendment must include capability for at least 40kbps

· Lower data rate options are not excluded
· Optimal energy efficient link margin given the SUN environmental conditions

· Principally outdoors, but also in basements, around corners, etc.
· Very wide variety of environmental conditions will be encountered
· Supports a PHY payload (MPDU) of 1500 octets or more. 
· Based on input that IP is most common protocols used in upper layers

· Potentially dense deployments: at least 1000 direct neighbors
· Geographically diverse networks with minimal infrastructure.
· Potentially dense deployments, but not always 

· Scalable from sparse to dense: scalable radio sphere of influence for scalable radio range and  high spectral re-use

· Overall, SUN can potentially scale to millions of nodes
· Carrier grade reliability required

· Simultaneous operation for at least 3 co-located orthogonal networks

· Good coexistence mechanisms 
· Successful operation in dense deployments (like neighbors)
· Successful operation in crowded spectrum (unlike neighbors)

· Acceptable impact on other spectrum users

The PAR and 5C documents can be found on the 802.15 document page (https://mentor.ieee.org/802.15/documents) [‎10,‎11]
PHY Parameters
	PHY Parameter
	Performance Criteria, Constraints, Comments
	Regional Regulatory 

	Parameter:
	Example:
	
	

	Operating band 
(band/channel plan)


	· Channel change time min/max

· Channel bandwidth

· Channel spacing

· Number of channels


	License exempt 

class license
Specified use (dedicated, application constrained) 
	Band availability varies greatly by region.

Proposer should specify what regions they intend to target.



	Modulation and Coding Scheme(s)
	· Modulation method

· Modulation accuracy (e.g. EVM)
· Whitening

· Chipping

	Suitable for low cost implementation

Meet regulator domain constraints
	

	PHY frame structure 
	· Pre-amble
· Sync Header, SFD length
· codes and/or patterns

· as appropriate to proposal
	Support a 1500 octet PSDU payload; Conform to 802 architecture and practice.
	

	Synchronization and Timing 


	· might come from specific sync mechanisms or may be dependent on other PHY features
· clock accuracy / stability required
	
	

	Data rate(s)
	· 
	Can not exceed 1000 kbps 
Specify intended supported rate(s)
At least one rate >= 40kbps
	

	Symbol / chip rate
	· As appropriate to the proposed technique
	
	

	Transmit Power
	· MAX

· MIN

· Peak to Average
· Management
	Support the maximum TX power allowed by regulations 
	Regionally dependent. The transmit spectrum mask shall comply with necessary regional regulations.


	PSD
	· In band

· Out of band
	
	

	Receiver Sensitivity
	Specify dBm and conditions, for example:

 -85dBm 

PSDU length = 20 octets. 

PER < 1%.

Power measured at antenna terminals. Interference not present.

· (see section 6.1.7 of 15.4-2006 for example)
	
	

	TX/RX Start-up min.
	
	Time to transition radio from idle to TX or RX, min. 
	

	TX/RX turnaround
	
	Minimum turn around time from RX to TX (specify TX to RX if different). 
	

	Chan availability (interference detection)
	· Spectrum scanning

· CCA
	Specify suitable mechanisms if  specific to a proposed PHY 
	

	Link Quality Indication
	· Technique used

· Frequency of assessment

· Accuracy and resolution

· Bi-directional (cooperative)?
	
	

	Reliability enhancing features/methods


	· Detection (check sequence)

· Prevention (FEC)

· Interference mitigation/avoidance

· Collision avoidance
	
	

	Co-existence features
	· Adjacent channel rejection

· Channel sensing, scanning, assessment 

· Coordination mechanisms for  different radios in close proximity
	(Key parameters unique to the proposed PHY which impact coexistence (if any) should be described; 
See also Coexistence Scenarios document [‎18] 
	

	MAC dependencies / support required
	· Channel sequence control

· Error control

· Fragmentation support

· Channel access

· Scanning
	(MAC features required to support the PHY, if unique to the proposed PHY) 

May identify “Must have” MAC features and “nice to have” MAC features, as applicable.
	


	MAC Parameter (Additional MAC features within the scope of the PAR)
	Performance Criteria, Constraints, Comments
	Regional Regulatory 

	Duty cycle support
	
	802.15.4 MAC is optimized for low duty cycle application.
	

	Channel dwell time
	
	Ability to comply with regional regulatory constraints
	Constrained in some regulatory domains

	Channel access
	
	
	

	Sequence control
	
	
	

	…
	
	
	


 PHY Parameter Dependency Matrix

	PHY Parameter
	

	
	Freq Band
	Channel Bandwidth
	Number of Channels
	Modulation
	TX power
	PSD
	Data Rate
	Range
	Duty Cycle
	Co-ex footprint
	

	Frequency Band
	-
	x
	x
	x
	x
	x
	
	x
	x
	x
	

	Channel Bandwidth
	
	-
	x
	x
	x
	x
	x
	x
	
	x
	

	Number of Channels
	
	
	-
	
	x
	x
	
	
	
	x
	

	Modulation
	
	
	
	-
	
	x
	x
	x
	
	
	

	TX power 
	
	
	
	
	-
	x
	
	
	x
	x
	

	PSD
	
	
	
	
	
	-
	
	
	x
	x
	

	Data Rate
	
	
	
	
	
	
	-
	
	x
	x
	

	Range
	
	
	
	
	
	
	
	-
	
	x
	

	Duty cycle
	
	
	
	
	
	
	
	
	-
	x
	

	Co-ex footprint
	
	
	
	
	
	
	
	
	
	-
	

	
	
	
	
	
	
	
	
	
	
	
	-


Performance 

This section identifies performance considerations, constraints and requirements. This section provides background for the requirements captured in the prior section.
Application based Requirements

This section describes SUN performance requirements driven by the application landscape intended for the Smart Grid.  The application categories, use cases and requirements are based upon the National Institute of Standards and Technology (NIST) publication “Report to NIST on the Smart Grid Interoperability Standards Roadmap”, June 17, 2009 [‎‎17]. 

The Smart Grid is a distributed computing and communication network intended to achieve near real-time monitoring and control on a large scale (“Energy Independence and Security Act of 2007”[‎‎23]);  A conceptual model of the Smart Grid can be found in Figure 1 (extracted from [‎17]).

[image: image1.jpg]Conceptual Model





Figure 1: NIST Smart Grid Conceptual Model

A Smart Grid flow diagram is shown in Figure 2. 
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Figure 2: Smart Grid Flow Diagram

A part of the Smart-Grid infrastructure is supported by the Smart Utility Network (SUN) that is described in this document. A pictorial representation showing the context for the Smart Utility Network (SUN) is shown in Figure 3.
Elements controlled by the Smart Grid include devices for power consumption and monitoring in homes and commercial dwellings, such as meters, electric appliances, pools, electric vehicles, as well as power generation and distribution assets of the Power Grid, including transformers and generators. 

For dynamic control and flexibility, two-way communication is required to support Smart Grid applications [‎‎23].
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Figure 3: Pictorial Representation of the Smart Utility Network

From the NIST interim roadmap [‎17], the use case categories most relevant to SUN are AMI, Distribution Automation (DA) and Customer Interface/Home Area Network (HAN) which includes Demand Response (DR). Typically HAN requirements are met by systems utilizing 802.15.4 basic standard. The SUN requirements are expected to be met by the PHY amendment to 802.15.4g, and any possible future MAC amendments are revisions.
For all such applications, the performance requirements are driven from two areas:  1) the quality of service requirements of the application, affecting the latency and throughput requirements of the communication network and 2) the scalability requirements of the applications arising from the density of deployments and the concurrency of various such applications throughout the Smart Grid. Scalability aspects in turn also affect the throughput and latency requirements of the communication network. 

The performance characteristics are summarized first, with subsequent sections providing a summary of the use cases used to arrive at these characteristics.
Performance characteristics

From the use cases we can identify a set of common requirements derived from the type of communications performed:

· Response time frame (latency)

· Closed loop control, requiring deterministic latency

· Near real-time response, which is seconds to minutes 

· Near look-ahead response, which is minutes to hours

· Some monitoring and control applications have no latency constraints

· Data volume

· All categories have modest data volume, from 10s to 100s of kbits per day. 

· Aggregate throughput and future growth requires over the air data rates of 10s to100s of kbits per second 

· Peer to Peer communication

· Ability to establish local peer-to-peer network connections to support ‘islands’ (micro-grids)

· Scalability and self-provisioning/self-healing 

· Robustness and adaptability

· Global addressing to accommodate roaming devices, such as Plug-in Electric Vehicles (PEV)

· IPv6 is the most common solution 

· Data integrity critical in many applications

· Positive error detection

· Efficient support for higher layer security protocols

· Support for both Line-powered and low energy devices

· Support for line-powered devices that may be met by transmit power of up to a few watts

· Support for low energy, battery-operated devices that are expected   

For individual applications and devices, the average data volume is expected to be modest, on the order of tens to hundreds of kilobits per day. However, the communication network requirements have to scale to hundreds of kilobits per second, to support the sharing of the wireless medium across high density deployments. Additionally, a SUN node acting as a gateway to a HAN network may support 10s to 100s (or more) of HAN devices. Moreover, higher data rate communication allows for minimum time on the air (low duty cycle per device), which reduces collisions across the shared wireless channel.  Low duty cycle is advantageous also in some regulatory domains for allowing higher transmit power and/or simpler implementations. Transmit data rates have to be traded off with low cost, high availability requirements of the SUN network.   

In an urban environment you may have up to 10,000 devices per gateway, and many gateways may be required to cover a single urban area (for example Los Angeles). A single utility’s service area may involve several million end-points. Density of SUN devices in urban, suburban and rural areas require greatly varying link range from less than 1 meter to a few kilometers, as we have seen in actual deployment data [‎15].  We also see very high mesh densities in urban areas, with moderate densities in suburban scenarios, to a sparsely connected ‘clusters” of small meshes in the rural situation.

SUN networks may coexist with other services in the same band.  Effective mitigation of interference and an ability to adapt to actual conditions is essential.   Coexistence scenarios are discussed in [‎18].

Advanced Metering Infrastructure (AMI) 

AMI systems create a communications network to provide for the exchange of information between end systems at customer premises (including meters, gateways, and other equipment) and other utilities and third parties systems. 

AMI functions include: meter reading, control of an integrated service switch, theft detection, and improved outage detection and restoration. The “advanced meter” is also the communication gateway to in-premise systems and devices (see Customer Interface category) and associated functions such as demand response and local energy management, etc.

Typical AMI functions include:

Meter Reading: Periodic, on-demand, net metering, pre-paid metering;

Control: remote disconnect/reconnect; Real-Time Pricing (RTP) and other DR events, outage restoration

Monitoring: outage detection, tampering, faults, maintenance, fraud/theft detection

Use Cases:

· External Clients Use AMI System to Interact with Devices at Customer Site (two-way identification, exchange of capabilities/status information, load control)

· Demand response through direct load control (RTP, event and usage information; look-ahead and near real time events)

· Local systems using energy storage (Dynamic pricing, load and operational signals)

· Outage detection and restoration (status reporting, control signals) 

Requirement Drivers:

· Two-way communication 

· RTP, events, and other near look-ahead response

· Control in near real-time

Distribution Automation (DA)

Distribution Automation includes automation which is used in the planning, engineering, construction, operation, and maintenance of the distribution power system, including interactions with the transmission system, interconnected Distributed Energy Resources (DER), and automated interfaces with end-users.  Some distribution automation requires closed-loop, real-time control, while other applications include human in the loop operation, and others have no specific response time constraints.

Use Cases:

· Monitoring with Demand Response (DR), Distributed Energy Resources (DER), Plug-in Electric Vehicles (PEV), with near real-time and close look-ahead response

· Power quality, system status, fault detection

· Service restoration (two way near real-time signals, usage information)

· Fault location, isolation, restoration

· Voltage, Var, and Watt Control (VVWC) with DR, DER, PEV (monitoring, control, cost information exchange)

· Coordination of Emergency and Restorative Actions in Distribution (near real-time load shedding & management)

· Impact of PEV as Load and Electric Storage on Distribution Operations 

· Direct load control (see DR)

· Distributed analysis and control  (peer-to-peer interactions)

Requirements Drivers:

· AMI, demand response, PEV, electric storage, and distributed generation. 

· Monitoring and control: automatic (near real-time), human in the loop 

Customer Interface

The customer interface category includes applications and services that provide the customer usage information, pricing information, outage and grid status, as well as grid events and control signals devices in the Home Area Networks (HAN) and/or Building Energy Management Systems (BEMS).  The end-device in the SUN provides the gateway to the HAN and/or BEMS.  In this context “HAN” will be used to describe both Home Area and other in-premises area networks such as ZigBee/HP, ISA-100.11, etc.  In these use case scenarios the SUN endpoint is gateway for multiple upper layer protocols.

The use cases for Demand Response (DR) identified in [1] which are relevant to SUN requirements are included in this category. Demand Response (DR) is a general set of capabilities that enable energy consumers to respond to pricing information and signals from the grid to modify energy usage.  This may include decreasing load and/or shifting load to lower priced to decrease demand during higher priced time periods. Pricing models include real-time or Time of Use (TOU), or a combination. Real-Time Pricing (RTP) inherently requires automatic responses, while the fixed TOU pricing may include human in the loop.

Customer Interface Use Cases:

· Direct communication between SUN and customer devices in the HAN;

· Provisioning HAN devices to communicate with SUN; 

· Direct interface to in-premises equipment 

· Near real-time feedback (measurement and control)

· Customer access to cost and usage information (near real-time, non real-time services)

· Optimization of energy consumption (customer energy management)

· Outage notification and information

Demand Response Use Cases:

· Direct Load Control (two-way com, HAN interface)

· Pricing information distribution and response (HAN interface to local EMS)

· Pricing, event and usage communication

· External (3rd party) client access to HAN (via SUN)

· Local (customer) Energy Management System

· Wholesale procurement and management (communication with distributed resources via SUN)

· Dynamic Pricing

· Smart Appliances

· VVWC with DR, DER, PEV

Requirements Drivers:

· Monitoring and control, near real-time and human in the loop time

· Interaction with customer systems with near look-ahead response 

· Gate-way to in-premises energy networks 

Link Budget

An example of what link budget should contain is provide below. Identify the method used for computation of the link budget and the conditions used in the calculation.
	Parameter
	Value

	Transmit power
	

	Frequency of operation
	

	Transmit antenna gain
	

	
	

	Noise figure
	

	Eb/No
	

	Implementation losses
	

	Sensitivity
	

	
	

	Link margin
	

	Distance 
	


Channel Characteristics

A defining feature of SUN is that end points operate in a wide rage of conditions.  As stated in the PAR it is expected that SUN devices operate principally outdoors, but not exclusively: end points will be located in basements, around corners and other challenging locations. 

The channel characteristics sub-group was presented measurement data from several real-world deployments which demonstrated a wide range of actual channel conditions.  The conclusions of that group are summarized in 802.15-09-0279-00-004g [‎15].  Some key points:
· Typical signal delay spread is < 1usec, but in the dense urban environment can reach 1us to 2us.

· SUN devices are non mobile and rapid fading due to moving objects appears to be absent on all but a few measurements. 

Regarding Multipath Mitigation, the subgroup recommends that the TG4g proposers state the following: 
· For proposed PHY in widespread deployment, state how SUN multipath has been mitigated,

Otherwise, state planned SUN multipath mitigation techniques.
Frequency Bands to Be Considered

Multiple frequency bands should be considered, to meet the requirement for a globally applicable standard.  In some regions suitable bands are available, while regulatory activities in several regions are underway to make additional spectrum available for SUN applications. Consideration should be given to the adaptability of the PHY to additional bands as they become available.  At least the bands known to be available or planned to be available listed below should be addressed. Other bands can be included for additional flexibility or regional applicability.  

	ISM, general use, and SG use bands identified
(Bands that allow ≥ 100kHz channel spacing)

	Band
	

	MHZ
	Notes

	400
	433
	1MHz in Japan

	470
	510
	China 

	863
	870
	Europe

	902
	928
	US

	950
	956
	Japan

	2400
	2483
	World-wide


The PAR states that SUN should support operation in license exempt frequency bands for cost and consistency of deployment reasons. Some regions have allocated dedicated spectrum for utility use: the PAR does not preclude the inclusion of licensed or “specific use” frequency bands. Therefore, it is within scope to include those frequencies of operation in the standard.

Supporting Information
This section contains background information, discussion and clarification to aide in understanding the origin and rational behind requirements and constraints.  Considerable application oriented information has been provided to TG4g. From the application view, functionality and performance are viewed for the system, not the PHY in isolation.

In this section, references are given to provide a ‘road map’ to sources; in many (in fact most) cases the same requirement or constraint is stated in multiple documents by different authors; the reference pointers given are representative and not exhaustive. 
General Requirements Background

SUN traffic can be predictable, scheduled traffic, or it can be event driven (e.g., a power outage report), requiring deterministic latency.  Traffic load is variable, with nominal duty cycles and data volume low, but with asynchronous events which may generate bursts of data traffic, and may need deterministic responsive. Specific performance constraints are discussed in the Performance section.  
The breadth of potential SUN applications goes well beyond metering, and requirements are expected to evolve over time; this suggests a need for feature flexibility to support evolving markets, such as multiple data rates, adaptability to multiple frequency bands, and extensibility. 

Network Topology Considerations

The SUN PHY should support all network topologies defined in 802.15.4.  The application requirements presented suggest that the preferred topology for many SUN implementations require adaptable, peer-to-peer multi-hop topologies in support of a mesh networking.  Peer to peer networks provide route and path redundancy for enhanced reliability. It is envisaged that future applications may include localized control which would benefit from the adaptability of a flexible peer to peer topology.  Potentially, the SUN network needs to be scalable to millions of devices [‎1,‎5].  
Range

The required radio range will vary greatly based on region, regulations, and specific deployment conditions. To provide ubiquitous coverage in some regions, SUN needs the capability to vary radio range from a few meters to a few kilometers, while providing for high spectral reuse.  In other regions, very dense deployments need link distances of a few to perhaps a few hundred meters, and longer range undesirable [‎20,‎21]. Many devices are located sub-optimally, such as the example of electricity meters located in highly obstructed locations with inflexible antenna orientation.  In some regions, spectral reuse is critical and TX power levels may be very restricted.  In other cases long line of site range is desirable, for example for devices located in rural areas, such as at the end of electricity ‘feeders’ – where doubling range reduces cost by a factor of four as the area covered increases by the same factor  [‎4, 9,‎10

 REF _Ref238491657 \r \h 
 \* MERGEFORMAT ‎,11].  A recurring theme in application descriptions is the widely varying conditions encountered, which requires flexibility and adaptability.

Coexistence and interference resistance

The importance of successful coexistence between 802 wireless systems has been an increasingly important concern within (and between) 802 wireless working groups. The acknowledgment of the increasing importance of coexistence is illustrated by the explicit inclusion of coexistence in the PAR scope for TG4g. Clearly, 

15.4g devices must successfully operate in proximity to other wireless devices.  There is established methodology in 802.15.4 (Annex E) for evaluating the coexistence implications of each PHY. As part of the project scope, TG4g must assure acceptable coexistence properties.  Coexistence scenarios are documented in [‎18]. 

An overview of coexistence considerations is provided in [‎13], which presents two views of coexistence: tolerance to other systems in the same space and impact on other systems in the same space. Both views must be considered, including transmitters which might intentionally share the band and unintentionally impact the band.  Coexistence mechanisms span both MAC and PHY layers. Some PHY characteristics typically used to improve coexistence (and interference tolerance) include random channel access, channel alignment selected to avoid other known services, low duty cycle (temporal diversity), frequency diversity, ‘noise-like’ signal modulation, coding characteristics and FEC.  Typical active interference avoidance and mitigation mechanisms may include Clear Channel Assessment (listen before talk), dynamic adaptive channel selection, transmit power control, fragmentation, channel masking (black-listing/white-listing),  energy detection and scanning, efficient spectrum reuse, low adjacent channel power.   Again, these are a combination of MAC and PHY layer responsibilities.  

There are regional regulatory constraints and requirements on coexistence mechanism which must be complied with. For example, in some domains listen before talk is required of all systems, while in others it is not. In some situations, there are constraints on the modulation techniques that are allowed. Coexistence mechanisms must be used as allowed (and, in some cases, required) by regional/continental regulation. 

IP Protocols at Upper Layers

The need to effectively support IP traffic is a recurring theme in applications discussion. This is the primary driver for supporting PSDU payload size of at least 1500 octets, which is a common MTU size used in Ethernet implementations, which have proven to be an effective transport of IP traffic [‎7,‎8,‎10,‎14].  
Note that the required PSDU payload size is (by definition) the size of payload passed to the PHY at the MAC-PHY interface.
Reliability 

The system and devices are expected to work in rugged outdoor conditions.   A stated goal is deployment of devices which, 99.5% of the time, will not require a field visit [‎5].  Target lifespan for some devices is more than 20 year lifespan [‎1, ‎5,‎12], while in other application situations, 10 years is more typical. It should be noted that Electric, Gas and Water are all Smart Utility Networks.  In the case of Gas and Water utility networks in particular, battery operation is desired with a battery life of from 10 to up to 20 years. 
A strong desire was expressed by utilities that once deployed, end points should not require hands-on attention [‎3,‎4,‎5,‎6,‎9,‎12].  SUN device designs should enable recovery from communication outages automatically.  Though outside the scope of a PHY amendment, it was strongly expressed that support for remote upgrade and manageability is important [1,‎5]. 
A consequence of increased payload size is the need for a 32-bit CRC; the standard IEEE CRC32 is used in all 802 standards that provide a payload size of > 1000 octets, and has proven adequate for at least maximum MSDU size of 4096 octets [‎19].

Data Rates Discussion

It should be noted that the PAR does not preclude data rate options of less than 40kbps. For most of the application presentations, data rate requirement on the order of 10s of kbps are typical; in some cases data rates of one to a few 100 kbps can be needed; for example data volumes on the order of 100 to 1000 kBytes per day were given [‎1,‎3,‎4,‎5,‎11].   There are advantages with respect to interference resistance and mitigation to using a higher bit rate on the air, to reduce ‘time on air’ and thus interference probability.  Additionally, higher instantaneous bit rates can be used with very low duty cycles to enhance energy savings.
In some applications, trade-off can be made between bit rate and SNR, due to narrowed receive bandwidth (lowering noise BW), and/or through spreading and coding gain.  In high density deployments, interference avoidance is more critical than SNR in many cases, thus higher data rates reduce the interference vulnerability window.
Latency requirements for “low latency” transfers in the order of a few seconds to 10s of seconds are sometimes required. While most factors affecting latency of this order are MAC issues, obviously higher over the air data rates can improve latency performance.
Complexity and Cost considerations
The PHY(s) defined by TG4g should be realizable by low complexity implementations to minimize cost and to enable mass adoption of the standard.  The cost considerations are not only for low capital expenditure, but also low operational expenditure. One of this proposed amendment’s objectives includes low cost installation with minimal to no operator intervention [‎5]. 
Cost effective communication and simple modulation techniques are potential mechanisms that help meet the low complexity, low cost requirements. [‎8].
Definitions
The following provides definition of specific terms in the context of discussion with respect to TG4g applications and PHY proposals.
	Term:
	Definition
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