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Part 1: Recommended Practices for High-Rate WPAN Mesh Networking
Extension to MAC frame formats
1.1 Extension for MAC 

TBD
1.2 Extension for Multi-Hop Support

Data frame

	Octets: 2
	1
	2
	2
	2
	Variable

	Frame control
	Routing type
	Source address
	Destination address
	Routing assistant
	MAC payload


Beacon

	…
	Bits: 1
	…

	…
	Member recruiting
	…


Address request command frame

	Octets: 1
	8
	2
	1
	2
	2

	Packet type
	Requestor IEEE address
	Parent address
	Requestor device type
	Descendant counter
	Address block size


Address reply command frame

	Octets: 1
	2
	8
	1
	2
	2

	Packet type
	Assigner address
	Requestor IEEE address
	Requestor device type
	Start address of block
	End address of block


Neighbor request command frame

	Octets: 1
	2

	Packet type
	Requester address


Route discovery command frame

	Octets: 1
	2
	2
	2
	1
	1

	Packet type
	Source address
	Destination address
	Target address
	Sequence Num
	Path cost


Route reply command frame

	Octets: 1
	2
	2
	2
	1
	1
	variable

	Packet type
	Source address
	Destination address
	Target address
	Sequence Num
	Path cost
	Relay list


Route formation command frame

	Octets: 1
	2
	2
	variable

	Packet type
	Source address
	Destination address
	Relay list


 Route confirmation command frame

	Octets: 1
	2
	2

	Packet type
	Source address
	Destination address


Route error command frame

	Octets: 1
	2
	2
	1

	Packet type
	Source address
	Destination address
	Error reason


Table format

Neighbor table

	Field name
	Field type
	Valid range
	Description

	Mesh ID
	Integer
	0x00 – 0xff
	

	IEEE address
	Integer
	64 bit
	

	MAC address
	Integer
	0x00 – 0xffff
	

	Tree address
	Integer
	0x00 – 0xffff
	

	Location – X
	Integer
	0x00 – 0xff
	

	Location – Y
	Integer
	0x00 – 0xff
	

	Device type
	Integer
	0x00 – 0x03
	

	Relationship 
	Integer
	0x00 – 0x03
	

	Neighbor list
	Integer list
	variable
	

	…
	…
	…
	…


Routing table

	Field name
	Field size
	Description

	Destination address
	2 octets
	

	Next-hop address
	2 octets
	

	Status
	1 octet
	

	Expiration timer
	1 octet
	


Route discovery table

	Field name
	Field size
	Description

	Source address
	2 octets
	

	Sequence number
	2 octets
	

	Path cost
	1 octet
	

	Status
	1 octet
	

	Expiration timer
	1 octet
	


MAC sublayer functional description

General description

General description of the architecture
This recommend practice defines a MAC service and protocol corresponding to the MAC sublayer of the standard ISO/OSI-IEEE 802 reference model.
Device address
MAC entities are addressed using two ways: On the one hand via an EUI-48 (48bit), used for explicit identification, and an abbreviated DevAddr (16bit) which can be choosen dynamically on startup of the device. All address formats used during communication shall use the DevAddr.
Features assumed from the PHY

The MAC sublayer requires certain features to be provided by the PHY 

Overview of MAC service functionality
The MAC service described in this standard provides the exchange of MSDUs between cooperating devices. To fulfill this aim, decentralized mechanisms are used to control the collision-free access to the shared channel. Furthermore, the provided algorithms ensure a high performance and efficient relaying of MSDUs from the source to the destination in the network, possibly over several relay devices. This operation is called multihop; the network has a mesh topology.  
Logical groups
With respect to every device participating in the mesh network, several logical groups must be distinguished. The membership of devices to these groups can vary in time due to changes of locations or the topography. In detail, the following groups can be identified.

1. The local group, consisting of the MAC entity itself and possibly any other device that is directly connected to the MAC entitiy, i.e. to which no wireless transmission is needed.

2. The direct neighborhood: all devices except mentioned in 1. that are within the transmission and reception range of the device.

3. The indirect neighborhood: all devices except mentioned in 1 or 2 that are in the interference range of the device, i.e. that are able to interfere with transmissions from/to any device out of the direct neighborhood.

4. The extended neighborhood: all devices except mentioned in 1, 2 or 3 that participate in the mesh network. 
Control algorithms
Channel selection
tbd
The superframe

The basic timing structure for the frame exchange is a superframe, which is slotted into tbd equi-length Medium Access Slots (MAS) of the duration tbd (see Figure 1). Each superframe starts with a beacon period, which length adapts to the device’s needs automatically, it can occupy up to tdb MASs. The beacon period is furthermore devided into beacon slots.


[image: image1]
Figure 1 – Basic timing structure
Beacon period protection
During the beacon period, each device participating in the mesh network transmits a beacon frame. This special frame has several important functions: 
· Announcement of the existence in the mesh network

· Mapping of the device’s EUI-48 address and its DevAddr

· Broadcasting the device’s information about the structure of its local and its interference neighborhood

· Broadcasting of special Information Elements (IEs), e.g. for the reservation of subsequent MAS

Furthermore, the signal strength of the beacon is measured by the local and the interference neighborhood.

The Beacon Period Access Protocol guarantees a collision-free beacon broadcast to the local neighborhood.
Medium access
The medium is accessed in one of the following ways:

· During the BP, each participating device transmits a beacon in a beacon slot that is not occupied by any device from the direct or the indirect neighborhood.

· During the traffic period, each device is only permitted to transmit frames in MASs that are reserved by the device.
Data communication between devices
Data is passed between the MAC entitiy and its client in MSDUs, which are transported between devices in data frames. To support multihop traffic, each link and thus each transmission of data is defined by four addresses:

1. The source address: the address of the device which generated the MSDU

2. The destination address: the address of the final destination in the mesh network

3. The transmitter address: the address of the device which is currently transmitting the data frame

4. The receiver address: the address of the device which is the intended receiver of the current transmission.

Acknowledgements can be send between the transmitter and the receiver to acknowledge to successful reception of a data frame. End-to-End acknowledgements between the source and the destination are not part of the MAC protocol.
This clause specifies MAC sublayer functionality. The rules for transmission and reception of MAC frames, including setting and processing MAC header fields and information elements, are specified in 7.1.

Channel time is divided into superframes, with each superframe composed of two major parts, the beacon period (BP) and the data period. Beacon transmission and reception in the BP and merging of BPs are specified in 7.2.

Frame processing

This subclause provides rules on preparing MAC frames for transmission and processing them on reception. The rules cover MAC header fields and information elements.

Frame addresses

DevAddr Conflicts

Frame reception

Unless otherwise indicated, a frame is considered to be received by the device if it has a valid header check sequence (HCS) and frame check sequence (FCS) and indicates a protocol version that is supported by the device. The HCS is validated by the PHY, which indicates whether or not a header error occurred.

A MAC header is considered to be received by the device if it has a valid HCS and indicates a protocol version supported by the device, regardless of the FCS validation.

Frame transaction

Frame transfer

Frame retry

Inter-frame space (IFS)

MIFS

SIFS

Duplicate detection

MAC header fields

Duration

More Frames

Sequence Number

Information elements

Beacon Period Occupancy IE (BPOIE)

Distributed Reservation Protocol (DRP) IE

A device shall include DRP IEs in its beacon for all reservations in which it participates as a reservation owner or target, as described in 7.3.

DRP-Relay IE

A device may relay the information of a received DRP IE if it is neither the owner nor the target of the reservation. DRP-Relay IEs are either send as a regular IE in the beacon frame body or included in a probe frame. It is recommended that remaining space during a beacon slot or in a reserved MAS is filled with the periodic relaying of known reservations.

DRP Availability IE

A device shall include a DRP Availability IE in its beacon as required to support DRP reservation negotiation, as described in 7.3.

Probe IE

A device may include a Probe IE in its beacon to request certain IEs from another device.

Relinquish Request IE

A device may include a Relinquish Request IE in its beacon to request that a neighbor release one or more MASs from reservations.

If a reservation target receives a request to relinquish MASs included in the reservation, it shall include a Relinquish Request IE identifying those MASs with the Target DevAddr field set to the DevAddr of the reservation owner.

Received Signal Strength (RSS) IE

A device may include several RSS IEs in its beacon in any superframe or in a probe frame. The given information in the RSS IEs can originate from the device’s own measurements as reported from the PHY layer or from previously received RSS IEs from its neighbors. It is recommended that remaining space during a beacon slot or in a reserved MAS is filled regularly with RSS IEs.

Beacon period

Each superframe starts with a BP, which has a maximum length of tbd beacon slots. The length of each beacon slot is tbd. Beacon slots in the BP are numbered in sequence, starting at zero. Any device shall transmit a beacon in the BP and listen for neighbor's beacons in all beacon slots specified by its BP length in each superframe. When transmitting in a beacon slot, a device shall start transmission of the frame on the medium at the beginning of that beacon slot.

Beacon slot state

BP length

A device shall announce its BP length, measured in beacon slots, in its beacon. The announced BP length shall include the device’s own beacon slot and all unavailable beacon slots in the BP of the prior superframe. The announced BP length shall not include more than mBPExtension beacon slots after the last unavailable beacon slot in the BP of the prior superframe, unless otherwise indicated in 1.1. The announced BP length shall not exceed tbd
Beacon transmission and reception

Distributed reservation protocol (DRP)
The Distributed Reservation Protocol (DRP) ensures a contention and collision free medium access during the part of the superframe which is not occupied by the Beacon Period. Reservations of MAS are negotiated prior to the transmissions via the inclusion of DRP Information Elements into the beacon of the owner and the target of the reservation. Anm outline of the typical time flow in a superframe including the BP and reserved slots is given in Figure 24.


[image: image2]
Figure 24 – Time flow during a superframe: Beacons carry the information about reservations in further MASs.
Multihop Reservations

Multihop Reservations are especially designated for multihop traffic; the needed multiple transmissions of a frame by the relaying devices shall be placed in these specially reserved MASs. A special demand to multihop routes is the ability to identify and use chances for a spatial divided frequency reuse, so that single MASs can be reserved by several different owners. This is enabled by a special behavior of the targets during a multihop reservation: Besides the reservation owner no other device may transmit frames, including the targets. Additionally, there can be multiple owners if each of them ensures that the interference created by its transmission does not harm the other transmissions.

A device shall not transmit a data frame in a reservation unless the RxAddr of the frame is the same as the Target DevAddr for the reservation or the RxAddr of the frame matches the DevAddr of any target of an established multicast reservation. A device shall not transmit a data frame in a reservation unless the Delivery ID field is set to a Index that is the same as the Index for the reservation.

Acknowledgements to received frames during multihop reservations cannot be send during the reservation block, but have to be send during a following multihop reservation owned by the sender of the acknowledgement. Therefore, the only valid acknowledgement type during multihop-tunnel reservations is Delayed-B-ACK.

DRP Availability IE
The DPR Availability IE shall be included in the beacon periodically by every device. It shall indicate the MAS which are available for collision-free reception of data frames.
DRP reservation negotiation
The reservation negotiation is started by the transitter who wishes to send data frames the the target. It chooses appropriate MASs, including information from received DRP Availability IEs, reservations from the local neighborhood and relayed DRP IEs.

New reservations must always be accepted by the target of the reservation by the transmission of a DRP-IE with the field Reservation-Status set to one. In this way, the receiver can include information about the interference situation in the planning for reservations.

DRP reservation announcements
Synchronization of devices

Clock accuracy

Guard times

Fragmentation and reassembly

Acknowledgement policies

No-ACK

Delayed Block ACK
The Delayed Block-ACK is send by the receiver of one or more MSDUs with the ACK-Policy set to Delayed Block ACK. In this command frame, the receiver sends all sequence number of the previous received MSDUs which have not yet been acknowledged to the transmitter. The transmission of the Delayed Block ACK is delayed until the receiver is allowed to start a transmission during previously reserved MASs.
Probe

Dynamic channel selection
tbd
Multi-rate support
tbd
Transmit power control
tbd
Power management mechanisms

ASIE operation

Intelligent Multihop Behavior
In contranst to the PCA transmissions, DRP (and especially the Multihop-Tunnel reservation type) allows an efficient multihop communication in the mesh network. The use of negotiated ownerships of equal length MASs result in a predictable medium access, as all neighboring devices are able to learn which devices plays which part during a MAS.

This enhanced knowledge allows the DRP to allow a greater spatial frequency reuse, which directly is followed by a capacity increase of the mesh network.

A simple example for the possibilities of spatial frequency reuse can be found in Figure 24.
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Figure 25 – A simple scenario where spatial reuse is possible

Devices “1” to “4” are aligned in a row, traffic is generated at device “1”, destined to device “4” and vice-versa. As devices “1” and “4” are mutually out of reception range, they cannot communicate directly with each other. They must use two three hop routes via devices “2” and “3”, which is depicted as (1a-c) and (2a-c).

If device “3” is able to guess that simultaneous usage of link (1a) and (2c) is possible because the interference created by device “1” at device “3” during the transmission is low, it may negotiate with device “4” the number of used MAS to be the same as they are used for the link (1a), assuming that only Multihop-Tunnel reservations with unidirectional traffic are used. The latter information is directly available to device “3” via the negotiation procedure between device “1” and device “2”.

Similarly, links (1c) and (2a) can be used simultaneously, which results in a traffic/time diagram as given in Figure 25 
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Figure 25 – An optimal alignment of the transmissions during time for the scenario in Fehler! Verweisquelle konnte nicht gefunden werden.
The described scenario is an example for an optimal behavior of the realying devices which can be seen from an external observer, but it is not obvious how the devices can reach this behavior using local information only. The possible internal mechanisms of the devices are explained in the next section. Devices which support the described mechanisms are from now on called mesh devices; they shall indicate their ability in the MAC Capabilities IE, described in XXX.

Learning Mesh Devices

Before mesh devices can take advantage of concurrent transmission, they must learn a model of the current environment, called the world model. This world model shall be as simple as possible, abstracting from reality as much as possible. Also, it shall be as detailed as needed to give good estimations of the options of a specified transmission. The world model is updated continuously by the sensors of a mesh device, which are the receiving entity of the physical layer together with the information about the MAS reservations, received beacons, information elements and overheard transmissions.

From time to time, a request for a new MAS reservation or a change of an existent one arises in the mesh device, for example because a new traffic stream is started or a DRP negotiation request is received from a neighboring mesh device. This request is processed using the world model to find free MASs that suit the current status regarding the intended role (source or destination) and the priority of the traffic.

With this information, the DRP negotiation process selects a suitable set of MASs and starts the negotiation process (or answers the request respectively), probably preferring MASs that lead to concurrent transmissions.

The abstracted structure of a device which is able to adapt to the current interference can be seen in Figure 26.
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Figure 26 – The general structure of an interference – aware mesh device

Measuring the Learning Performance

As the scope of this chapter is limited to the ability of concurrent transmissions, this will be the only quality measure; other criteria that involve the optimal selection of MASs under fairness conditions or QoS requirements like throughput and delay are not discussed. Therefore, the algorithm which chooses and negotiates the MASs is handled as a black box which gets a set of MASs that could be suitable for a specified transmission to/from a mesh device, optionally combined with a rating of each MAS. As a result, the performance of the learning algorithm can be measured by the number of “good” MASs it proposes to this black box, compared to the number of “bad” MASs.

To define the terms “good” and “bad” MAS more precise, the Figure 27 is helpful.
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Figure 27 – The measures of the signal strength if (a) Tx is transmitting or (b) Rx is receiving

Both subfigures show an example environment with 11 mesh devices, two of them are marked as the transmitting and the receiving mesh device respectively. In the left figure, the transmission power of the transmitting mesh device is drawn in red color. Its strength is proportional to the distance to the mesh device. The right figure shows the transmission power of all stations in the environment as it is seen from the Rx mesh device. In both cases, a green line indicates the traffic from the Tx to the Rx mesh device.

The decision if a MAS is “good” must be made regarding the desired role of the mesh device: If a mesh device wants to transmit, a MAS is “good” if it does not disturb a concurrent transmission by its interference. With the power that is indicated in Figure 27a, the transmitting mesh device would certainly infer with any transmission that is received at the mesh devices “1a-1c”. The impact on a reception in mesh devices “2a-2d” would be much lower; a transmission from mesh device “2b” to “2a” should be feasible; whereas mesh devices “3a-3b” would not sense anything from the transmission. Additionally, the effect of the transmission depends not only on the distance to the other mesh device, but also on the position of the simultaneous transmission’s sender: It is less interfering if the distance from the sender to the transmitter is very small.

The second case, indicated in Figure 27b, would be if the role of the mesh device wants to receive. A MAS is now called “good” if in the same time a simultaneous transmission creates only low interference at the receiver. This is for example the case if mesh devices “2a-2b” or “3a-3b” are sending.

In the drafted environment some simplifications are made, as the shape of the signal strength may be more complicated than a circle around the sending mesh device. Furthermore, the shape may not be constant during time. Moving obstacles or different channel conditions can change the effects of a transmission.

The World Model

The task of the world model inside the learning mesh device is to represent the environment in the simplest way that allows a good prediction if a given MAS is “good” or not. The detailed implementation of the world model, which also includes how the outputs of the sensors are used to update its state, is of course independent of the protocol specifications, and can be optimized to fulfill different aims; for example a trade off between the needed complexity, the used computational effort and the accuracy of the predictions must be made.

The world model is limited by the potential and the accuracy of the given sensors. An optimal model in the case discussed here would know the position of all mesh devices in the network, as well as the link characteristics between them and the placement of any obstacles. This situation is of course out of reach, as some of the knowledge can only be obtained by much overhead traffic (for the mutual link characteristics) or is unachievable at all (like the obstacles).

The following world model is therefore only a proposal that relies on the described mesh MAC protocol and some of the information that can be obtained as a side product of it.

It is derived from the fact that in wireless networks the success probability of a transmission is mainly determined by the ratio of the useful signal strength at the receiver versus the strength of the interfering signals. The two possible reasons for interference are the background noise and simultaneous transmissions. Therefore, this ratio, the Carrier over Interference (CoI), is measured as
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C is the carrier's signal strength, N the current noise and the sum stands for the interference which is produced by other transmissions. Usually
[image: image10.wmf]IN

>>

å

, if a concurrent transmission is existent; therefore, the noise can be neglected in the non trivial cases.

It is important to notice that two different CoI ratios have to be taken into account before a new, concurrent transmission is started:

1. The receiver CoI

This CoI reflects the success probability that the receiver of a concurrent transmission is able to decode the signal in spite of the primary transmission.

2. The interference CoI

By introducing a new concurrent transmission, the transmitter creates a new source of interference for the primary transmission. Therefore, both mesh devices of the new link have to avoid that this new interference is severe at the original receiver.

In this proposal, the current status of the world is represented by the signal strength graph, which is a complete graph G = (V, E) together with a weight function w: E -> N that connects an integer to every edge of the graph. Any mesh device that is recognized by a sensor (like the Rx entity or the beacon protocol) is represented as a node in the graph. The weight of an edge between two nodes (X, Y) is an estimation of the signal strength that is measured at node Y if node X is sending data. As the links between nodes are by assumption bidirectional, w (X, Y) = w (Y, X) and the graph can be undirected.

A simple example is given in Figure 28: The complete graph is given for the five mesh devices Tx, Rx, 1, 2 and 3, and the signal strength is abstracted as an weight of the connecting edge.
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Figure 28 – The signal strength graph for a scenario with stations Tx, Rx and 1 to 3.

Having well trained this world model in every mesh device, it approximates the current state of the environment. Then, mesh devices possessing this graph can compute an estimation of the interference CoI during a concurrent transmission from Tx to Rx. Furthermore, the model can support the computation of the receiver CoI at Rx.

The interference CoI is estimated by dividing the weight of the link that represents the simultaneous transmission by the interference that is produced by Tx (given by w (Tx, [receiver of the simultaneous transmission]). The higher the quotient of those two weights, the lower is the chance that Tx interferes with the transmission.

Similarly the receiver computes the value of CoI as the quotient of w (Tx, Rx) and the interference of the simultaneous transmission, which is represented by w (Rx, Sender of the simultaneous transmission). A high indicator would here also express a high chance of a successful reception.

Of course the method can be extended to multiple concurrent transmissions or to multiple receiver transmissions.

An algorithm can compute the CoI for every possible simultaneous transmission and then rate all MASs given the information about the current reservations known from the DRP. Using this graph, the outcome is a list of “good” MASs, which are likely to provide high success of reception and a low interference ratio to other transmissions in parallel. Furthermore, a threshold may be given which determines whether the computed CoI ratios high enough. Alternatively, the decision can be made based upon a (learnable) soft threshold function like the sigmoid function (
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The computed indicators for the transmission Tx to Rx in the given example graph can be seen in , all impossible pairs of transmissions (like Tx -> Rx and Rx -> 2 in the same time) are omitted.

Table 9 – Interference CoI and Receiver CoI if a simultaneous transmission from Tx to Rx would happen

	Transmissions in TxOP
	Receiver CoI [dB]
	Interference CoI [dB]

	None
	0
	maximum

	1 -> 2
	4
	-2

	2 -> 1
	10
	-14

	1 -> 3
	4
	-1

	3 -> 1
	13
	-16

	2 -> 3
	10
	5

	3 -> 2
	13
	1


This table clearly shows that the transmission Tx -> Rx cannot be scheduled simultaneously to most of the other possible transmissions, perhaps only concurrent to the transmission 2->3. A different case can be seen if the graph of the introduction example (Figure 24) is examined, which is given in Figure 29.
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Figure 29 – The signal strength graph for the scenario given in Fehler! Verweisquelle konnte nicht gefunden werden.
If the transmission from mesh device 4 to mesh device 3 is scheduled in a MAS, the interference indicator for 1 -> 2 is 10*Log(60 / 15) = 6dB, and the reception indicator for 1 -> 2 is also 6dB, which may be rated as a “possible” MAS if a robust PHY mode is used.

Before the possible methods of learning the graph and the weights are presented, it has to be noticed that the abstraction which is done in the world model incorporates easily all kinds of transmission technologies like directed antennas or MIMO devices: If they improve the receiver CoI ratio and/or lower the interference CoI, their performance is directly incorporated into the model.

Similar, the effects of obstacles like walls indirectly influence the graph and are therefore also incorporated.

The continuous learning of the graph can be divided into two separate tasks: First, the graph's structure (V, E) has to be learned, which is the identifaction of the network's participants. Second, the weights in the graph are learned. Those two tasks are carried out continuously and with an adaptable speed, allowing the model to become a good approximation of the environment and reacting towards changes. The learning is made difficult by the insufficient and unreliable output of the three used sensors, as they are not made to fulfill the given task. A filtering of the sensor's output is therefore one of the most important subtasks of the learning process.

A last demand to the learning process is that it should recognize situations where its knowledge is insufficient to result good estimations for the two CoI values. In detail, it should be prevented that the interference CoI is overestimated and thus an existing transmission is disturbed.

Learning the Network’s Participants

Recognizing other mesh devices in the network can be done easily using the beacon period access protocol and by receiving other mesh device’s traffic headers. From the beacon protocol, a mesh device can identify the beacon’s sender, the sender’s neighbors and the neighbor’s neighbors, because each of them is announced in the bitmap of the BPOIE.

In the traffic during the superframe, each frame includes the recipient of each MSDU. Using this information, a mesh device can detect other mesh devices by listening to the headers even if in the MAS it is not a receiver.

Each occurrence of a mesh device’s DEVID (either in the BP or during the MTP) can be seen as a “ping” indicating the mesh device being “alive”. It is recommended that the mesh devices are included to the graph the first time a “ping” was heard from them, they should be deleted from the graph with a probability that increases with the time no “ping” has been heard.

Learning the Signal Strength

For every new mesh device that is recognized, the weights to the other mesh devices have to be estimated, which is done is several ways. Each sensor gives some hints how the weight should be set. The sensor’s outputs are noisy and have to be filtered or weighted before they can be taken into account.

If the current graph consists of N mesh devices, (N+1) * N/2 weights have to be estimated. Of those links, (N – 1) are directly connected to the learning mesh device. Therefore, they can be learned faster and with more confidence. It is noteworthy that in the interference and in the receiver CoI, three out of four needed weights are direct links of either the transmitter or the receiver; only one weight in the interference CoI is in a one hop distance of one of them, as this weight describes the signal strength of the primary transmission measured at the primary receiver. To avoid overestimating the interference CoI, the lower bound of this weight is crucial.

Learning (N – 1) direct links can be done by using the timing information in the beacon access period protocol together with some side information by the PHY layer. Using the BP, a mesh device knows the point in time when a neighboring mesh device is transmitting its beacon. Furthermore, because of the strict rules in the BP, it knows that no other near mesh device is transmitting during this time.

For each beacon slot, the PHY layer can measure the integrated signal strength, and then report this strength to the MAC layer, which combines this information with the BP access protocol to determine an estimation of the signal strength of a particular neighbor.

The weight on the link can now be computed using this estimation. The easiest solution would simply take the most current estimation, neglecting older values. Another, more intelligent solution would be a low pass filtering of the estimates to obtain a running exponential weighted average. If the newest measurement, obtained in the beacon period number t, is denoted as 
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as a parameter weighting the importance of new measurements versus the old knowledge. This solution would of course solve the problem of short noisy measurements, although it increases the computational complexity.

Finally, a third possibility is the usage of a one dimensional Kalman filter to obtain an incremental estimation using the measurements. A Kalman filter assumes an additive white Gaussian noise with an unknown variance as an error on the PHY measurements; it can compute the current expected “real” signal strength together with the variance that it assumes together with this estimation. An advantage of the Kalman filter is that it weights the influence of new measures proportional to the current degree of believe of the estimation. Therefore, it can be seen as an enhancement of the exponential weighted average: In the latter case, all measurements are weighted with the same 
[image: image17.wmf]a

 ; In contrast, the Kalman filter is able to adapt this coefficient to the current variance.

The increased computational complexity in comparison to the exponential weighted average is an obvious downside of the Kalman filter.

Using one of the described mechanisms, the learning mesh device is able to learn the weight of all direct links whereas all other links remain unknown. As it was explained above, an estimation of the lower bound of the weight of the other links suffices for a good interference CoI computation; therefore, two different methods with different complexity can be used.

The first method is explained by the use of Figure 30. In this very simple scenario, mesh device “2” wants to initialize a transmission which is concurrent to the transmission (1) from mesh device “3” to mesh device “4”. Therefore, it has to compute the interference CoI, which needs a lower bound of the signal strength that is detected at mesh device “4” if mesh device “3” is transmitting.
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Figure 30 – Mesh device “2”wants to learn the signal strength of route (1)

Here, the medium access protocol can be used as a simple sensor to get information about this signal strength. In the PHY header the used PHY mode is indicated. As the PHY header is send in the basic PHY mode, chances are high that mesh device “2” can understand this header and therefore it knows the used PHY mode. As fragile PHY modes can only be used successfully if the signal strength at the receiver is above a minimum threshold, mesh device “2” can conclude the minimum signal strength, which suffices for the CoI. 

The other possible method results in more overhead because it uses special IEs to disseminate the information about the received signal strengths over the network. This Received Signal Strength IE consists of four fields: The mesh device where the signal is received, the transmitting mesh device, an 8b value expressing a lower bound on the signal strength and a time stamp to allow a distinction between new and old RSS IEs.

The lower bound can be obtained by the estimation of direct links at it was discussed earlier, especially if a Kalman filter was used: Together with the variance, a confidence interval can be computed for the estimation, and the lower limit of this interval can be disseminated.

The frequency of sending of RSS IEs should be very low; additionally, it is possible to adapt it to the behavior of the link, e.g. information about a steady, only slightly changing link is disseminated fewer than information about a fluctuating link. Furthermore, information about a link should not be send at all if the current knowledge is not very profound.

A the data in a received SSIE can be handled with more trust than data from the sensors about direct links, as it was already filtered and only the lower limit was sent. Therefore, a low pass filtering of the data with a high alpha should be sufficient. A station may decide whether to resent a received SSIE or to drop it. The probability of dropping the SSIE should be anti-proportional to the maximum direct link strength to the mentioned stations in the SSIE, as the information becomes irrelevant for Mesh Points that are even farer away.

MAC sublayer parameters
tbd
Basic Multi-Hop Mechanisms
Device types

Four types of devices are defined in this document:

Mesh Coordinator (MC) ― device initiating a mesh network
End device (ED) ― device serving only as packet source and destination
Mesh Router (MR) ― device capable of relaying packets for other devices
Server device ― device storing network information database
Network self-organization

The device initiating a WPAN mesh network becomes the mesh coordinator (MC). The MC sends out beacons to announce the desire to recruit new members for the mesh. When receiving the beacons from the MC, the neighbors of the MC may join the new mesh by associating with the MC. The MC shall mark the associated neighbors as “child” in its neighbor table, and the associated neighbors shall mark the MC as “parent” in their neighbor tables. Once a mesh router (MR) joins a mesh network, it may send out beacons to announce the desire to recruit new members for the mesh. The neighbors of the MR may join the mesh by associating with the MR. The MR shall mark the associated neighbors as “child” in its neighbor table, and the associated neighbors shall mark the MR as “parent” in their neighbor tables. When a device receives beacons from two or more MRs, it shall associate with only one of them. It may select the MR, which has the shortest path or the best path quality to the MC, as its parent. End devices (EDs) shall not recruit new members as their children. Once all devices join the mesh, a tree-type network rooted at the MC is formed autonomously.

Address assignment
After joining a mesh, an ED generates an Address Request (AREQ) command frame and sends the frame to its parent. The descendant counter field of the AREQ shall have a value of 1. Each MR collects the AREQs from all its children and sums up the descendant counter values of all received AREQs. And then, it increases the summation value by one, and puts this value in the descendant counter field of a new AREQ generated by itself. It may also fill in the address block size field to explicitly specify the number of address it expects. After that, it sends the new AREQ to its parent. If a MR does not have any child, it simply generates an AREQ with the descendant counter set to 1, and sends the AREQ to its parent. This process is carried on from the bottom to the top of the tree, and finally the MC receives the AREQs from all its children. 

The MC maintains an address pool. It first reserves Em addresses for those children that are EDs. Em is the maximum EDs it can have as its children. It then divides the remaining address block into Rm sub-blocks. Rm is the maximum MRs it can have as its children. The MC sends an Address Assignment (AASS) command frame to each child. The AASS to an ED carries a single address, which is the MAC address of the ED. The AASS to an MR carries one or multiple continuous address sub-blocks. The assignment of address blocks is based on the address requests from the children and the descendant numbers of the children. When receiving an address block from its parent, an MR may pick the first address in the block as its MAC address, and assign the remaining part of the address block to its children in the same way as the MC does. The address assignment process is continued until every device receives its MAC address. The MAC address, once assigned, should not be changed unless the corresponding device leaves the mesh network. 
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Figure 1 Address assignment example
Neighbor discovery

Each device shall send out beacons periodically during the beacon period (BP) of every superframe. It shall also monitor the beacons emitted from all its neighbors. Based on the received beacons, the device can create a neighbor table to record its neighbors’ information, and update any change instantaneously.

In order to assist a newly joined device to select its beacon time slot, its neighbors shall enclose their own neighbors’ addresses and corresponding BP occupancy conditions in their beacons. The new device may capture the two-hop neighbor information from the beacons and store the information in its neighbor table. 

A device may explicitly send a Neighbor Request (NREQ) command frame to its neighbors to ask for two-hop neighbor information. Its neighbors, when receiving the NREQ, should include their own neighbors’ information in succeeding beacons.

A device may announce the local topology changes, such as neighbor joining and leaving, in its beacons, so that its neighbors can update their two-hop neighbor database.

Routing
Local routing

When an ED receives a data packet from its higher layer and finds the destination of the packet is one of its neighbors, it shall forward the packet directly to the destination. If the destination is not its direct neighbor, it may check whether one of its neighbors can reach the destination. If the destination can be reached through a neighbor which is a MR, the ED may forward the packet to this neighbor. In all other cases, the ED shall route the packet by using one of the remote routing methods specified in section 3.5.2. EDs do not relay packets for other source-destination pairs.

When a MR receives a data packet, either from its higher layer or from its neighbors, and finds the destination of the packet is one of its neighbors, it shall forward the packet directly to the destination. If the destination is not its direct neighbor, it may check whether one of its neighbors can reach the destination. If the destination can be reached through a neighbor which is a MR, it may forward the packet to this neighbor. In all other cases, the MR shall route the packet by using one of the remote routing methods specified in section 3.5.2. 

Remote routing

Proactive route establishment
Distinguished devices, such as MC, gateway, address server, and topology server, usually exchange control and/or data packets frequently with many mesh members. These devices may periodically flood a Route Discovery (RDIS) control frame to the whole network, so that all mesh members can establish corresponding routing entries for these devices. Since the RDIS is destined for all devices, the target address field of the RDIS is set to the broadcast address. The source address field of the RDIS is set to the address of the device that generates the packet, and the destination address field of the RDIS is also set to the broadcast address. 

When a device receives an RDIS destined for all mesh members, it may create a routing entry for the RDIS source. The next-hop address field of the entry is set to the address of the immediate packet sender. After the device creates the entry, if it receives a duplicated RDIS propagated from a better path, it may update the entry to reflect the new path. If the device is an ED, it shall not relay any RDIS. If the device is a MR, it may rebroadcast the first RDIS as well as duplicated RDIS’s propagated from better paths. 

To reduce packet collisions and broadcast overhead, each MR may backoff a random period before rebroadcast a RDIS. The scale of the random value may be set to be proportional to the cost of the RDIS propagation path.

A MR, with two-hop neighbor information, may calculate a minimum neighbor set, through which it can reach all two-hop neighbors. When the MR floods a packet out, only the neighbors within this set need to rebroadcast the packet. 

Tree routing

In the network formation stage, devices are organized as a tree type network. By relating device addresses to the tree hierarchical structure, each device is able to calculate the routing information based on the destination’s address, its own address block, and its neighbors’ address blocks. 

Although the MAC address assignment scheme enables each device to have a MAC address conforming to the tree structure, when the tree structure changes, devices have to change their addresses to maintain the tree routing capability. In order to keep MAC addresses unchanged, devices may use a special tree address particularly for tree routing. Tree addresses shall always conform to the tree structure. When the tree structure changes, the affected devices shall refresh their tree addresses in order to support tree routing in the new tree.

When a device joins a mesh network and obtains its MAC address, it may set its tree address the same as its MAC address. It may also record the address block assigned by its parent as well as the address blocks it assigns to its children. 

If a MR cannot contact its parent for a long period, it may select a new parent from its neighbors and associate with the new parent. And then, it sends an AREQ control frame to the new parent to ask for an address block. The address block should be large enough to cover all its descendants. If the MR can get such an address block from its new parent, it should assign the address block among its descendants by using the address assignment scheme specified in section 3.3. The MR and its descendants should use the new addresses to replace their tree addresses, while keeping their MAC addresses unchanged. If the MR cannot obtain an address block to support all its descendants, it may disassociate one or more children, and ask these children to find new parents. If the MR is able to contact its old parent from its new address, it may notify its old parent about its new address, so that its old parent can forward packets destined for it and its descendants to its new address.

If an ED cannot contact its parent for a long period, due to link break or mobility, it may select a new parent from its neighbors and associate with the new parent. And then, it sends an AREQ control frame to the new parent to ask for a new address. The ED should use the new address to replace its tree address, while keeping its MAC address unchanged. If the ED is able to contact its old parent from its new address, it may notify its old parent about its new address, so that its old parent can forward packets destined for it to its new address.

If one or more address servers are available, devices shall update the address servers about their address changes.

When a device receives a data packet from its higher layer, or when a MR receives a data packet from one of its neighbors, if the destination of the packet cannot be reached by using local routing, and the routing assistant field of the packet contains the tree address of the destination, the device may forward the packet through a tree path. To conduct tree routing, the device first checks whether the destination’s tree address falls into its own address block. If not, it shall forward the packet to its parent. Otherwise, it checks whether the destination’s tree address falls into one of its children’s address blocks. If, for example, the destination’s tree address falls into child i’s address block, the device shall forward the packet to child i. 
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Figure 2 Tree routing example

Location-based routing

High-rate UWB PHY enables devices to conduct accurate range measurement. Based on the range information between each device pair, a coordinate system can be established to cover the whole mesh. Each device can derive its virtual location by referring to the coordinate system. By knowing the destination’s location, its own location, and its neighbors’ locations, a device can find out the proper next-hop relay leading to the destination.

If one or more location servers are available, devices shall register their locations in the server and update any changes.

When a device receives a data packet from its higher layer, or when a MR receives a data packet from one of its neighbors, if the destination of the packet cannot be reached by using local routing, and the routing assistant field of the packet contains the location of the destination, the device may forward the packet by using location-based routing. To conduct location-based routing, the device calculates the distance between the destination and each MR neighbor. The neighbor closest to the destination is chosen as the next forwarding device. 

Centralized routing

When network size is small, devices with sufficient memory space may act as topology servers and store the whole network topology. All devices should register their link state information at the closest topology server and update any link changes. Topology servers should exchange updated topology information among themselves. 

Devices without network-wide topology information may ask the closest topology servers to calculate the optimal paths toward desired destinations. To request such a path calculation, a source device should send an RDIS control frame to the closest topology server. The destination address field of the RDIS shall be set to the address of the topology server, and the target address field of the RDIS shall be set to the address of the desired destination. When a MR receives a unicast RDIS, it shall establish a routing entry for the RDIS source. If the MR has an active routing entry for the RDIS destination, it shall forward the RDIS by consulting the routing entry. Otherwise, it shall send a route error (RERR) control frame to the RDIS source to claim that the RDIS destination is unreachable. When an ED receives a unicast RDIS, it shall send an RERR to the RDIS source to claim that the RDIS destination is unreachable. When a topology server receives a unicast RDIS destined for itself, it shall calculate the optimal path between the RDIS source and target. And then, it shall send a route reply (RREP) control frame back to the RDIS source to report the list of relay devices along the optimal path. When the RDIS source, i.e. the source device, receives the RREP, it generates a route formation (RFOR) control frame and copies the relay list from the RREP to the RFOR. By consulting the relay list in the RFOR, the source and the corresponding relay devices are able to transmit the RFOR from the source to the destination along the optimal path. All relay devices receiving the RFOR shall create a routing entry for the source. Once the destination receives the RFOR, it shall send a route confirmation (RCNF) control frame back to the source. All relay devices receiving the RCNF shall create a routing entry for the destination. 


[image: image21.wmf]S

D

R

RDIS

RREP

RCNF

RFOR

Topology 

server


Figure 3 Centralized routing example

Distributed routing

If none of the aforementioned routing schemes is applicable, a source device may flood an RDIS control frame to the whole network to find the desired destination. The source address field of the RDIS shall be set to the address of the RDIS originator. The destination address field of the RDIS shall be set to the broadcast address. The target address field of the RDIS shall be set to the address of the desired destination. 

When receiving an RDIS, a device shall create a routing entry for the RDIS source. The next-hop address field of the entry is set to the address of the immediate packet sender. After the device creates the entry, if it receives a duplicated RDIS propagated from a better path, it may update the entry to reflect the new path. If the device is an ED, it shall not relay any RDIS. If the device is a MR, it may rebroadcast the first RDIS as well as duplicated RDIS’s propagated from better paths.

When the desired destination receives the RDIS, it shall send an RREP back to the source. Devices receiving the RREP shall create a routing entry for the destination.

Security
Introduction

A new generation of networks – wireless mesh networks – has been emerged recently. There are two types of mesh points (nodes) in such a network: mesh routers and mesh clients. Each mesh point may operate as a router, forwarding packets to other mesh points that may not be accessible directly due to their positioning. A mesh is dynamically self-organized and self-configured. Mesh points in the network automatically establish and maintain mesh connectivity.  Without a security solution, wireless mesh network will not be able to succeed due to the lack of reliable customer oriented services. The key pre-distribution (KEDYS) for distributed key management as described below is just part of the overall security framework.  It is to be augmented by other security services (i.e. encryption, message authentication, etc) for a complete security solution.
KEDYS

KEDYS is a key pre-distribution scheme that is practical for wireless mesh networks. The scheme has the following advantages:

· The scheme is easily scalable to an arbitrary size wireless mesh network. The scalability is twofold. First, it is easy to build the scheme for a wireless mesh of any size from scratch. Second, it is easy to increase the size of an existing mesh not modifying the existing keys.  

· The scheme is easy to generate. Generation complexity is the lowest possible – just proportional to the size of the mesh, and this is faster than other known schemes.  Moreover, generation does not involve any complex operations.

· The process of generation of the scheme is deterministic. It does not involve any random number generators, and will be completed in a predefined time.

· The scheme is sub-optimal: the total number of keys in the scheme and those received by a mesh point are much less than in trivial and other simple solutions, and this number is smallest among known deterministically generated schemes.

· Key refresh is possible due to covering existence. Covering is a subset of keys, which belong to all nodes except the ones being excluded. Such covering has a small size and is easy to find.

· Fully distributed key management is possible due to existence of small coalitions of nodes, which are able to find coverings for the purpose of key refresh.

KEDYS is defined by the incidence matrix. It is a binary matrix whose rows correspond to keys, and columns to nodes. If in the intersection of the 
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Key Pre-Distribution

In this setting, there is a Trusted Authority (TA). The TA distributes secret information among the mesh points in such a way that the specified subsets of mesh points are able to compute certain keys without the aid of the authority. The TA may go offline when the network is set up. Alternatively, the TA may stay online and render support for periodic key refresh.
Key Management

As a key management technique for the wireless mesh network, we propose using key pre-distribution schemes. We give generic mechanisms of using an arbitrary key pre-distribution scheme in a fully distributed setting. 

Secure data exchange over mesh backbone

We assume a backbone in the mesh. The backbone is a subset of mesh points, forming a core part of the mesh. Any mesh point from the backbone is called a backbone member.

The backbone is responsible for rendering security services to other mesh points.
Mesh backbone performing security services must be protected as a whole: Any transaction, made for synchronization or as a part of a distributed protocol within the backbone, must be protected.  

We assume that comparing the size of the whole mesh, the size of the mesh backbone is small.  So in the backbone, we will deploy trivial key pre-distribution scheme, where every pair of backbone members has a unique secret key. Thus, if there is any transaction between two backbone members, they will use the corresponding key.

To be able to make a broadcast within the backbone, we will equip every member with a group key: A key, which is common to all backbone members. Hence any member may broadcast a message, and only backbone members will be able to retrieve the message correctly.

Mesh broadcast authentication
When a mesh point receives a message from a backbone member, he must ensure that this message indeed comes from the backbone. Therefore we need some means of authentication of the backbone’s messages. To do this, we propose the use of one-time passwords in the form of a hash-chain. Every backbone member stores the initial value for the chain (the seed) 
[image: image27.wmf]0

h

.  Then a cryptographic hash function
[image: image28.wmf]()

H

×

 is applied to this seed 
[image: image29.wmf]n

 times to compute the final hash-value:


[image: image30.wmf]0

times

(((()))).

n

n

hHH…HHh…

=

1442443


This value along with the sequence number 
[image: image31.wmf]n

 is given to mesh points at the setup.  

When a backbone member sends a message, it attaches to the message the value 
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In the next message the backbone will use
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Secure data exchange between mesh points

All mesh points are participants of the key pre-distribution scheme, therefore they must be able to compute common pair-wise keys as the primary function using the following procedure.

Let the mesh points that wish to communicate with each other be
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First,
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exchange their columns from the incident matrix, so that they know which keys the counterpart has. This exchange can be organized in a numerous ways depending on the current topology and the network size. For example, a mesh point may store the columns of its neighbors.  The mesh point may also ask the counterpart directly, or ask a backbone member. Perhaps it is easier to restore any column of the incidents matrix knowing only column’s number, just as the case with KEDYS.

Next, both points make bit-wise logical AND operation over columns, the resulting column shows, which keys are common to
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Then they both compute a common long-term key as:
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This key can be used directly to secure a link between
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via a conventional encryption algorithm. Another and a more safe option is to take this key as a master secret key and using one of well-known techniques to establish a session key.
Distributed Key Management

Initial setup

During the initial setup phase all participants of the distributed key management system acquire all data needed to participate in the protocols in the following manner:

1. Every mesh point obtains its ID.

2. Every mesh point obtains the key block from KEDYS with a corresponding column of the incidence matrix. A member of the backbone, as any other mesh point, also obtains the key block from KEDYS.

3. Every member of the backbone obtains the corresponding key block from the trivial key pre-distribution scheme.

4. Every mesh point (except members of the backbone) obtains the final hash-value of the hash-chain, and the lengths of the chain with respect to that final value.

5. Every member of the backbone obtains the start hash-value (the seed) of the hash-chain, and the current length of the chain with respect to the final value given to the mesh points.

All information is given to the mesh point by the single logical administrative entity. This entity is conceivably some sort of setup server. After that, the administrative entity splits into two parts.

The first part, called the administrator, is placed outside of the network. Its role is then to give credentials to new mesh points. Credentials are the ID and some proof of this ID, so that the second part of the single logical administrative entity, will be able to verify that the mesh point's ID was given to him by the administrator. The second part of the single logical administrative entity moves into the WMN itself. This may be a single dedicated server (centralized approach), or a distributed server (distributed approach). The role of this part is to give the new mesh point all other data (items 2 through 5 in the above list) basing on the ID and its proof. We assume that in distributed approach, the single logical administrative entity is the backbone. For a lager wireless mesh, the scaling of the mesh after the setup stage, when the administrative entity is split, is described later.

Key refresh

A decision to make a key refresh is made by any member of the backbone (call him originator) for a number of reasons, for example one or two mesh points are compromised or a mesh point explicitly requested exclusion for some reason, or as scheduled key refresh. Before the refresh is started, the originator generates a session key
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Finding a covering

Having known the IDs of the mesh points being excluded, the refresh originator finds the number of keys in the covering. If the originator knows all the keys from the covering, then he proceeds with creating the refresh message or if he only knows some of the keys from the covering, he has to gather a coalition from the backbone.

Gathering a coalition in mesh backbone

The originator gathers the coalition in the mesh backbone in either neighbor mode or broadcast mode. The purpose is to acquire encrypted session key using the keys from the covering. 

In the neighbor mode, the originator knows all neighbors and what keys the neighbors have. He sends the encrypted session key 
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using the common key between him and the neighbor.  The neighbor in turn replies with ciphertexts, which are
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enciphered under wanting keys from the covering. If the originator didn’t gather all required ciphertexts (e.g. a certain member does not respond) the originator then switches to broadcast mode.

In the broadcast mode, the originator sends a broadcast request addressed to all backbone members with the goal to get session key
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enciphered under missing keys from the covering.  The receiver then in turn replies by
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enciphered under the keys from the covering he possesses. The originator repeats broadcasting until all missing keys from the covering will be involved.

Refresh message creating

After the gathering stage, the originator is able to create the refresh message.

This message is 
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 is a cryptographic hash function used for hash-chain and other purposes; 
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 is the hash of the concatenation of all ciphertexts. 

Refresh message propagation

The originator may broadcast the refresh message in two ways:

· Mesh point mode. In this mode, the wireless mesh is small enough so that the originator’s radio transmission can cover the whole mesh. 

· Mesh backbone mode. In this mode, the wireless mesh has a large coverage area and the originator cannot cover it alone and therefore will rely on other backbone members to relay the refresh message.

Refresh message processing

This step involves obtaining the session key
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and to make sure that it is authentic and comes from the backbone. Each mesh point performs the following steps:

1. Find 
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is in the mesh point’s key block.
2. Decrypt 
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3. Check if 
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. If the result is positive, then 
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 and the session key was recovered correctly.
4. Compute 
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and decrypts 
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 obtaining a candidate hash-value
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5. Check if 
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, where 
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 is the hash value stored by the mesh point. If the result is positive, then the mesh point is assured that renewal message is authentic and comes from the backbone. The mesh node then updates 
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Key block refresh

The key block refresh is as follows:

A new value of the 
[image: image82.wmf]i

‑th key is 
[image: image83.wmf]()

ii

kHkSK

¢

=.

P


Mesh Scaling

After the setup stage, the size of the wireless mesh is changing. Some new devices become mesh points; some mesh points quit the network. Key pre-distribution scheme address these issues as follows.
Mesh point exclusion

When a mesh point is excluded from participating in security services from other mesh points, some backbone member starts the key renewal procedure, and all the backbone members marks the column of the incidence matrix corresponding to the excluded mesh points as excluded. 

Mesh point association

When a new device wishes to join the wireless mesh, he starts the procedure of new mesh point association.

The first step for a potential mesh node is to contact the administrator (the first part of the single logical administrative entity) and to obtain ID and proof for the ID.

The potential mesh point contacts any member of the backbone through a location-limited channel (e.g. one touch port, wireless channel with extremely small coverage, etc.). When the potential mesh point contacts the backbone member, this member checks the ID and the proof of it. Then he generates the current hash-value from this hash-chain and fetches from the member’s key block keys that will be common with the potential client. The whole bundle (the column of the incidence matrix corresponding to the ID, current hash value and sequence number, the keys) is passed to the potential node. The node then contacts another member of the same backbone, and this member does the same as the previous one. The potential mesh node contacts backbone members until it gathers the whole keys block. Due to properties of KEDYS the number of members to contact is small enough.

Lost mesh points recovery

When a mesh point is lost due to any number of reasons (e.g. mis-synchronization, power failure, etc), the mesh point contacts a member of the backbone through location-limited channel. The member checks if this client was marked as excluded. If it was, the member refused to recover the node. If it is not, the member fetches from its cache the session keys that were used for key refresh since the node was lost. Using these session keys, the node makes several key refreshments and finally obtains a key block, which contains the keys consistent with the current key pool.

If the node missed too many key refreshments it will start the procedure of the mesh point association as if this node were a new node.

Clustering

When the network is sufficiently large, the concept of clustering can be used to logically divide the network into smaller sub-networks, or clusters. In every logical cluster, a separate KPDS is established using the identical incidence matrices but different keys. The clusters must be connected by some kind of bridge. The clusters may be organized in different security perimeters so each cluster has its own perimeter. In addition, different clusters may be organized within a single security perimeter.

Part 2: Recommended Practices for Low-Rate WPAN Mesh Networking
Low-Rate WPAN MAC mesh uses 802.15.4 MAC.  Multi-hop and reliability supports extension is described as follows.

1. Introduction

Tree is a useful structure for routing purpose. The adaptive robust tree (ART) and its meshed form, meshed ART (MART), proposed here enable a node to find out the next hop by checking the destination address in a packet. This precludes the need of route discovery, and thus helps reduce the initial latency, control overhead, memory consumption and energy consumption. Compared with other tree routing, ART has the following unique features: (1) adaptive logic address assignment; (2) efficient handling of single point of failure (SPOF); (3) no logic address change during tree repair; (4) increased robustness and route optimization achieved by using meshed ART (MART).

2. Adaptive Robust Tree (ART)
2.1
ART table
Table 1: Adaptive Robust Tree Table (ARTT)

	num_branch

	type1
	beg_addr1
	end_addr1
	status1
	next_hop1

	type2
	beg_addr2
	end_addr2
	status2
	next_hop2

	……


a

	num_branch:  number of branches the node has
             typei:  type of branch i (desIn, desOut, srcIn, srcOut)

      beg_addri:  beginning address of branch i
    end_addri:  ending address of branch i
          statusi:  status of branch i (normal, down)
      next_hopi:   next hop via which the whole branch i is routed


In adaptive robust tree (ART), each node keeps an ART table (ARTT) to track its branches. The structure of the table is given in Table 1. Each branch is assigned a block of consecutive addresses. But there is no need to assign consecutive blocks to those branches. This feature allows adding new branches later as well as repairing the tree efficiently. Field typei determines under what condition a branch is selected for relaying a packet. For example, if typei = desIn, then the branch will be selected for relaying a packet if the destination address of the packet falls in the address block [beg_addri, end_addri]. In case that the destination address (or source address) of a packet falls in (or out of) multiple address blocks, priority is applied in the order desIn(desOut(srcIn(srcOut. The parent of a node is treated as an implicit branch (i.e., not recorded in the ARTT of the node), which has the lowest priority. The function of ARTT will be discussed in detail in the following subsection.
2.2
Three phases
We define three phases for ART: initialization (or configuration) phase, normal phase, and recovery phase.

1) During initialization phase, nodes join the network and a tree is formed.

2) After initialization, the network enters normal phase, in which normal communications start. During normal phase, new nodes are still allowed to join the network, but the number of new nodes should be small compared with the number of nodes already in the network. If there is a big change of either the number of nodes or the network topology, the initialization should be done again. That is, the network needs to be re-configured.

3) If the tree is broken, then the recovery phase is triggered. Note that recovery phase is different from the other two phases in that only the affected part of the tree needs to enter the recovery phase (other unaffected part is still in normal phase). And only failures (either node failures or link failures) happened after initialization will trigger recovery phase. Failures during initialization do not trigger recovery phase, and they should be handled by initialization phase itself.
2.2.1
Initialization phase

A tree is formed during initialization phase. ART tree formation is functionally divided into two stages: association and address assigning.

During association stage, beginning from the root (normally designated manually, for example, by pressing a button), nodes gradually join the network and a tree is formed. But this tree is not an ART tree yet, since no node has been assigned an address. There is no limitation on the number of children a node can accept. A node can determine by itself how many nodes (therefore, how many branches) it will accept according to its capability and other factors. However, it is possible that a node cannot find any other node to associate if the number of children is not flexible. Therefore, instead of accepting or rejecting an association request, a node uses an acceptance degree (AD) to indicate the willingness of acceptance, for example, a four level AD could be:

3 – accept without reservation

2 – accept with reservation

1 – accept with reluctance

0 – reject (a node should try to avoid this AD unless absolutely necessary)

When a node receives multiple association responses, it should choose the node with the highest AD for association, unless there are other high priority factors indicate not to do so. Using AD increases the chance with which a node successfully joins the network without severely overloading an individual node.

After a branch reaches its bottom, that is, no more nodes wait for joining the network (a suitable timer can be used for this purpose), a down-top procedure is used to calculate the number of nodes along each branch, as shown in Figure 1. The numbers in square brackets indicate the numbers of nodes within branches below a certain node.

When numbers of nodes are reported from the bottom to top, each node can also indicate a desirable number of addresses. For example, node F can indicate it wishes to get 3 addresses (2 for possible future extension), though currently only one address is enough (for itself). Node E can indicate it wishes to get 5 addresses (3 for node F, 1 for itself, and 1 for future extension). And so on. After the root (node A) receives the information from all the branches, it will begin to assign addresses.


[image: image84]
Figure 1: Calculation of number of nodes along each branch

During address assigning stage, a top-down procedure is used. First of all, the root will check if the total number of nodes in the network is less than the total number of addresses available. If not, address assignment fails. The possible solution in case of address overflow is to separate the network into smaller ones or increase the address space. Here we will not handle the address overflow, and will assume no address overflow happens. Next, the root will assign a block of consecutive addresses to each branch below it, taking into account the actual number of nodes and the wished number of addresses. Note that the actual number of addresses assigned could be less than the wished one (but no less than the actual number of nodes) or more than the wished one, depending on the availability of addresses. This procedure will continue until the bottom of the tree. After address assigning, an ART tree is formed and each node has an ARTT for tracking branches below it. For example, node C can have an ARTT somewhat like:

[3]



//3 branches

[desIn][6][8][normal][6]
//first branch owns address block [6, 7, 8], 




//and packets should be routed through 




//itself (next_hopi=6 points to the first branch itself).

[desIn][9][13] [normal] [9]
//second branch owns address block 




//[9, 10, 11, 12, 13], and packets should be routed




//through itself

[desIn][14][14] [normal] [14]
//third branch owns address block [14] 




//(no additional addresses reserved), and packets




//should be routed through itself

2.2.2
Normal phase

After an ART is formed, the network enters normal phase. Using ART, a packet can be easily routed. For example, when a packet is received by node C, node C will check if the destination belongs to one of its branches. If the packet belongs to branch i, the packet will be relayed to the node with address next_hopi. Note that next_hopi is not necessarily equal to beg_addri. The use of next_hopi is for handling tree repair. If the destination does not belong to any branch, it will be routed to the parent of node C.

Although no significant change of the number of nodes or the network topology is expected during normal phase, it is still allowed to add more nodes (therefore, branches) at any level of the tree, only if additional addresses (reserved during initialization phase) are available. If there is a big change of the number of nodes or network topology, which cannot be handled during normal phase, the network can go through the initialization phase again.
2.2.3
Recovery phase
During normal phase, link failures will trigger recovery phase. Route repair (for both tree link and non-tree link) will be described in subsection 3.4.

2.3
Meshed ART (MART)
With a MART, we can do two things. First, it is possible to route a packet through a shorter path. Second, it is possible to eliminate some SPOFs.


[image: image85]
Figure 4: Meshed ART

After an ART tree is formed, we can further form a meshed ART (Figure 4). The original ART tree is connected through black lines. Additional magenta lines are added so that the network now looks more like a mesh than a tree. But from each individual node’s point of view, the network is still a tree. Any two nodes connected through a magenta line will treat each other as a child and add an ARTT entry for each other. For example, node K will treat node H as a child, and vise versa.

By forming an MART, it is possible to route a packet through a shorter path (compared with pure ART). For example, a packet from node M to node I can be transmitted directly from node M to node I, since from node M’s point of view, node I is its child. On the other hand, the normal path is M-L-K-J-A-B-H-I. While this is an extreme example, there is a high probability that a shorter path can be used. For example, from node E to node H, the path will be E-C-H instead of E-C-B-H. Note that the path from node K to node G is not K-H-G, but K-J-B-C-G. The reason is that, although node H is treated as a descendent of node K under MART, node G is not. For simplicity, node H only gives node K the ART address block of itself, not including other address blocks added either due to tree repair or due to meshing behavior. So node K will not forward a packet destined for G directly to node H.

Another advantage is that some SPOFs are removed. For example, if the link between nodes J and K is broken, packets from node K to node H or I can still be routed. But packets from node K to other nodes such as node B cannot be routed before tree repair is done.
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