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A QoS Abstract Architecture for 3b

This document presents a proposed QoS (Quality of Service) abstract architecture.  Motivation for the proposed abstract architecture is presented.  The proposal is intended as a straw man in support of 802.15.3b efforts.  

What is QoS?

At heart, QoS is simply the delivery of real-time data.  More precisely, QoS is an attempt to provide a specified level of real-time delivery characteristics to a flow of data traffic.  The delivery characteristics usually involve time and reliability specifications and will be referred to as contracted QoS parameters, or more simply, contracted QoS.  QoS typically takes the form of a ‘guarantee’ by a QoS management entity (QME) to meet or beat the contracted QoS parameters.  

QoS is end-to-end, which is to say, from the application’s perspective, only end-to-end QoS matters.  If multiple hops or links are involved, the end-to-end QoS is accomplished by combining the QoS provided at each hop or link.  For latency and jitter, this means summing the figure for each link to arrive at an end-to-end figure.  Note that if any link or hop is unable to provide QoS, there is no end-to-end QoS.  

The QME typically receives a request from a higher-level entity, for example an application, specifying desired QoS parameters for a prospective traffic flow.  If the QME decides it can supply the requested QoS service, it agrees to the specified QoS parameters and a QoS contract is established.  

The QME’s decision that it can supply any particular level of requested QoS service is probabilistic in nature.  Say, for example, the QME believes with some particular level of confidence that it can fulfill a QoS request.  Because the decision is probabilistic in nature, the QME will sometimes agree to a QoS contract and then fail to fulfill the contract.  When this happens, the QoS contract has been violated or is in default.  The higher-level entity can either try to renegotiate the QoS contract or terminate the data flow.  Renegotiation can involve the application adapting to a lower level of QoS throughput via rate adaptation – reducing data throughput by, for example, reducing resolution of a video stream – or adapting to reductions in other ways.

QoS Parameters

There are many data communication traffic parameters that may be considered QoS parameters.  The list below includes some of the more common QoS parameters.

· Latency

· Jitter

· Throughput

· Reliability

· Startup delay

· Termination delay

· …

For current purposes, only latency, jitter, throughput and reliability are of core relevance and will be considered in the remainder of the current document.

How Wireless & Wired QoS Differ: Headroom Management

Wireless RF data communications is much less reliable than its wired counterpart.  Wireless error rate measures such as BER (bit error rate) and FER (frame error rate) can be multiple orders of magnitude higher than wired.  Wireless error rates also have much higher variability than wired over a variety of time scales.  Thus, not only is it harder to get packets across the wireless link intact, but just because packets are flowing now doesn’t mean they will continue to flow later. 

Since QoS is an attempt to provide a guarantee characterizing various real-time (and other) characteristics of the data flow across the communication link, wireless QoS, of necessity, differs from its wired counterpart.  Once a QoS data flow commitment is established, the essence of wired QoS is allocating link bandwidth across multiple traffic flows in an efficient manner to maintain contracted QoS.  Wireless QoS must, in addition, also contend with the higher intrinsic packet error rates characteristic of RF data communication, and just as importantly, the reality that the effective bandwidth of the communication link can change dramatically over time – the rubber pipe problem.  

One way to solve the QoS rubber pipe problem is to hold some portion of the rubber pipe’s capacity in reserve, so that when the pipe shrinks sufficient capacity still remains to fulfill QoS commitments.  Throughout the remainder of this document, QoS bandwidth capacity reserve will be called headroom.  Another way to solve the QoS rubber pipe problem is to use a QoS stream’s headroom temporarily to transmit other data, but recall it for immediate use by the QoS stream when needed.  

In many ways, managing QoS headroom requirements efficiently is what wireless QoS is all about.  Different wireless data communication protocols do this in different ways, but all must do it.  The 802.15.3 protocol leaves headroom management to DME or higher layers, since its stream creation SAP requests allocation of a specified amount of channel time.  But how much data can be transferred during a specific amount of channel time will vary as channel conditions vary, including distance between source and destination.  In effect, 802.15.3 has not faced the QoS dilemma of managing headroom, but instead passed that dilemma up the stack to be solved.  

Viewed another way, the QoS objective is to maximize the antagonistic goals of QoS performance and channel utilization.  Maximizing QoS performance requires maximum over-allocation of headroom to maximize the probability contracted QoS is delivered.  Maximizing channel utilization requires data be transmitted continuously.  All available channel time is used to actually transmit data; no time is held in reserve – no headroom.  Resolving these conflicting goals is what wireless QoS is all about.  

QoS Abstract Architecture

An abstract architecture provides a conceptual framework in which to discuss feature and functional engineering details when developing a new data communication protocol or extensions to an existing protocol.  Arriving at a consensus abstract architecture is one of the major milestones in the process of creating a new data communication protocol or extending an existing protocol.

The QoS entity managing delivery of QoS services will be called the QoS Controller (QoSC).  Within this document it will be viewed as being a part of the MLME/DME.  Though it is possible to position QoSC higher in the stack, several advantages of including it in the MAC are discussed in a later section of this document.

In the most general case, three roles are present in the abstract architecture to support a QoS stream – source DEV QoS functionality, destination DEV QoS functionality, and PNC QoS functionality.  The QoSC is the overarching QoS entity.  Depending upon the role QoSC plays – source DEV, destination DEV, or PNC – it will be referred to as QoSC-S, QoSC-D, or QoSC-P, respectively.  

Two QoS abstract architectures are presented, one long-term and one near-term.  Only the near-term QoS abstract architecture is examined in detail.

Long-Term QoS Abstract Architecture
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Figure 1:  Long-Term QoS Abstract Architecture Goal

The long-term QoS abstract architecture goal is shown in Figure 1.  It has the ability to deliver superior QoS as perceived by higher stack layer entities (e.g., the host, application, and ultimately, the user) as compared to the short-term QoS abstract architecture described below.  The idea is that QoSC-S communicates desired QoS parameters to QoSC-P when the former receives a request to create a new QoS stream.  Once the QoS stream has been created, QoSC-S ‘agrees’ to the QoS contract parameters by returning a confirmation to the host.  

QoSC-S, and possibly QoSC-D, keeps QoSC-P informed about things like transmission queue depth, peer-to-peer channel conditions, and delivered QoS parameters.  Based upon this information and knowledge of existing CTAP allocations, QoSC-P can dynamically modify CTAP allocations so as to maintain contracted QoS.  QoSC-P can thus arbitrate between conflicting QoS needs, including maintenance of exiting QoS streams, modification of existing QoS streams, and new QoS stream requests, as channel conditions change.  QoS-D may be optional.  

The long-term QoS abstract architecture requires passing OTA (over the air) information between QoS parties.  For 3b expediency, fleshing out details can be left to a later effort, hence the “long-term” moniker.  The idea is that this is what we want the abstract architecture to be, but only parts of it will be implemented and/or supported in the current 3b effort.  

Near-Term QoS Abstract Architecture

The near-term QoS abstract architecture shown in Figure 2 is referred to throughout the remainder of the present document.  
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Figure 2:  Near-Term QoS Abstract Architecture
The near-term QoS abstract architecture differs from the long-term primarily in that OTA QoS control information is absent.  Further, only QoSC-S must actually be present – QoS-P and QoS-D are optional.  

In this scheme, QoSC-S monitors data delivery to collect QoS statistics and verify QoS contract compliance.  When QoSC-S detects contracted QoS is in jeopardy, it manipulates WPAN free variables
 to insure contracted QoS.  

Exactly what action QoSC takes will depend upon the set of QoS parameter goals being violated and the nature of the violations.  For example, if contracted QoS delay
 is in danger of being violated, not enough channel time has been allocated vis-à-vis the amount of data being sent and current channel conditions, with the result that data is backing up.  This could occur due to excessive retries or merely because more data is being sent than was contracted.  If the former, QoSC may initiate some form of interference mitigation, i.e., change channel (only in the long-term QoS abstract architecture), increase Tx power, drop down to a lower data rate, and/or increase channel time allocation.  If the latter, merely increasing channel time allocation will suffice or, depending upon QoS management policy, the excess data may be dropped (i.e., policed).  QoSC must discriminate these cases to choose appropriate remedial action.

QoSC must collect relevant statistics for delivered traffic to discriminations QoS violation cause.  Relevant traffic statistics may include throughput, reliability (dropped packets and number of retries histogram), latency, and jitter, all over various time frames.  In addition, QoSC may collect additional statistics relating to channel characteristics, such as SNR, LQI, and the like.  QoSC may also collect statistics via the MAC Channel Status command.

WPAN Free Parameters

One way of viewing the relationship of QoSC and the WPAN is shown in Figure 3.  
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Figure 3: QoSC-WPAN interaction
The QoSC modifies WPAN free and quasi-free
 parameters in an attempt to achieve QoS goals, i.e., keep the measured QoS parameters within specified bounds.  WPAN free and quasi-free parameters can include the following.

· MSDU fragment size.

· Tx power level.

· Data rate.

· Dynamic channel selection.

· Requested number, size, and spacing of CTA via CTRq/CTRqB parameters.

· ACK policy.

· Maximum number of retransmissions when ACK policy is Imm-ACK or Dly-ACK.

· Whether pseudo-static versus dynamic isochronous stream creation is requested.

· Piconet parameters such as superframe duration and superframe phase (starting location).

· Antenna selection when antenna diversity is available.

Where Should QoS Be Done?

It is certainly possible to do QoS at a variety of stack levels, from the MAC all the way up to the application.  However, there are two compelling reasons why most of the WPAN QoS functionality (i.e., the part of the overall, end-to-end QoS done by the WPAN) should be done in the MAC – timing and complexity.  

Timing has to do with how quickly QoSC can get WPAN QoS monitoring information (measured QoS parameters and channel conditions) and then perform its QoS function of adjusting WPAN free parameters as needed to maintain QoS.  Changing the various QoS free parameters can take differing amounts of time to accomplish, depending upon the particular free parameter.  Generally speaking, taking less time is better.  Doing WPAN QoS in the MAC gives the shortest time.

Complexity has to do with how involved the WPAN QoS machinations become.  Doing WPAN QoS at a level above the standardized MAC requires that a standardized MAC monitor SAP be exposed the higher-level WPAN QoS entity to provide the myriad monitoring information.  This unnecessarily stifles implementation innovation by limiting the monitoring/feedback information passed up. It will also be a very complex SAP.  Doing WPAN QoS above the standardized MAC also requires a standardized MAC control SAP be created to provide the higher-level QME the means to change the WPAN free parameters that must be modified to maintain contracted QoS.  The fact that some of the MAC parameters to be modified to maintain and manage QoS are only quasi-free parameters (control of them is share with other MAC entities) creates additional difficulty and complexity for the MAC control SAP.  Taken together, these complexity issues argue that the WPAN QME be the QoSC in the MAC.  

Standard Reference Model

Figure 4 proposes the standard reference model view of the near-term QoS abstract architecture.  The standard reference model (Figure 3) from 04/401r2 is shown with QoSC (includes all roll-specific aspects: QoSC-P, QoSC-S, and QoSC-D) resident in the MLME.  
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Figure 4:  Standard Reference Model with QoSC

The proposed partition of QoS-relevant functionality between FCSL/PAL, MAC/MLME, and PHY/PLME is as follows.

FCSL/PAL

· Pass-through, originator, or destination for stream QoS MLME primitives.

PNC MAC/MLME

· Allocates channel CTAP time.

· Makes dynamic channel selection decisions.

· Superframe size decisions.

· Superframe position decisions.

· Superframe partitioning (into CAP and CTAP) decisions.

DEV MAC/MLME

· Converts stream QoS MLME primitive requirements into CTRq.

· Rate factor.

· TU size.

· TU per superframe.

· Dynamic vs pseudo-static.

· ACK policy decisions.

· Mostly done in MAC/MLME, individual frames may influence.

· Maximum number of retries decisions.

· Mostly done in MAC/MLME, individual frames may influence.

· MAC-level MSDU fragmentation decisions.

· Collects channel quality information (e.g., FER and retry counts).

· Makes rate adaptation decisions.

· Makes transmission power decisions.

· Implements dynamic channel selection decisions.

· Makes source antenna diversity decisions.

PHY/PLME

· Implements transmission power decisions.

· Implements dynamic channel selection decisions.

· Implements rate adaptation decisions.

· Destination antenna diversity.

· Implements source antenna diversity decisions.

In addition to the usual non-QoS information needed to create a stream, the following QoS parameters must be specified in the create request, modify request, their respective confirmations, modify indication, and QoS status request’s confirmation.

· MaxThroughput:  Peak MSDU payload in KB/sec.

· MaxLatency:  Maximum time from source DEV MLME SAP to destination DEV MLME SAP, in msec.

· MaxJitter:  Maximum jitter in msec. (I’m unsure about this one; maybe just characterizing expected jitter is sufficient?)

· MaxDroppedFrames:  Reliability measured as maximum percentage of presented frames dropped. 

In addition to the normal QoS stream creation information, some applications can benefit from the ability to occasionally specify overrides for individual MSDU, such as adding additional retries for particularly important packets – MPEG2 I-frames and some kinds of control frames, for example.  

QoS Management Policy

When QoSC determines if it can fulfill a QoS stream creation request, it estimates the probability of being able to maintain the requested QoS.  If the probability is sufficiently high, QoSC grants the request; otherwise, it denies the request.  But what counts as “sufficiently high”?  Setting the value of this “sufficiently high threshold” parameter is an example of QoS management policy.  Another example of QoSC management policy is what to do when presented throughput exceeds contracted throughput; possible actions include discard excess frames (i.e., police the traffic), allocate more channel time to accommodate the additional traffic, or simply let contracted QoS parameters like latency fail.  

For current purposes, QoS management policy is outside the scope of the 3b effort.  

QoS & ACK Policy

Both ACK policy and maximum number of retries fall under the purview of QoSC.  The idea is that both ACK policy and maximum number of retries to be performed are among the free parameters QoSC has in its arsenal, parameters that can be manipulated by QoSC to achieve contracted QoS.  

Note that a policy of NoACK is never actually used on a directed stream with the near-term QoS abstract architecture.  This is because QoSC must collect reliability measurement data, and the only way to do that in the near-term QoS abstract architecture is to count how often ACKs fail to be received as the basis for estimating the current level of reliability being achieved.  The current level of reliability being achieved is then compared to the contracted QoS reliability.  If needed, QoSC increases the maximum number of retries (along with performing an “under the hood” increase in allocated channel time) to improve reliability.  If achieved reliability is higher than needed, QoSC can reduce the maximum number of retries (along with performing an “under the hood” reduction in allocated channel time) to increase channel utilization, reduce latency and reduce jitter.  

The closest QoSC comes, in the near-term QoS abstract architecture, to using No ACK is Imm-ACK with zero retries.  Note that in the long-term QoS abstract architecture, QoSC may actually use No ACK since QoS control signals from the destination DEV can indicate when the ACK policy needs to be changed from to Imm-ACK or Dly-ACK.

Conclusion

This document presented two proposed QoS abstract architectures, one near-term and one longer-term.  Motivation for the proposal was also presented.  

� In systems theory, a system’s free parameters are those variables that can be manipulated without constraint to control the system’s dependent variables.  For QoSC, free parameters are the aspects of the WPAN piconet QoSC can change to try to insure the QoS contract is satisfied.  The terms “free variable” and “free parameter” will be used interchangeably.  


� The terms ‘latency’ and ‘delay’ will be used interchangeably.


� Some WPAN parameters are subject to cooperative control by multiple entities.  For example, the decision to change to a better channel is arrived at cooperatively by both QoSC and the PNC.  Such WPAN parameters will be referred to explicitly as ‘quasi-free’ parameters.  Free and quasi-free parameters are referred to collectively as free parameters.





Submission
Page 

D. Kawaguchi, Symbol Technologies
Submission
Page 

Mike Rudnick


_1159871899.vsd
Dst DEV

�

PNC

�

QoSC-P�

QoSC-D�

o
o
o�

�

Src DEV

�

QoSC-S�

data�

WPAN Control�

WPAN Control�


_1159950142.vsd
�

Dst DEV

�

PNC

�

QoS Control�

QoSC-P�

QoSC-D�

�

o
o
o�

QoS Control�

�

Src DEV

�

QoSC-S�

data�

WPAN Control�

WPAN Control�

�

QoS Control�


_1159714591.vsd
�

WPAN�

QoSC�

& Channel Conditions �

�

WPAN Free Parameters�

Measured QoS Parameters�


