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	Abstract
	This contribution describes a set of assumptions which will be used for simulations of the proposed UWB PHYs.

	Purpose
	To solicit IEEE 802.15.SG3a members for reasonable assumption values regarding the simulation of the proposed PHYs. 

	Notice
	This document has been prepared to assist the IEEE P802.15.3a.  It is offered as a basis for discussion and is not binding on the contributing individual(s) or organization(s). The material in this document is subject to change in form and content after further study. The contributor(s) reserve(s) the right to add, amend or withdraw material contained herein.
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	The contributors acknowledge and accept that this contribution becomes the property of IEEE and may be made publicly available by P802.15.


Introduction

Ultra-wideband (UWB) radio communications have attracted growing attention due to its promising capability to provide high data rate with low cost and low power consumption [1], [2]. In February 2002, the Federal Communications Commission (FCC) allocated a spectrum from 3.1 GHz to10.6 GHz for unlicensed use of UWB devices [3]. This landmark ruling has greatly increased interest in commercial applications of UWB radio, and opened up new opportunities to develop UWB technologies alternative to the classical impulse radio approach in [4]. As a result, UWB is emerging as a viable solution for a short-range indoor wireless network. The IEEE 802.15 Task Group 3a has been developing a physical layer standard based on UWB technologies to support high data rate for wireless personal area networks (WPANs) [5]. At this point, two technical proposals, referred to as multi-band orthogonal frequency division multiplexing (MB-OFDM) and direct-sequence ultra-wideband (DS-UWB), are being considered as the final high-speed WPAN standard [5]. 

Being advocates of UWB technology, the authors would like to identify further research areas for improvement of capacity and range. The results of which will be shared with the IEEE both in the form of contributions to the IEEE 802.15.3 WPAN group and IEEE conferences/Journals as they become available. It should be noted that the authors had performed extensive experimental research of UWB channel characterization both in commercial and residential buildings; the outcome of which was presented to the IEEE 802.15.3.SG3a channel model committee subgroup (See [6]-[7]) and at IEEE journals and conferences (See [8]-[14]).

Understanding the channel makes it easier to evaluate a PHY (Physical layer), identify areas of improvement and propose solutions for optimum modes of operations. For this purpose, we have created a simulator using Matlab( and C codes capable of fully evaluating the communication link. However, the MAC layer is not included. If the members request the addition of the MAC to the simulations, we will include it in our simulations, if the MAC protocol becomes available to us. It is well understood that performance of any communication system is as good as the design and implementation of its PHY, therefore, the outcome of our simulation results should not mean that one technology is better than the other but merely identifying areas of improvement for optimum performance.

The remainder of this contribution is organized as follows: in Section 1 we define the channel model and its parameters. In Section 2, we define the common and individual key parameters for both PHYs. Section 3 and 4 list all of the assumptions used for development of the MB-OFDM and DS-UWB simulator, respectively. In section 5, we define basic simulation parameters for both technologies. 

1 Channel Model

1.1 IEEE Channel Model

The channel model is selected as recommended by IEEE 802.15.3a channel model subcommittee [15]. The model includes the path loss, shadow fading, and multitpath fading models. The path loss and shadow fading are assumed to be common to all the channel models, but four different multipath channel models are defined according to operating environments. The model is summarized below as

1. Path loss model: 
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where d: distance between the transmitter and receiver in meters,
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: Geometric center frequency with fmin and fmax denoting –10 dB cutoff frequencies of the power spectrum,

c = 3(108 m/sec: the speed of light.

2. Shadowing and multipath fading: Channel Model (CM) 1-4 [15]
· Impulse responses have delay resolution (sampling time) of 0.167 nsec (6 GHz). 
· Each model provides 100 different realizations of impulse response, which is available at [23].

· Every model incorporates a lognormal shadowing with standard deviation of 3 dB.
· The characteristics of these channel models are evaluated and documented in [15].
1.2 Application of IEEE Channel Model to MB-OFDM

The path loss is calculated based on the Band Group 1 of the MB-OFDM [17], [18], which means that fmin = 3168 MHz and fmax = 4752 MHz.

To apply the CM 1-4 to the MB-OFDM, we first decimate the original impulse responses in [15] to have sampling time of 0.631 nsec (=1/1584 MHz), since the total bandwidth of the MB-OFDM is 1584 MHz. Then, we extract impulse responses for three separate bands through complex filtering. Finally, we down-convert the impulse responses for the first and third bands to the baseband, and decimate impulse responses by three to get the final time resolution of 1.894 nsec (=1/528 MHz), which equals the sample duration of OFDM symbols. The characteristics of the resulting channel impulse responses are summarized in Table I. Note that each characteristic is average value of three bands.

1.3 Application of IEEE Channel Model to DS-UWB

The path loss is calculated based on the Lower Band of the DS-UWB [19], which means that fmin = 3100 MHz and fmax = 4850 MHz.

To apply the CM 1-4 to the DS-UWB, we just decimate the original impulse responses in [15] to have sampling time of 0.762 nsec (=1/1313 MHz), which corresponds to the chip duration for the piconet channel 1 of the lower band of DS-UWB [19]. The characteristics of the resulting channel impulse responses are summarized in Table II
Table I.  Characteristics of CM 1-4 for the MB-OFDM (sampling time = 1.894 nsec).

	Channel Model
	CM 1
	CM 2
	CM 3
	CM 4

	Environment
	LOS

0-4 m
	NLOS

0-4 m
	NLOS

4-10m
	Extreme

NLOS

	Mean excess delay (nsec)
	5.8
	10.5
	16.5
	30.4

	RMS delay spread (nsec)
	6.0
	9.0
	15.0
	25.0

	# of paths within 10 dB from peak
	5.2
	8.0
	10.4
	14.6

	# of paths with 85% energy
	4.8
	7.7
	11.4
	18.3

	Energy mean (dB)
	-0.8
	-0.6
	0.0
	0.3

	Energy standard deviation (dB)
	3.2
	3.1
	3.2
	2.8

	90th worst channel energy (dB)
	-5.04
	-4.85
	-4.11
	-3.26


Table II.  Characteristics of CM 1-4 for the DS-UWB (sampling time = 0.762 nsec).

	Channel Model
	CM 1
	CM 2
	CM 3
	CM 4

	Environment
	LOS

0-4 m
	NLOS

0-4 m
	NLOS

4-10m
	Extreme

NLOS

	Mean excess delay (nsec)
	5.1
	10.0
	16.2
	30.2

	RMS delay spread (nsec)
	5.0
	8.0
	15.0
	25.0

	# of paths within 10 dB from peak
	6.9
	10.9
	13.6
	21.1

	# of paths with 85% energy
	7.7
	13.4
	20.7
	35.1

	Energy mean (dB)
	-0.6
	-0.5
	0.0
	0.4

	Energy standard deviation (dB)
	3.3
	3.0
	3.2
	2.8

	90th worst channel energy (dB)
	-5.17
	-4.89
	-3.99
	-2.93


2 Simulation Assumptions for MB-OFDM and DS-UWB

2.1 Simulation Assumptions for MB-OFDM
The functional block diagram of the MB-OFDM transceiver on which our simulations will be based on is shown in Fig. 1:
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Fig. 1. Functional block diagram of the MB-OFDM transceiver
Simulations will be done using baseband signal models under the following assumptions.

1. All the system parameters are set to the same values as those in the current standard up to July 2004 [16]-[18]. Specifically, the OFDM parameters and parameters that determine transmit bit rate are duplicated in Tables III-IV.

Table III. MB-OFDM parameters used in simulations [16]
	Parameter
	Value

	Total number of subcarriers (N) 
	128

	Number of data subcarriers (NSD)
	100

	Number of defined pilot carriers (NSDP)
	12

	Number of guard carriers (NSG)
	10

	Number of total subcarriers used (NST)
	122 (= NSD + NSDP + NSG) 

	Number of NULL subcarriers (NNULL)
	6 (0th, 62-66th subcarriers)

	Subcarrier frequency spacing ((F)
	4.125 MHz (= 528 MHz/128)

	IFFT/FFT period (TFFT)
	242.42 ns (1/(F)

	Cyclic prefix duration (TCP)
	60.61 ns (= 32/528 MHz)

	Guard interval duration (TGI)
	9.47 ns (= 5/528 MHz)

	OFDM symbol duration (TSYM)
	312.5 ns (TCP + TFFT + TGI)


Table IV.  Supportable data rates and corresponding parameters of the MB-OFDM [16]
	Data Rate (Mbps)
	Modulation
	Code Rate
	Time

Repetition
	Frequency 
Repetition

	55
	QPSK
	11/32
	2
	2

	80
	QPSK
	1/2
	2
	2

	110
	QPSK
	11/32
	2
	1

	160
	QPSK
	1/2
	2
	1

	200
	QSPK
	5/8
	2
	1

	320
	QPSK
	1/2
	1
	1

	480
	QPSK
	3/4
	1
	1


2. Simulations will be done in a floating-point platform and therefore no quantization effect is included.

3. Single-link simulations without inter-piconet interference. Inter-piconet interference can also be considered, if requested.
4. Frame payload size is set to 1024 bytes.

5. Scrambling: side-stream scrambling [16].

6. Encoding: convolutional encoding with a generator polynomial (1338, 1458, 1758) and constraint length 7 [16]. The puncturing patterns in [16] are also implemented to get a set of code rates in Table IV. 

7. Interleaving: two-stage block interleaving [16].

8. Data modulation: Gray-mapped QPSK [16].

9. Preamble (packet synchronization sequence, frame synchronization sequence, and channel estimation sequence) as well as pilot symbols are implemented according to [16].

10. IFFT: data, pilot, guard, and null subcarriers mapped onto the IFFT input port according the rule in [16].

11. Prefix and guard interval insertion: 32 samples of zero-padded prefix and 5 samples of guard interval are appended to the IFFT outputs [16].

12. Windowing: windowing function is not implemented in the current simulator. Raised cosine window [24] or other types of windowing should be included in the future.

13. Transmit power is fixed to –10.3 dBm [16].

14. Assume 3.5 dB back off for the PA.
15. -10-dB cutoff frequencies = 3168 MHz, 4752 MHz (Band Group 1) [17], [18].

16. The received signal is assumed to be free from inter-symbol interference (ISI) due to frequency hopping. But, the inter-subcarrier interference (ICI) due to multipaths that exceed the prefix is included in the simulations.

17. The noise power per bit at the received signal is calculated as –174 + 10log10 (Bit Rate) [15], [16].

18. Noise figure of the receiver is assumed to be 6.6 dB [15], [16].

19. The following implementation loss is assumed and added up to the noise power: 2.5 dB for Bit Rate ( 200 Mbps, 3.0 dB for Bit Rate > 200 Mbps [16].

20. Timing and frequency synchronization: receiver is assumed to maintain perfect timing and frequency synchronization. Timing and frequency estimation algorithms should be incorporated in the future.

21. Prefix removal and cyclic addition: after removing 32 samples of prefix, 32 samples following the data part are added to the front part of the data, as suggested in [21].

22. FFT and data demodulation: After FFT on each OFDM symbol, data subcarriers are picked up for soft-decision QPSK demodulation.

23. Channel estimation: the receiver is assumed to know perfect channel coefficients. A practical channel estimation algorithm should be incorporated in the future.
24. Timing and frequency repetition combining: the repetitions are combined using maximal ratio combining (MRC).

25. Deinterleaving: inverse operation of the above-mentioned two-stage blocking interleaving.

26. Decoder: soft-decision Viterbi decoder with decoding depth (traceback length) = 35, 50, or 75.

27. No ARQ mechanism is included in the simulations.

2.2 Simulation assumptions for DS-UWB

The functional block diagram of the DS-UWB transceiver on which our simulations will be based on is shown in Fig. 2.
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Fig. 2. Functional block diagram of the DS-UWB transceiver
Simulations will be done using baseband signal models under the following assumptions.

1. All the system parameters are set to the same values as those in the current standard up to July 2004 [19], [20]. Specifically, the parameters that determine transmit bit rate for the lower band are duplicated in Tables V.
Table V.  Supportable data rates and corresponding parameters of the DS-UWB for the lower band [19]
	Modulation
	BPSK
	4-BOK

	Data Rate (Mbps)
	Code Rate
	Spreading Factor
	Code Rate
	Spreading Factor

	28
	1/2
	24
	N/A
	N/A

	55
	1/2
	12
	N/A
	N/A

	110
	1/2
	6
	1/2
	12

	220
	1/2
	3
	1/2
	6

	500
	3/4
	2
	3/4
	4

	660
	1
	2
	1
	4

	1000
	3/4
	1
	3/4
	2

	1320
	1
	1
	1
	2


2. Simulations are done in a floating-point platform and therefore no quantization effect is included.

3. Single-link simulations without inter-piconet interference. Inter-piconet interference can also be considered, if requested.
4. Frame payload size is set to 1024 bytes.

5. Scrambling: side-stream scrambling [19].

6. Encoding: convolutional encoding with a generator polynomial (658, 578) and constraint length 6 [19]. The puncturing patterns in [19] are also implemented to get a set of code rates in Table V.

7. Interleaving: convolutional interleaving [19].

8. Data modulation: BPSK [19].

9. Preamble (acquisition sequence, start frame delimiter, and training sequence) is implemented according to [19].

10. Spreading: spreading sequence in [19]. 

11. Pulse shaping filter: pulse shaping filter is not implemented in the current simulator, and so rectangular shaping is assumed. Square-root raised cosine filter should be included in the future.
12. Transmit power is fixed to –9.9 dBm [25].

13. Assume 3.5 dB back off for the PA.
14. -10-dB cutoff frequencies = 3100 MHz, 4850 MHz (Lower Band) [19]

15. The noise power per bit at the received signal is calculated as –174 + 10log10 (Bit Rate) [15].

16. Noise figure of the receiver is assumed to be 6.6 dB [15].

17. The following implementation loss is assumed and added up to the noise power: 2.5 dB for Bit Rate ( 220 Mbps, 3.0 dB for Bit Rate > 220 Mbps.

18. Timing and frequency synchronization: receiver is assumed to maintain perfect timing and frequency synchronization. Timing estimation algorithm should be incorporated in the future.

19. Channel estimation: the receiver is assumed to know perfect channel coefficients. A practical channel estimation algorithm should be incorporated in the future.

20. Chip matched filter (CMF) and rake receiver: Chip matched filer associated with pulse shaping filer should be implemented in the future. Rake receiver is assumed to collect signal energy in the 16 strongest paths by MRC. A searcher algorithm needs to be implemented.
21. Equalizer: a symbol-level decision feedback equalizer (DFE) is assumed as

· Training algorithm: recursive least squares (RLS).

· Training with a random data for 5 (sec. Training signal should be defined.
· The number of taps for each of the feed forward filter and feedback filter: 12 (110 Mbps mode), 24 (220 Mbps mode), 30 (500 Mbps mode).

· Hard-decision based DFE without iterations. We may need an iterative soft-decision DFE like the contribution given by John Mccorkle of freescale [reference is not known].
22. Demodulation: BPSK demodulation with soft-decision.

23. Deinterleaving: inverse operation of the above-mentioned convolutional interleaving.

24. Decoder: soft-decision Viterbi decoder with decoding depth (traceback length) = 35 or 50.

25. No ARQ mechanism is included in the simulations.

3 Simulator Structure

3.1 MB-OFDM Simulator Structure

1. Main input parameters: bit rate, channel model number, distance, piconet number, decoding depth

2. Initializations:
· Initialize fixed parameters (OFDM parameters, payload size, preamble sequences, encoder polynomial, interleaver size, and etc)

· Determine code rate, time and frequency repetition factors according to the bit rate

· Determine FH pattern corresponding to the piconet number

· Calculate transmit power per data symbol and noise power per data symbol, which includes thermal noise, noise figure, and implementation loss

· Calculate path loss corresponding to the distance, and incorporate it into 100 different channel realizations of the corresponding channel model

3. Iterations (250 iterations for each of 100 channel realizations):

Transmitter processing

· Generate a block (1024 bytes) of random data bits

· 16-bit CRC attachment (just for future extension) and scrambling

· Tail bits attachment (to return encoder zero state), and pad bits attachment (to align encoding blocks)

· Convolutional encoding and puncturing for a specific code rate

· Pad bit attachment (to align interleaver boundary)

· Two-stage block interleaving

· QPSK constellation mapping

· OFDM modulation

· Divide QPSK data symbol stream into OFDM symbol blocks

(Frequency repetitions are incorporated in this process)

· Map each symbol block into 128 subcarriers with inserting pilot and guard tones

· Get time-domain transmit samples through IFFT, and attach prefix and guard interval

· Repeat each OFDM symbol by time repetition factor

· Multiply the transmit power calculated in the initialization stage

Channel and receiver processing
· For each OFDM symbol

· Determine a band to transmit signal according to FH pattern

· Determine channel impulse response corresponding to the above band

· Convolve the OFDM symbol with the channel impulse response

· Add white Gaussian noise with power calculated in the initialization stage

· Prefix removal and cyclic addition of 32 samples

· OFDM demodulation by FFT, and channel compensation for each subcarrier

· Extract data subcarriers and MRC in the case of frequency repetition

· Concatenate the OFDM symbols and MRC in the case of time repetition

· QPSK constellation demapping (soft decision)

· Deinterleaving

· Insert dummy zero bits for the case of code puncturing

· Viterbi decoding

· Descrambling

· Bit and frame error check by comparing transmit and receive bit sequences

4. Outputs: Average and 10% outage bit error rate, average and 10% outage frame error rate.
3.2 DS-UWB Simulator Structure

1. Main input parameters: bit rate, channel model number, distance, piconet number, decoding depth

2. Initializations:
· Initialize fixed parameters (payload size, preamble sequences, spreading codes, encoder polynomial, interleaver size, number of rake fingers, DFE parameters, and etc)

· Determine chip rate and center frequency according to the piconet number

· Determine code rate, spreading factor, and spreading code according to the bit rate

· Calculate transmit power per data symbol and noise power per data symbol, which includes thermal noise, noise figure, and implementation loss

· Calculate path loss corresponding to the distance, and incorporate it into 100 different channel realizations of the corresponding channel model.

3. Iterations (250 iterations for each of 100 channel realizations):

DFE training

(Training uses the below chain from BPSK modulation to BPSK demodulation)

Transmitter processing

· Generate a block (1024 bytes) of random data bits

· 16-bit CRC attachment (just for future extension) and scrambling 

· Tail bits attachment (to return encoder zero state), and pad bits attachment (to align encoding blocks)

· Convolutional encoding and puncturing for a specific code rate

· Attach pad bits to compensate for the interleaver latency

· Convolutional interleaving

· BPSK modulation

· Multiply the transmit power calculated in the initialization stage

· Spreading to get transmit chip sequence

Channel and receiver processing
· Determine channel impulse response corresponding to this iteration

· Convolve the transmit chip sequence with the channel impulse response

· Add white Gaussian noise with power calculated in the initialization stage

· Despreading and rake combining

· Decision feedback equalization

· BPSK demodulation

· Deinterleaving

· Insert dummy zero bits for the case of code puncturing

· Viterbi decoding

· Descrambling

· Bit and frame error check by comparing transmit and receive bit sequences

4. Outputs: Average and 10% outage bit error rate, average and 10% outage frame error rate

Conclusion

We have presented a set of assumptions for the simulation parameters of the UWB technologies. The simulation results shall give better insight for further research problems and guide the standard body in selection of reasonable solutions to overcome them. In that light, the authors request feedback from the IEEE 802.15.3a standard committee in the form of email on the reflector or direct email to the contributors their opinion(s) about this effort and the a assumptions. The authors thank the members in advance for their time in reading this contribution and their guidance in selection of these parameters.
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