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Please look for this string for the Portland meeting:

Update for July meeting Portland Or
The document has been updated with requested homework from 

the Anaheim meeting.

=============================================

MCTA

Problem:

All MCTA shall be directed to or from PNC. This prevents peer-to-peer transmission of commends, such as probe and announce if CAP is not used.

Solution:

In 8.4.3.3 page 182 line 17

Management CTAs (MCTAs) are identical to CTAs except that the PNCID is either the SrcID or the DestID in the CTA and the stream index is set to the MCTA stream index, 7.2.5.
Discussion:

The change will allow the PNC to set up MCTA to periodically allow transmission of commands to any other peer by setting the CTA destination to BCSTID, or to in some fashion rotate the MCTA among all permutations of member DEV pairs.

Note:

This change automatically allow open MCTA to be BCST-BCST and implies that Slotted Aloha shall be used, see 8.4.3.4.

Update for July meeting Portland Or:

Impact, check all clauses mentioning MCTA.

5.3.5 – p 17 l 19

Current: “MCTAs are a type of CTA that is used for communications between the DEVs and the PNC.”

Change: “MCTAs are a type of CTA that is allocated to a DEV after association. It is mainly used for sending commands”

5.3.11 – OK

6.3.2.2 – OK

6.3.3 + subs – OK

7.2.1.4 – OK

7.2.5 – OK

7.3.1 + subs – OK

7.5.6.1 – p 146 l 36

Current: “In the case where the DEV is requesting a specific MCTA interval, 8.4.3.3, the stream index shall be set to the MCTA stream value, 7.2.5.”

Add: “The DEV may use the target Id list to specify if it desires MCTA directed to BcstId or to PNCId”

7.5.6.1 – p 147 l 21

Current: “If the CTRqB is for an MCTA interval, only the CTA Rate Factor field and stream index shall be interpreted by the PNC. All other fields except the stream index and num targets fields shall be set to zero.”

Change: “If the CTRqB is for an MCTA interval, only the CTA Rate Factor field, stream index Num Targets and Target Id list shall be interpreted by the PNC. All other fields except the stream index and num targets fields shall be set to zero. If Num Targets is set to 0, the destId shall be interpreted as the PNCId. If Num Targets is set to 1, the PNC may use the Target Id as the destId of the MCTA. No other values of Num Targets shall be legal”

8.3.1 – OK

8.4.3.1 – OK

8.4.3.2 – OK

8.4.3.3 – p 182 l 17

Current: “Management CTAs (MCTAs) are identical to CTAs except that the PNCID is either the SrcID or the DestID in the CTA and the stream index is set to the MCTA stream index, 7.2.5.”

Change: “Management CTAs (MCTAs) are identical to CTAs except that the stream index is set to the MCTA stream index, 7.2.5.”

8.4.3.3 – p 182 l 38

Current: “A DEV may request the frequency of MCTA allocations by sending a Channel Time Request command,

7.5.6.1, to the PNC with the stream index set to the MCTA stream index, 7.2.5, and the CTA Rate Factor, 7.5.6.1, set to the DEV's desired interval for uplink MCTAs, the Num Targets field set to one and the Target ID field set to the PNCID.”

Change: “A DEV may request the frequency of MCTA allocations by sending a Channel Time Request command,

7.5.6.1, to the PNC with the stream index set to the MCTA stream index, 7.2.5, and the CTA Rate Factor, 7.5.6.1, set to the DEV's desired interval for uplink MCTAs. The Num Targets and Target Id fields may be set to 0 for MCTA directed to the PNC or the Num Target may be set to 1 and the Target Id field to BcstId for broadcast MCTA.”

8.4.3.4 – OK

8.4.3.5 – OK

8.5.1.1 – OK

8.5.1.2 – OK

8.11.2 + subs – OK

8.13 + subs – OK

8.15 – OK

9.3.3 – OK

C.2.1.7 – OK

D.7.3.2 – OK

Benefits:

Implementation simplicity of PNC: If you have N DEV you may for instance allocate this way:

[Beacon N] [Uplink MCTA bcst DEV N] [CTA…] [Downlink MCTA bcst]

Many other schemed possible, such as having downlink MCTA first after beacon Uplink at another place that gives the PNC a reasonable time to handle requests and respons within one or a few superframes. The PNC may also allocate directed MCTA or open MCTA (bcst2bcst)

Throughput: Most FCSL protocol or other command frames are short and fits in a limited size CTA like the MCTA is supposed to be. Allowing peer2peer communication without reservation of this kinds of frames significantly reduces latency. 

Open Asynchronous timeslot

Problem:

The current reservation scheme introcuces latency especially for DEVs that rarely uses asynchronous data but demands a short latency when needed. The CAP can be used for this reason but a feature for non CAP DEVs is desirable.

Solution:

New clause 8.5.2.3 Open Asynchronous Channel Time (OCTA)

“The PNC may reserve channel time for asynchronous data to be shared among DEVs. This is done by assigning CTA blocks with SrcId=BcstId, DestId=BcstId and StreamIndex=0xFF. Access to an Open Asynchronous CTA shell be done by using Slotted Aloha, see 8.4.3.4.”

“A DEV may request that the PNC assigns Open Asynchronous Channel Time with certain intervals by sending a Channel Time Request command, 7.5.6.1, with DestId set to BcstId and Stream Index set to 0xFF”

“The PNC shall respond with a CT response command indicating its OACT policy. The policy may change based on the DEV’s request. The PNC may also reject the request if OACT is not supported by setting the reason code to ‘request denied’. A request is considered successful if any OACT interval is allocated”

“A DEV should indicate that is no longer needs OACT by sending a CT request with the Stream Index set to oxFF and all time fields set to 0. The PNC may use all requests and terminations to determin when OACT allocation is needed”

“The PNC shall with certain intervals announce its OACT policy by using the CTA status IE. DestId and SrcId shall be set to BcstId and StreamIndex shall be set to the OACT Stream Index”

“A DEV may ask the PNC for the current OACT policy by sending a probe with the Information Request field set to CTA Status IE and the Request Index set to 0xFF”

Change Table 51, CTA status request in probe shall be allowed for a DEV.

For clause 7.2.5:

add Stream Index 0xFF, Open Asynchronous Channel Time

Discussion:

There is a multitude of ways to handle bcst2bcst, but using a new scheme base on the currently reserved stream index 0xFF with Slotted Aloha as access method seems to have the least impact. We could also keep using stream index 0, but then we have to figure out a way to separate a normal async reservation from this new scheme. Maybe a new bit would work.

<merge with 04/230-16>

Piconet Announcements:

Problem:

The current piconet announcement scheme is a major pain to implement. It’s inefficient and will cause great latencies in getting to necessary information for address translation out to all DEVs. A much better scheme is to rotate association IE’s. It is done by putting one assocIE for a DEV in every beacon and keep rotating them. Any rotation scheme could be used, for instance more than one in every beacon. The current association and disassociation rules shall still be maintained, the only new thing is that the PNC keeps issuing assocIEs. The new scheme allows for very simple PNC implementations that rotates MCTA and association IE over n beacons where n is the current or maximum allowed number of members in the piconet.

Solution:

In 8.3.3

The PNC shall may broadcast the piconet information using the PNC Information command, 7.5.4.2, after a DEV becomes a member of the piconet.
“The PNC shall announce all members by sending one or more association IEs in the beacon. The association IE for every member shall be issued periodically throughout the DEV’s membership in the piconet. The period between two announcements shall not exceed mBroadcastDEVInfoDuration. The exact scheme of association IE rotation is implementation specific”

Update for July meeting Portland Or:

Benefits:

Simplicity of PNC implementation. A beacon of fixed size can be rotated with one assoc IE per member DEV in each beacon. No need to allocate extra CTA downstream from PNC on the fly which is very tricky to implement. The complexity is drastically reduced if the PNC can provide all necessary piconet information in the beacon.

Accuracy of data. For efficiency reasons the broadcast announcments cannot be allocated too often. By putting the assoc-IE in every beacon you will have a constant update of membership status of all peer DEVs with a worst case latency corresponding to the amount of members times the superframe duration.

Impact, check all clauses mentioning announcements etc.

None. The only fields missing is System Wake Beacon Interval and

PNC capabilities in figure 62 of 7.5.4.2. None of them are of any 

interest to peer DEVs.

The only possibly interesting bit in fig 62 vs fig 31 of association IE

is the following:

Assoc IE: DEV status, 1 bit Association Status = {associate:disassociated}

PNC information: DEV Info utility: 1 bit Membership status =

{ Authenticated: Not Authenticated }

Solution: Merge into one field:

DEV membership status [Reserved:6 | Authenticated:1 | Associated:1]

Use same octet in both. Solved!
Scanning:

Problem 1:
While scanning a channel we want to have a reasonable probability of receiving a beacon. Scanning for only one max SF duration is to short.

Solution:

Redefine mMinChannelScan to 4 * mMaxSuperframeDuration in 8.15, Table 60.
<only informative. Jay against.>

Problem 2:

We have a channel rating list to select the best channel but no way to rate PNC’s. Due to distance variations one PNC (such as a child or neighbor) on a channel may be received “better” (as defined by Phy) than another PNC.

Solution:

In Table 6, page 31, PiconetDescription, add a new parameter SignalRating, Phy specific.

This will allow us to select a PNC based on RSSI, range or other phy specific qualifier.

<relative quality? – Radio Measurement Group 802.11k>

Update for July meeting Portland Or

802.11k only measures dBM. It measures during CCA Active and CCA Passive or different time intervals and creates value tables for both. This can be used to calculate SNR. Our radio experts suggests that it would be better to just use SNR as value. The method of obtaining SNR would be Phy dependent. The fact that one DEV’s SNR may be different from another’s doesn’t matter, since a DEV is only interested in comparing signals from other transmitting sources.

Solution: See above. The SignalRating field could be renamed to SNR.

802.11k also has a multitude of frame interchanges to obtain statistics and measurements from other DEVs. Non of them are related to this particular problem and I don’t think that they would provide enough value to add into the standard. I would leave to the user to exchange radio specific information between DEVs if the implementer has a specific need.

Problem 3: <copied from Bill’s email>

Currently either a scan is an open scan with no specified PNID and BSID or else both BSID and PNID are specified.  There are many cases where a device may know the BSID but not the PNID, so scan would be much better if scan could be for either PNID or BSID or both. 

Solution: 

Replace the boolean "Open Scan" Parameter in the MLME-SCAN.request with a ScanForBSID boolean and also a ScanForPNID bit.  

<booleans or enumeration of open, bsid, pnid, both>

Bridging support

Problem:

802.15.3 decided to use 8 bit DEVIDs in the header instead of full MAC addresses.  This is fine for addressing within a piconet, but it limits the ability to do bridging between piconets or other 802 networks.  In order to do bridging, a  full MAC source and destination addresses are required.  Since bridging is a layer 2 function and not a higher layer function it is appropriate to deal with it at the MAC layer.  

Solution:

802.15.3 Add a frame format that has fields for encapsulated headers or encapsulated MAC addresses.  There are currently 3 reserved frame types.  This proposed solution adds a new frame type "Encapsulated Data Frame" as frame type 101 to Table 39.  The first octet of the Encapsulated Data Frame identifies the format of the encapsulated frame.  Proposed options:

0x00 - 802.15.3 Encapsulated Frame (contains 64 bit MAC addresses)

0x01 - Ethernet Frame (contains an Ethernet header)

Discussion:

The change will allow full MAC addresses to be transmitted within 802.15.3 frames to enable bridging between 802.15.3 and other 802 protocols.  
<Bill write use case, talk to Peter Johanson>

Update for July meeting Portland Or

Bill Shvodian will submit a separate document on this issue. Closed in this document.

Multicast:

Problem:

The current multicast scheme is identical to broadcast and has therefore rendered a lot of criticism from the IP community.

Solution:

No complete solution, still working on this:

802.16 is not suitable, will look into HL2.

Basic requirements, absolute musts:

A DEV shall be able to join and leave a Mcst group.

A DEV shall be able to request CT directed to a Mcst group.

A CTA shall be possible to have a Mcst group as destination.

PNC shall announce Mcst groups.

A member of a Mcst group shall listen to the McstId in addition to its DEVID.

There shall be unique McstId for different groups.

A DEV shall be able to ask another DEV to join its Mcst group. The dest may decline.

Advanced requirements, maybe out of scope:

Using Mcst group as source for limited contention

Using “rotating ACK scheme”, e.g. asking for ACK from one DEV for a frame to a Mcst group. Different DEV’s “probed” at different times.

Security may be tied to a Mcst group (or maybe a subnet is better?).

Notes: in the current standard, both child piconets and DSPS is actually more like multicast than what we call multicast. It is possible we could build on these rather than defining a new scheme from scratch. Pros/cons?

<more than one mcstid needed. Proposal needed. Work with James, John S, Bill>

Update for July meeting Portland Or

Copy of email sent about this subject to the 3B reflector on 6/8/2004

The key to multicast reception is the receive filter.

The rx filter is likely a low level implementation, possibly HW.

From an implementation standpoint you want this function to be

quick and easy since you want to avoid utilizing internal

resources, such as receive buffers, for any frame that you intend

to discard.

For this reason I'm sceptic to any other implementation than

comparing the dest Id to a list of DEVID you intend to receive.

It is fairly easy to have a list, such as

[PNCID, MyDEVID, McstID1, McstId2] and compare that to only

one octet in the header.

If you want to have two lists, such as destId and StreamId it

gets more complicated since you may have overlaps and additional

logics to figure out from two lists and two fields in the header

if you intend to discard or receive a frame.

Looking at the standard we were foresighted enough (or lucky?) to

anticipate this. 7.2.3 Says that DEVID 0xED - 0xF6 shall be

reserved for future use. Here we have 10 addresses perfectly usable

as multicast ID's. Hence we can address frames and also use

dest and src in the CTA as a McstId. The old McstId 0xFD could

either be kept or put back on the reserved heap. It really serves

no purpose as currently defined .

We don't need more than 10 McstId. Let's be realistic!

The methods to join and leave and initiate Mcst groups could be

similar to the DSPS frame interchanges.

The Bcst2Bcst discussion could be extended to cover McstId(n)2McstId(n),

with the same functionality.
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