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1. Introduction

This document proposes various changes to IEEE Std 802.15.

2. Clarifications

This section proposes suggested clarifications to the standard with the goal to assure interoperability among different vendors.

2.1.  PNC must support all possible stream indexes

2.1.1. Issue

The standard should clarify that the PNC must support all 256 possible stream indexes.  This is necessary because one manufacture may do so and a PNC from another vendor must be able to accept a handover from this first PNC, including active stream information.

2.1.2. Suggested Changes

2.2.  Interframe Spacing Requirements

2.2.1. Issue

The standard should clarify when a specified inter-frame spacing is to be considered a “minimum” value and when a specified inter-frame spacing is to be considered an exact value. For example, the SIFS between a data frame and a corresponding ack frame needs to be 10us in order to prevent the sender of the data from resending the data. However, the SIFS between the ack frame and the next data frame sent is a minimum value. For example, the source of the data may not have another data frame to send until 20us after the ack was received. Clarify MIFS is a minimum value (with limits within an extended beacon) and that RIFS is a minimum value.

2.2.2. Suggested Changes

2.3.  Max Frames Field of Dly-ACK Frame

2.3.1. Issue

The standard should clarify the definition of the Max Frames field in the Dly-ACK frame because it could be interpreted in two different ways.

 

Interpretation #1:  The maximum number of frames a source DEV can send before it requests a Dly-ACK from the destination DEV. For example, if Max Frames is six, the source DEV can always send six frames in each Dly-ACK burst, including both retransmitted frames and new frames.

 

Interpretation #2:  The maximum number of frames the destination DEV can store, implying that the source DEV can never attempt to send more frames than the destination DEV can store considering the fact that the destination DEV must send received frames to higher layers in order. In other words, after sending the first six frames, the next transmission will be one to six frames depending on which frames were received correctly at the destination. For example, if the first of the original six frames was not received correctly, the next transmission could only contain one frame, because 5 receive buffers are occupied with frames 2 through 6. If the 3rd frame of the original six was not received correctly, the next transmission could contain at most four frames (a retransmission of the original 3rd frame plus 3 new frames).                                                                                                                                                                                              

2.3.2. Suggested Changes

2.4.  DEV Use of CTA

2.4.1. Issue

The standard currently indicates that a DEV can send a frame to any destination DEV in any CTA assigned to it. The standard should clarify that, in the case of isochronous stream data, a stream between the source and destination DEV must exist. Or, in other words, clarify that a DEV cannot send a frame to a destination DEV using a stream index that the destination DEV is not aware of.

2.4.2. Suggested Changes

Clause 8.4.3.2:

The source DEV may also send a frame to a destination DEV in any CTA assigned to that source even if the destination DEV is different that that indicated in the CTA block, provided the source DEV has determined that the destination DEV will be receiving in that CTA, as described in 7.4.11. , and, if sending a data frame for an isochronous stream, provided a stream exists between the source DEV and target DEV.
2.5.  Retransmission of Broadcast/Multicast Frames

2.5.1. Issue

The standard should clarify whether or not a DEV may transmit duplicate broadcast/multicast data MPDUs in a stream.  A DEV may want to do this to improve reliability of MPDU receipt.  If this is allowed, then each DEV must implement duplicate detection for broadcast/multicast MPDUs.  If this is not allowed, then a DEV need not implement duplicate detection for broadcast/multicast MPDUs.

2.5.2. Suggested Changes

2.6.  MSDU Number for New Stream

2.6.1. Issue

The standard should clarify what the first MSDU number is when a new stream is started. This has an impact on the requirements for duplicate detection. Is the MSDU number always reset to zero, or does the MSDU number continue from the last time the stream index was assigned?

2.6.2. Suggested Changes

2.7.  Adjustable Xmit Power in CTA

2.7.1. Issue

The standard should clarify that the transmit power used between two devs in a CTA is not restricted by the Max Tx Power broadcast in the beacon. 

2.7.2. Suggested Changes

2.8.  Conflicting ACKPolicy’s 

2.8.1. Issue

The standard should clarify that the ACKPolicy field in a MAC-ISOCH-DATA.request for a stream overrides the ACKPolicy specified in a MLME-CREATE-STREAM.request for the stream.

2.8.2. Suggested Changes

3. Amendments

This section proposes amendments to the standard with the goal to improve the standard or simplify implementation of the standard.

3.1.  Imm-ACK Frame used in place of Command Response

3.1.1. Issue

The developers of the 802.15.3 standard made the decision to use Imm-ACK frames in the place of Response command frames for certain message exchange sequences. This was done when the Response command would not contain any payload data. 

Our thinking was likely along the lines of “if the Response command has nothing in it, why not just use the Imm-ACK as the Response and don’t bother to define a command frame that doesn’t contain any payload data anyhow.” 

The problem with this logic is a Response command frame, even if it has no command payload data, indicates to the source device that the Request command was received AND processed. An Imm-ACK frame can only ever indicate that the Request command was received because it is unlikely the Request command could ever be processed fast enough to generate the Imm-ACK 10 microseconds after the Request command was received.

3.1.2. Suggested Changes

The solution to this problem is to define an explicit Response command frame for each message exchange scenario where an Imm-Ack frame is used in place of Response command. If this is done, all Imm-ACK frames shown in Clause 8 MSCs can be removed because that does not provide additional information.

3.2.  PNC Allocation of Stream Indexes

3.2.1. Issue

The PNC allocates a unique stream index value for each isochronous stream in the piconet. The current requirement is that the PNC assign an unused value other than the asynchronous stream index to a new stream. There is no other requirement on how a stream index should be assigned. For example, if the PNC has assigned stream indexes 0x01, 0x02 and 0x03, and stream 0x01 is terminated, the PNC may use stream index 0x01 for the next stream created.

An amendment is proposed where the PNC would be required to “cycle through” all available unused stream indexes before re-assigning a stream index that was already assigned. 

Because this is a radio system, commands between devices can be lost for various reasons. Therefore, it is reasonable to expect that at times DEVs is the system may not have consistent information about which streams are currently active in the system. If the PNC is allowed to immediately reuse a stream index, it is possible that the stream index could be used before all DEVs in the piconet are aware that the previous stream with that same stream index has been terminated. This could lead to many unforeseen problems.

If the PNC cycled through all available stream indexes, it is significantly less likely that the PNC would ever reassign a stream index very shortly after the termination of a previous stream with the same stream index.

3.2.2. Suggested Changes

3.3.  Stream Index 0xFF

3.3.1. Issue

Currently, stream indexes 0x01 through 0xFC plus stream 0xFF are available to the PNC for assignment to isochronous streams. Stream indexes, 0x00, 0xFD and 0xFE are currently special stream indexes reserved for special purposes.  In an implementation, it would be more practical to have a single contiguous range of stream indexes of 0x01-0xFC available for allocation to isochronous streams. Therefore, an amendment is recommended to reserve stream index 0xFF for future use. 

3.3.2. Suggested Changes

Clause 7.2.5:

The Stream Index field reserved values are:

— 0x00 reserved for asynchronous data.

— 0xFD reserved for MCTA traffic.

— 0xFE reserved for unassigned streams

— 0xFF reserved for future use.
3.4.  PNC Allocation of DEVIDs

3.4.1. Issue

The PNC allocates a unique DEVID value for each associated DEV in the piconet. The current requirement is that the PNC assign any unused DEVID. The only other restriction is stated in clause 8.3.1:

“the PNC shall not reuse the same DEVID of that DEV until at least two times the ATP duration for that DEV has passed.”

Because this is a radio system, commands between devices can be lost for various reasons. Therefore, it is reasonable to expect that at times DEVs is the system may not have consistent information about which DEVs are currently associated in the system. If the PNC is allowed to reuse a DEVID relatively quickly, it is possible that the DEVID could be reused before all DEVs in the piconet are aware that the previous DEV with the same DEVID has been disassociation. This could lead to many unforeseen problems.

An amendment is proposed where the PNC would be required to “cycle through” all available DEVIDs before re-assigning a DEVID that was previously assigned.

3.4.2. Suggested Changes

3.5.  Randomize First DEVID Assigned by PNC

3.5.1. Issue

From clause 8.3.1:

“The device IDs (DEVIDs) shall be assigned in sequence (increasing order) by the PNC except when PNC wishes to use a DEVID that was freed up after a DEV has left the piconet.”

If all PNCs allocate DEVIDs starting with DEVID 0x01, then this increases the likelihood of confusion in the case where piconets overlap. This is especially true during a point in to time where two piconets are using the same PNID (before one of the PNCs changes its PNID). Allowing a PNC to randomize the starting DEVID would significantly decrease the likelihood of DEVID reuse between overlapping piconets.

3.5.2. Suggested Changes

3.6.  IEs Unchanged Bit

3.6.1. Issue

In many situations, channel time allocations from superframe to superframe will remain unchanged. However, currently, a DEV is required to decode and process all channel time allocation IEs for each beacon frame received. 

An amendment is proposed where a new bit is defined in the MAC header for beacon frames that indicates when the IEs for a particular beacon frame are unchanged from the previous beacon transmitted. If a DEV receives a beacon frame with this bit set, and the DEV correctly received the previous beacon frame, the DEV can skip decode and processing of the IEs in the current beacon.

3.6.2. Suggested Changes

3.7.  Beacon IE Restrictions

3.7.1. Issue

The standard contains the following requirement from clause 8.6.2:

“The PNC shall send CTA IEs, BSID IE, and the Parent Piconet IE, if present, only in the beacon frame and not in any of the broadcast Announce commands.”

In an implementation it will be complicated and difficult for a PNC to know, when it is considering whether or not to grant a DEVs stream creation request, whether or not granting that request would cause the above requirement to be violated.

3.7.2. Suggested Changes

Clause 8.6.2:

The PNC shall send CTA IEs, BSID IE, and the Parent Piconet IE, if present, only in the beacon frame and not in any of the broadcast Announce commands.

3.8.  Re-requesting Denied Channel Time

3.8.1. Issue

If denied DEVs continuously request channel time they are not going to receive then the PNC may become overwhelmed denying requests. An amendment is proposed where the standard specifies how quickly a DEV can re-request channel time if the PNC denies a request for channel time.

3.8.2. Suggested Changes

3.9.  Clause 7.4.16, Piconet Services IE

3.9.1. Issue

The minimum length value is listed as 2. This does not match the fields in the IE or the fact that Clause 8.3.2 discusses sending Piconet Services IEs with a length of both 0 and 1.

3.9.2. Suggested Changes

3.10.  Missing Association Response Reason Code

3.10.1. Issue

When the PNC receives the first Association Request command from a DEV, it sends an MLME-ASSOCIATE.ind to the PNC DME for processing. The PNC MLME should time this out and if the PNC DME does not respond, the PNC MLME should send an Association Response command to the original requester indicating that the PNC was too busy to response to the request. There is currently no Association Reason Code to handle this situation.

3.10.2. Suggested Changes

Clause 7.5.1.2:

The valid values of the Reason Code are:

— 0 –> Success

— 1 –> Already serving maximum number of DEVs

— 2 –> Lack of available channel time to serve the DEV

— 3 –> Channel too severe to serve the DEV

— 4 –> PNC turning off with no PNC capable DEV in the piconet

— 5 –> Neighbor piconet not allowed

— 6 –> Channel change in progress

— 7 –> PNC handover in progress

— 8 –> Association denied

— 9 –> PNC Busy

— 10–255 –> reserved
— 9–255 –> reserved

3.11.  Missing Disassociation Reason Code

3.11.1. Issue

If an associated DEV receives a Beacon with a Dev Assoc IE indicating that it is disassociated, it is likely that the DEV and PNC have gotten out of synch due to a lost command over the air. The DEV should accept the information as correct and disassociate itself from the piconet. There is no Disassociation Reason Code to handle this situation.

3.11.2. Suggested Changes

Clause 7.5.1.3:

The valid reason codes are:

— 0 –> ATP expired

— 1 –> Channel too severe to serve the DEV

— 2 –> PNC unable to service DEV

— 3 –> PNC turning off with no PNC capable DEV in the piconet

— 4 –> DEV leaving piconet

— 5 –> DEV association IE received indicating disassociated

— 6–255 –> reserved 

— 5–255 –> reserved

4. MLME Interface Issues and Inconsistencies

4.1.  Capabilities of PNC’s Data DEVID

From Clause 8.2.2:

"When the piconet starts, the PNC allocates an additional DEVID to itself for the purposes of exchanging data with other DEVs that become members of the established piconet."

In order for other DEVs in the Piconet to know the DEVID of the PNCs data component, the PNC must include Dev Info for its data DEVID in broadcast PNC Information commands.

The Dev Info for a DEVID includes Dev Capabilities such as SupportedDataRates and PreferredFragmentSize.

Normally, when a DEV associates with a PNC, its Dev Capabilities are received from the DME via the MLME-ASSOCIATE.request primitive. However, in a PNC, this primitive is not used. Furthermore, the Dev Capabilities of the PNCs data DEVID are also not passed down from the DME with the MLME-START.request. It is the MLME-START.request primitive that instructs a DEV to start a piconet and allocate a data DEVID to itself. Therefore, there is nothing specified in the standard that explains how the PNC obtains this information corresponding to its data DEVID.

4.2.  Assignment of DEVIDs

From Clause 8.2.2:

"When the piconet starts, the PNC allocates an additional DEVID to itself for the purposes of exchanging data with other DEVs that become members of the established piconet."

The PNC MLME is supposed to automatically associate a data DEV and assign it a DEVID to it. When other DEVs in the piconet associate, it is the PNC DME that assigns DEVIDs. This is inconsistent.

4.3.  SrcIDs for MLME Requests

The PNC maintains two separate DEVIDs. The first is always the PNCID and the second is a data DEVID the PNC assigns to itself for data communications. All MLME request primitives contain only a TrgtID and lack a SrcID because the SrcID is always assumed to be known. However, because the PNC actually has two possible SrcIDs, there may be MLME requests that require the SrcID to be specified so that the MAC/MLME functionality knows which SrcID to put in a generated command.

For example, any time a DEV receives a Channel Status Request command it is to respond to the source of the command with a Channel Status Response command. When the source of the Channel Status Request command is the PNCID, the values in the Channel Status Response command shall correspond to all frames exchanged by the DEV with other DEVs in the piconet. When the source of the Channel Status Request command is the non-PNC DEVID, the values in the Channel Status Response command shall correspond to the frames exchanged between source DEV and the target DEV.

If the PNC always broadcasts a Channel Status Request command when the SrcID is the PNCID, and directs the command to a specific DEV when the SrcID is the PNC’s data DEVID, then there is no issue. The MAC/MLME functionality can easily determine which SrcID to use in the Channel Status Request command based on the TrgtID received in the MLME-CHANNEL-STATUS.request primitive. 

However, if it was intended that the PNC could send a directed Channel Status Request command from the PNCID, then the MLME-CHANNEL-STATUS.request primitive would require a SrcID parameter so that the MAC/MLME functionality knew which SrcID to use for the Channel Status Request command. 

All MLME request primitives should be analyzed to see if there is a need to include a SrcID parameter. For clarity and flexibility, it may be worthwhile to add a SrcID parameter to all MLME request primitives, relieving the MAC/MLME functionality from any responsibility to determine the SrcID to use in a generated command. 

4.4.  MLME-CREATE-STREAM.ind

In the MSCs showing stream creation, the target of a stream is not shown to generate an MLME-CREATE-STREAM.ind when it receives a Beacon with a CTA indicating it is the target of a stream. If the DME of a target Dev DME can issue an MLME-TERMINATE-STREAM.req, then it would follow that the DME should be informed of stream creations.

4.5.  PNC Information command

The PNC Information command conveys information about the DEVs associated with the Piconet and their individual capabilities.

From clause 8.3.1:

“After the association process is complete, the PNC broadcasts the PNC Information command as described in 8.3.3.”

From clause 8.3.3:

“The PNC shall broadcast the piconet information using the PNC Information command, as described in 7.5.4.2, after a DEV becomes a member of the piconet. <text omitted> In addition, the PNC shall send the piconet information for each of the DEVs that are a member of the piconet and any neighbor PNCs that are associated in the piconet at least once every mBroadcastDEVInfoDuration via a PNC Information command.”

In clause 8.9.1 it is shown that a DEV in the piconet may request a PNC Information command by sending a PNC Information Request command to the PNC. At the PNC, the MAC/MLME is shown sending an MLME-PNC-INFO.indication to the DME and an MLME-PNC-INFO.response from the DME to the MAC/MLME. This would imply that it is the PNC DME that maintains the information concerning the DEVs associated in the piconet and their capabilities.

If the PNC DME maintains the information that is put into a PNC Information command, then in all situations where a PNC Information command is sent by the PNC, the sending of the PNC information command should be initiated from a MLME primitive from the PNC DME to the PNC MLME/MAC. This would include both the PNC Information command sent by the PNC immediately after a DEV association and the periodically broadcast PNC Information commands.

Furthermore, if the PNC DME maintains the information about the DEVs associated with the piconet and their capabilities, then the PNC DME must be involved with the allocation of channel time in response to any channel time request. For example, if a source DEV requests an isochronous stream to target DEV at a particular data rate the PNC must verify that both the source and target DEVs are associated. The PNC must also verify that both the source and target DEVs are capable of supporting the requested data rate. 

Despite this fact, clause 8.5, channel time management, does not shown the PNC DME involved in processing channel time requests in any way. Clause 8.5 is written as if it is the PNC MAC/MLME that maintains the information about the DEVs associated with the piconet and their capabilities.
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