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1. Introduction
1.1. Terminologies
AIML
Artificial Intelligence/Machine Learning

CSI
Channel State Information
DL

Downlink
UHR
Ultra High Reliability
UL

Uplink
1.2. Background information
Artificial Intelligence/Machine Learning (AIML) algorithms have made significant progress and are being applied in many domains, including medical diagnosis, speech recognition, computer vision, and integration of vision and control for robotics. In addition, AIML algorithms are emerging as important components in many applications such as autonomous driving, language translation and human-machine interactions. 
Traditional AIML techniques are based on a centralized model which requires exchanging a large amount of data between data sources and a centralized server. More recently, less centralized AIML algorithms such as federated learning have been developed that will allow more analysis at the source and reduce the amount of data that need to be exchanged, though the expected amount of exchanged data remains significant. With the prevalence of wireless networks and communications, much of the exchanged data is expected to be carried through wireless networks, such as IEEE 802.11 WLAN networks. 
Studies have shown that AIML algorithms can help improve the performance for wireless communication networks, by providing better resource usage, lower energy consumption, higher reliability and more robustness to a changing environment. As these algorithms become more mature and cost effective, WLAN may leverage AIML for enhanced network performance and user experience. 

In May 2022, the IEEE 802.11 Working Group (WG) has approved the forming of the AIML Task Interest Group (TIG) by the following motion [1]:
Motion 5: TIG Re: AI/ML use in 802.11

Approve formation of a Topic Interest Group (TIG) to:

(a) describe use cases for Artificial Intelligence/Machine Learning (AI/ML) applicability in 802.11 systems and 
(b) investigate the technical feasibility of features enabling support of AI/ML. 
The TIG is to complete a report on this topic at or before the March 2023 session. 
This technical report is the final report of the AIML TIG to the IEEE 802.11 WG detailing various AIML use cases discussed during the AIML TIG. For each use case, a number of Key Performance Indicators (KPIs) have been identified and requirements and technical feasibility analysis have been provided. 
2. AIML Use cases for IEEE 802.11
Note: use cases potentially can be organized into different categories

Note: use cases potentially can identify KPIs

2.1. Use case 1: CSI feedback compression 
In 802.11ax [1] and the draft of 802.11be [2], the AP initiates the sounding sequence by transmitting the NDPA frame followed by a NDP which is used for the generation of V matrix at the beamformee. Upon the receipt of the NDP from the beamformer, the beamforee applies a compression scheme (i.e., Givens rotations) on the V matrix and feeds back the angles in the beamforming report frame. 

It is indicated in [4]  that higher number of spatial streams has been an inevitable trend in WiFi for more than a decade. The prelimilary results [4] 

 REF _Ref118889476 \r \h 
[5] 

 REF _Ref118889495 \r \h 
[6] show that MIMO with a large number transmitter antennas and a large number of spatial streams (e.g., 16 spatial streams) offer remarkable system performance gains on both SU-MIMO and MU-MIMO cases. Multi AP (MAP) may be one potential feature in the next 802.11 generation, e.g. UHR [7] - [10] . Large number of spatial streams combined with MAP feature may further increase the sounding feedback airtime overhead if coordination between APs (e.g., joint transmission/reception, coordinated beamforming) is applied.  Large amount of overhead or prolonged sounding procedures may negatively impact the latency and limit the system performance. Therefore, there is a need to reduce the CSI overhead especially when the number of transmitter antennas goes higher or multiple APs perform joint or coordinated transmission. 

Some studies (e.g., [11] 

 REF _Ref118797712 \r \h 
[12] 

 REF _Ref118983623 \r \h 
[13] 

 REF _Ref118988666 \r \h 
[14] ) have shown that AIML can efficiently reduce the CSI feedback and improve the system throughput. For example, motivated by the nature that the CSI may fall into different clusters due to the channel similarity of nearby STAs, iFOR algorithm [11] applies the unsupervised learning, K-mean, to the CSI compression to classify the angle vectors which are derived from V matrix. Simulation results show that for a 8x2 SU-MIMO, iFOR uses around 8% of the number of bits required by the existing feedback mechanism (802.11ax) and boost the system throughput by up to 52%. In [12] , another unsupervised learning, Deep Neural Network Autoencoder (DNN-AE) is applied to CSI angle vectors and further compresses the derived angles (LB-SciFi) by leveraing the compression capability of DNNs. Experimental results show that LB-SciFi reduces the feedback overhead by 73% and increases the network throughput by 69% on average.

This use case proposes to apply AIML technique to CSI feedback schemes to reduce the CSI overhead with minimum loss of PER performance.

KPIs considered in this use case are proposed as follows:

1) Number of feedback bits per subcarrier group

2) Achieved PER  

a) Both SU-MIMO and MU-MIMO cases need to be considered

3) Additional AIML overhead compred with compression saving 

a) One example is the ratio between the number of additional bits required by AIML process (including data used for model training/inference [15]  the model parameters, the additional signaling) and the number of bits saved by the CSI feedback scheme. In this example, if the data used for model training that is performed by the AP fully relies on the legacy CSI report, then the additional AIML used for model training/inferencemay be 0.

4) Computation complexity/Latency:

a) Additional delay or computation is introduced by AIML processing

Eveluation methodology needs to be established. 
2.2. Use case 2: AIML Model Sharing
2.2.1. Use case description

The generation and refinement of AIML models require a large amount of information exchange depending on a number of factors, such as AIML model users (such as APs and non-AP STAs) and network deployment, device computation power, and the AIML model generation schemes. Traditionally, AIML models as well as the training data required for AIML model training are exchanged as application data and may severely burden wireless networks on which such information exchange is carried, such as the IEEE 802.11 WLANs. In addition, the existing wireless network protocols may not be able to support some applications that rely on AIML models due to stringent latency and reliability requirements.
Assuming that devices participating in AIML-based operations can be both STAs and APs, efficient AIML model distribution is essential for the success of AIML-based operations as well as for the performance and user experience of IEEE 802.11 WLANs in the centralized learning and federated learning scenarios below:
1) Centralized learning or centralized AIML model generation/refinement
In this scenario, STAs provide training data to a central point, e.g., an AP, or a server, where the global AIML model is generated and refined. The central point, which may be the AP, subsequently distribute the global AIML model to all STAs, in DL.

2) Distribued learning or distributed AIML model generation/refinement
In this scenario, all participating devices, such as STAs or APs, are capable of computing AIML models and share data to all participating devices so that each device can train the global model locally. This scenario is considered to be unlikely for the IEEE 802.11 networks since it requires a large amount of data to be exchanged over the air and also requires high computation power at each device.
3) Federated learning or hybrid AIML model training/refinement
In this scenario, all participating devices, such as STAs or APs, are capable of computing AIML models and generating their local models and subsequently:

i) share their local models to a central point, such as the AP or a central server, likely in the UL, and the AP or central server generates a global model using the received local models as input and distributes the global model to all participating devices, likely in the DL; 
ii) share their local models to all participating devices, likely in UL and peer-to-peer, and all participating devices generate the global model using the received local models as input.
Additionally, IEEE 802.11 WLANs are expected to carry the traffic which distributes AIML models anyway, and these models are not limited to AIML models that are used to enhance performance and user experience for the WLANs, and can be AIML models that are  used for other applications such as autonomous driving, video compression, human-machine interface, etc. 
Wireless transmissions in IEEE 802.11 WLANs to distribute information are by nature broadcast and such broadcast nature should be leveraged for more efficient distribution of AIML models. IEEE 802.11bc, which has entered SA balloting process, has specified Enhanced Broadcast Services (EBCS), which includes both UL and DL broadcast services for the cases in which APs and STAs are associated and for the case in which they are not, provides a good set of baseline technology for efficient AIML model distributions. 
2.2.2. KPIs

KPIs considered in this use case include:
1). AIML model distribution airtime reduction: the medium occupation time consumed using newly designed AIML model distribution protocols as compared to traditional designs that distribute AIML models through the application layer data
2) additional overhead used for AIML model distribution: the additional medium occupation time consumed which is needed to enable and manage the new AIML model distribution protocols
2.2.3. Requirements
The performance of any newly designed AIML model distribution protocols shall provide medium occupation time saving including any medium occupation time required for overhead signalings compared to traditional designs that may distribute AIML models through the application layer data.
2.2.4. Technical Feasibility Analysis 

2.2.4.1. Standards Impact
The following standards impacts are expected:
· Architecture that enables AL/ML model sharing: architecture changes are expected to allow AIML models to be shared on the MAC Layer
· Signaling and protocols related to AIML model sharing support/capability indication

· Signaling and protocol related to AIML model sharing management

2.2.4.2. Technical feasibility
IEEE 802.11bc has defined UL and DL EBCS services for STAs and APs, either associated or unassociated, which provides a good set of tools for efficient AIML model sharing and distribution in IEEE 802.11 WLANs. Given the standards impact provided in the previous section, it is expected that specification for a new design of efficient AIML model distribution protocols should be accomplished with a reasonable timeline.
2.3. Use case N
3. Requirements and Potential features analysis (high level)

3.1. Requirements
3.1.1 RequirementsUse case 1: CSI feedback compression
1. Performance should follow the guidiance below:

a. CSI airtime reduction: achieve aritime reduction of CSI feedback over 802.11be for a given Nr x Nc MIMO, where Nr is the number of rows in the compressed beamforming feeedback matrix, Nc is the number of columns in the compressed beamforming feedback matrix.

b. Additional overhead used for AIML process: minimize the additional overhead used for AIML process. Additional overhead may include the data used for AIML model training/inference [14],the model parameters and additional signalling. The data used for AIML model training/inference [14] can reuse the legecy CSI report data.

c. Packet Error rate (PER): guarantee minimum SNR loss compared with 802.11be to achieve the target PER (e.g., 1% and/or 10%) at a given MCS in all types of channels [16] .

d. Computation complexity/Latency: minimize the additional computation complexity or latency required by the AIML process
3.2. Potential features analysis

4. Technical feasibility analysis
4.1. Standards impact
4.1.1 Use case of CSI feedback compression
The standard impact may include:

· Additional signaling (e.g., between AP and non-AP STAs) required by AIML process 

4.2. Technical feasibility
4.2.1 Use case of CSI feedback compression
The following metrics will be studied:

1) Data availability  and accesibility: There are some STAs that are able to use the data to perform AIML model training and/or inference[15] . The data used for model training and/or inference shall be accessible for these STAs. 

· AP/edge computing based AIML: Data may be collected from non-AP STAs. The legeacy 802.11 CSI reports may be used as training data.

· Device computing based AIML: Data should be available at all STAs that support AIML process.

2) Hardware/software capability: The STAs that use AIML to generate the AIML enabled CSI feedback compression shall have the hardware and software capability to support AIML algorithm(s).

· AP/edge computing based AIML [17] : Extra data and model (e.g., model parameters) exchange may be required to support AP/edge computing based AIML. However, computation is not expected to be located at AP or edge computing resources for which higher computation capabilities is expected.

· Device computing based AIML [17] : STAs that support AIML may be required to have extra computation capability. Extra data and model (e.g., model parameters) exchange between STAs may also be required to support device computing based AIML.

5. Summary
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