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Abstract

This document describes the TGay evaluation methodology. As appropriate, it reuses elements from the .11ad evaluation methodology (09-11-296r16). Since .11ay Use Cases span a wide spectrum, the simulation scenarios can be very large. An approach needs to be adopted by the TG to limit the number of simulation scenarios to something manageable while addressing all the requirements. For each system level simulation, key simulation parameters and corresponding performance characteristics should be identified. Proposals will be evaluated based on how well they deliver against the identified performance characteristics. 
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Introduction
The evaluation methodology defines conditions for functional requirements compliance, PHY performance, and a limited set of simulation scenarios and comparison criteria for evaluating proposals.  
1 Conditions for Functional Requirement Compliance

1.1 Point-to-point link simulation
Synthetic test case to demonstrate compliance with requirements in [1], requirement 11ay.
1. Two stations

a. STA 1 is source

b. STA 2 is sink

2. traffic from STA1 to STA2
a. protocol: UDP

b. offered load: infinite

c. MSDU size: 8 Kbytes
3. PHY channel impulse response and pathloss model (Use Usage Model document as the base)
a. (Indoor) home living room
b. (outdoor) backhaul – at least street level backhaul
c. Ultra Short Range (USR)
d. Outdoor access (MU-case)

e. Wearables
4. Meet 11ay requirement in [1]: throughput measured at the MAC layer is at least 20 Gbps.
1.2 Power Efficiency

Per STA Energy per Transmit Bit

The metric of per STA energy per transmitted bit, measured in units of joules per bit, is defined as the total energy consumed by a STA divided by the total number of successful data bits transmitted by the STA.

Per STA Energy per Receive Bit

The metric of per STA energy per received bit, measured in units of joules per bit, is defined as the total energy consumed by a STA divided by the total number of successful data bits received by the STA.

Energy Efficiency Ratio (EER)

Energy efficiency ratio is defined as the ratio of average energy consumed during one successfully exchanged data bit between STAs using any new proposed power save mechanism over the baseline power save mechanism.
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The values for voltage and current should be defined as it was done in Power Model Parameter table 14/980r10.
2 PHY Performance
The criterion for comparison of PHY characteristics are PER vs. SNR curves for different operation modes and different modulation and coding schemes of the system.
2.1 PHY Channel Impulse Response
In order to calculate PER vs. SNR curves, decoupling of the channel impulse response and path loss characteristics of the general channel model is required as follows:
a) channel impulse response (CIR) is to be normalized on an instantaneous basis (packet-by-packet). Instantaneous normalization of the CIRs is performed after application of beamforming
b) standardized antennas
Several models are proposed below and depending on the simulation scenario one of the proposed models will be chosen. Also, it is proposed that the SISO and SU-MIMO models below be used for Link Level Simulations while the MU-MIMO model will be for System Level Simulation.
2.1.1 SISO

2.1.1.1  Antenna configuration:

 i.      Steerable antenna model with 300 main lobe beamwidth and -20 dB back lobe (legacy from 11ad, basic antenna model for channel model development)

 ii.     Phased antenna array with rectangular geometry of M by N elements, (this antenna can be used for collecting the CIRs/SNRs data base and then using it as a golden set for PHY performance verification)

2.1.1.2 Antenna combinations:

 i.      Omni TX to omni RX (viable for LOS short range applications with definition for omni as for one element of the array)

 ii.    Omni TX to directional RX, directional TX to omni RX (applied for control PHY only with TXSS/RXSS beamforming)

 iii.   Directional TX to directional RX (this is a basic one applied for high rate SC/OFDM PHY transmission)

2.1.1.3  Polarization types:

 i.      Linear at both sides (V-V or H-H)
ii.      Circular for Access Point (AP) and single linear for user (V or H)
2.1.2 SU-MIMO

2.1.2.1 Antenna configurations, phased antenna array is assumed, maximum configuration is 4 x 4:

I. 2 x 2 configuration: single array with single polarization type (V or H), creates MIMO spatial diversity by steering two beams in different directions (reflections), NLOS (optional)
II. 2 x 2 configuration: single array with dual polarized antenna (each array has V and H polarized elements), creates MIMO diversity using polarization, LOS, NLOS (used as baseline)
III. 2 x 2 configuration:  two arrays separated by the distance of d = 30 cm (typical laptop’s lid  edge length) with identical linear polarization (V or H), creates MIMO diversity exploiting antennas separation, LOS NLOS (use as baseline)
IV. 4 x 4 configuration: assumes combination ofii and iii (optional)
V. 1 x 2 configuration: single array with single polarization type (V or H) at the one side and single array with dual polarization type (V and H) at the another side (use as baseline)
2.1.2.2 Antenna combinations:

I. Directional TX to directional RX (mandatory)

2.1.2.3 Polarization types:

I. Linear single polarization: V or H identical at both sides (mandatory)

II. Linear dual polarization: V and H at both sides (mandatory)

III. Circular for Access Point (AP) and single linear for user (V or H), (optional)

IV. Circular for AP and dual polarization for user (V and H), (optional)
2.1.2.4 SNR definition
The Signal to Noise Ratio (SNR) in MIMO case is introduced for the three dimensional channel matrix or tensor. The corresponding matrix is defined as follows:
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where index i defiens transmit antenna, j index defines receive antenna, k is a time index, NTX is the total number of transmit antennas, NRX is the total number of RX antennas, and Ntaps is the length of the channel impulse response realization in time.

The total channel power for the ij link can be claclualted as follows:
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The power matrix P can be defined with the ij entities equal to Pij. An average SNR per receive antenna (assuming unity transmit power per each stream) can be defined as follows:
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where ||P||2F defines squared matrix norm introduced above and σ2 is a noise variance.

Channel space-time matrix introduced above (Hi,j,k) is to be normalized on an instantaneous basis (packet-by-packet) by ||P||F. Instantaneous normalization of the CIRs is performed after application of beamforming.

2.1.3 MU-MIMO 
Refer to section 3.2.1.
2.2 Hardware impairments

2.2.1 phase noise of single path: 
a. model
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b. parameters

· PSD(0) =  -90 dBc/Hz

· Pole frequency fp = 1 MHz

· Zero frequency fz =  100 MHz

· Corresponding PSD(infinity) = -130 dBc/Hz
c. impairment is modeled at both transmitter and receiver
2.2.2 Phase noise of multiple paths: a common oscillator and multiple (M>1) independent frequency multipliers for each path (RF structure is shown in the following figure).
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a. phase noise
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where 

· PN(m) is the output of phase noise in the mth path LO, LOm ;

· PN0 is the output of LO signal after ideal frequency multiplier 
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 is the independent noise in the mth path which is caused by frequency multiplier and is assumed to be white noise with PSD = -130 dBc/Hz  

i.e.,

b. model
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where PSD0(f) equals the PSD(f) described in 1a above.

2.2.3 PA non-linearity model: 
a. Rapp AM-AM
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b. Modified Rapp AM-PM
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c. CMOS PA model parameters

· AM-AM
·  g = 4.65

·  Asat = 0.58
·  s = 0.81

· AM-PM
·   = 2560

·   = 0.114

·  q1 = 2.4

·  q2 = 2.3

d. Calculate backoff as the output power backoff from full saturation:  

· PA Backoff = ­10 log10(Average TX Power/Psat)
· Disclose: (a) EIRP and how it was calculated, (b) PA Backoff
· Note: a PA Backoff equal to 8 dB for OFDM and 0.5 dB for single carrier is recommended.
2.2.4 carrier frequency offset and symbol clock:
a. fixed carrier frequency offset of  –13.675 ppm at the receiver, relative to the transmitter
b. The symbol clock shall have the same relative offset as the carrier frequency offset
c. Downlink multi-user simulations for all comparisons except offset compensation shall be run using a fixed carrier frequency offset selected from the array [N(1) ,N(2),……,N(8) ], relative to the transmitter, where N(j) corresponds to the frequency offset of the j-th client and is randomly chosen from [-20,20] ppm with a uniform distribution. 
2.2.5 Transmitter and receiver I/Q imbalance: 

a. Imbalance model
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b. distortion coefficients
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2.3 Comparison Criteria

2.3.1 PER vs. SNR curves 

a. all MCS’s

b. channel impulse responses from channel model document
i. AWGN
ii. home living room

iii. office conference room
iv. enterprise cubicle
v. indoor large area – Classroom, hotel lobby, etc
vi. USR

vii. Outdoor backhaul

viii. Outdoor Multi-User

ix. Wearables

c. antenna combinations for each channel model: (antenna models for outdoor and outdoor Backhaul cases)
i. Omni TX to omni RX; LOS
ii. Omni TX to directional RX; NLOS
iii. Directional Tx to omni Rx 
iv. Directional TX to directional RX; NLOS
v. Directional TX to directional RX; LOS (USR, outdoor backhaul)

d. Antenna combination for MIMO and MU-MIMO (TBD)
i. single array with single polarization type
ii. single array with dual polarized antenna
iii. multiple arrays separated by the distance of d = 30 cm with identical linear polarization
iv. …
e. simulations must include:
i. all impairments outlined in 2.2
ii. timing acquisition on a per-packet basis
iii. preamble detection on a per-packet basis
3 System Evaluation

3.1 General 

3.1.1 Traffic Models

Full buffer model is baseline – users always have DATA to send and receive.

This model could represent sufficiently well the requirements for the high throughput traffic:

· Lightly compressed video

· Backhaul traffic

· Local file transfer

· Productivity docking

· Hard disk file transfer

· gaming
For more complex scenarios, more realistic traffic modelling should be used.

A more realistic FTP traffic model may be used based on [7] to better represent traffic in specific scenarios.  Specific parameters are TBD. 

Traffic models are described in appendix 1

	Traffic
	Subtype
	Description
	Rate, Mbps (Average/Peak)
	Packet Error Rate
	Jitter, ms
	Delay, ms

	Video
	Video Lightly Compressed† 
	HD, 1920x1080 pixels, Motion JPEG2000[3]
	150
	1.00E-07
	20
	20

	
	
	VHD, 4k*2k, Motion JPEG2000
	600
	1.00E-07
	20
	20

	
	
	UHD, 8k*4k, Motion JPEG2000
	2400
	1.00E-07
	20
	20

	
	
	3D VHD, 4kp, Motion JPEG2000
	900
	1.00E-07
	20
	20

	
	
	3D UHD, 8kp, Motion JPEG2000
	3600
	1.00E-07
	20
	20

	Outdoor backhaul
	
	
	20000
	3.00E-07
	30
	30

	Productivity docking
	Monitor 4K lightly compressed 
	 
	300/1500
	 
	10
	10

	
	Monitor 5K lightly compressed 
	 
	500/2700
	 
	10
	10

	
	Monitor 8K lightly compressed 
	 
	1600/8000
	 
	10
	10

	
	USB HID
	 
	100
	 
	10
	10

	
	USB total
	 
	8000
	 
	NA
	NA

	
	Ethernet 
	 
	2000
	 
	NA
	NA

	
	Mobile to mobile 
	 
	8000
	 
	NA
	NA

	
	combined wireless link
	2 monitors+USB+Ethernet
	13200
	 
	10
	10

	Gaming
	First-person Shooter
	Like CS and games in Xbox 360
	20
	1.00E-03
	10
	10

	
	Real-time strategy
	 
	0.08
	1.00E-02
	40
	40

	
	Turn based games
	 
	0.005
	1.00E-02
	400
	400

	
	Interactive real-time gaming (assumption)
	 
	100
	1.00E-03
	100
	100

	Internet Access
	FTP
	 
	200
	1.00E-03
	100
	100

	
	Internet Browsing
	 
	0.2
	1.00E-03
	50
	50

	
	Twitter & Facebook
	 
	20
	1.00E-03
	50
	50

	
	IM
	 
	0.2
	1.00E-03
	50
	50

	
	VoIP
	 
	0.02
	1.00E-03
	50
	50

	
	High-def audio
	 
	0.05
	1.00E-02
	10
	10

	
	Online Videos
	 
	20
	1.00E-03
	20
	20


3.1.2 Comparison Criteria

1. goodput (aggregate and per flow)

a. average

2. delay (per flow)

a. average

b. # of packets that exceed delay requirement

3. packet loss rate (per flow)
Provide description of PHY abstraction & antenna model

Provide description of scheduling algorithm
3.2 PHY-layer system level evaluation

The main intention of the PHY-layer system level simulations is to estimate the performance of MU-MIMO technique in different environments. The scenarios with the growing complexity of environment and therefore channel conditions are proposed. Three scenarios can be distinguished:

· Open area – minimal number of passes (rays). Only one-two rays give significant impact.

· Street canyon – the number of significant rays increases upto four. Azimuthal diversity of these rays gives significant impact to the channel.

· Hotel lobby – the environment causes a big number of significant rays.

The consideration of these scenarios will allow to fully estimate the capabilities of MU-MIMO mode and to develop the appropriate scheduling and beamforming algorithms.
3.2.1 Common parameters and assumptions

For all system level scenarios the infrastructure network is planned. The BSS layout and STAs drop areas are scenario specific. Dropped STAs associate to APs from which they receive the highest signal power. 
3.2.1.1 Antenna configurations

The following types of antenna elements are considered for APs and STAs:

· Omnidirectional. Element gain = 3dBi 

· Directional. The Gaussian radiation pattern with the following parameters is considered: 
· Element gain = 5dBi
· Horizontal/Vertical beamwidth = 80°/80°
· Front-to-back ratio= 25dB
The following antenna configurations are applied:

AP:  

I. Phased antenna array with 8x16 directional elements (8 rows by 16 columns of directional antenna elements) – baseline. 

II. Phased antenna array with 8x32 directional elements (8 rows by 32 columns of directional antenna elements) – optional. 

III. Phased antenna array with 8x64 directional elements (8 rows by 64 columns of directional antenna elements) – optional. 

STA: 

I. 1 omnidirectional antenna element – mandatory. 

II. Phased antenna array with 2x8 directional elements – mandatory 

Two options for the antenna array modeling are considered:

· Partially adaptive phased antenna array (modular antenna array - MAA) with hybrid RF beamforming for elevation beamsteering and fine BB beamforming in horizontal plane

· The fully adaptive phased antenna array (FAA). Each antenna element can transmit independent signal with complex weights, allowing adaptive beamforming without limitations. This model can be used only to evaluate the upper bound of possible performance 
3.2.1.2 Frequency reuse

APs, equipped with directional antenna arrays, are able to provide service in one sector. Frequency reuse pattern for the sectors is applied. Nch non-overlapping channels each with 2.16 GHz bandwidth allocated similar to the 802.11ad standard give the following considerations: 

· Frequency reuse-Nch. Each AP operates in only one of Nch channels. 

· Frequency reuse-1. Each AP can operate in the whole band using all Nch channels
3.2.1.3 Channel model

The 802.11ay channel models described in [1] are used. Each simulation scenario has the corresponding channel model.
3.2.1.4 MIMO modes

Only MU-MIMO is assumed. The maximal number of MU streams at the AP is 16 with no more than 1 stream per each STA.
3.2.1.5 PHY layer abstraction

The following physical layer abstraction is recommended.

The physical layer abstraction method is based on the Mean Mutual Information per coded Bit (MMIB) metric [2] and includes two steps (see Fig. 1.1.5-1)
1. Calculation of MMIB metric for the given post-processing SINR values corresponded to each of N subcarriers transmitting the transport block.

2. MMIB to BLER mapping
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Figure 1.1.5-1: Illustration of physical layer abstraction method.
The first mapping function can be defined as
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 is the mutual information (MI) per bit function for subcarrier n, m is the modulation order, N is the number of subcarriers. The MI functions for each modulation can be found in Table 1.1.5-1
Table 1.1.5-1: MI functions for different modulations
	Modulation
	MI Function
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	16 QAM
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Here the function 
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For MMIB to BLER mapping the AWGN reference fitting curves for each MCS obtained from PHY layer simulations can be stored. The alternative way is to approximate these curves with a parameterized function, e.g. by Gaussian cumulative function, where only two parameters for each MCS should be stored - X1 and X2:
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3.2.1.6 Performance metrics
1. Average AP throughput 

2. Average user throughput

3. 5 percentile value of the user throughput CDF
4. The average number of users, served in MU-MIMO.
5. User throughput CDF

6. Post-processing SINR CDF

7. Chosen MCS histogram

8. The number of MU-MIMO streams histogram

3.2.2 PHY-layer SLS scenario 1: Outdoor open area deployment
Open area simulation scenario resembles the sparse environment with no closely spaced high buildings, such as park areas, university campuses, stadiums, outdoor festivals, city squares or even rural areas.

The hexagonal BSS layout with Ncells is considered with wrap-around [4]. Three APs with differently oriented mmWave antenna arrays (each serving its own 120° sector) are placed at the centre of the hexagons to provide 360° service. Such a deployment creates the 3*Ncells serving areas where the STAs are dropped as it is shown in Figure 1.2-1.

To estimate the range of possible system performance two limiting cases of AP densification or, in other words, two cases of interference environment are considered:

· “Isolated cell”. In this case APs are dropped so rarely that we can neglect interference between them and estimate the mmWave network performance through simulating only three APs of a single cell.

· “Dense deployment”. In this opposite extreme case APs deployment has maximal density with the hexagonal structure and therefore the maximal inter-cell interference between APs is achieved.

Frequency reuse-3 is preferable as it reduces the interference impact. At the same time for some cases (e.g. Isolated cell scenario) Frequency reuse-1 can provide better system performance from the spectral efficiency point of view.

	
	Frequency reuse-3
	Frequency reuse-1

	Hexagonal deployment
	
[image: image32.emf]1

8

15

2

9

16

11

18

3

10

17

6 13

20

7

14

21

5 12

19

1

2

3


	
[image: image33.emf]1 8

15

2 9

16

11

18

3

10

17

6

13

20

7 14

21

5

12

19

1 8

15

2 9

16

11

18

3 10

17

6

13

20

7 14

21

5

12

19

1

8

15

2

9

16

11

18

3

10

17

6 13

20

7

14

21

5 12

19

1 2

3

1 2

3

1 2

3



	Isolated cell
	
	


Figure 1.2-1: Open area scenario deployment.
	Parameter
	Value

	Environment description
	hexagonal deployment (mandatory):

· Three APs (antenna height - 6m) each serving its own 120° sector are placed at the centre of the hexagons 

· Inter-Cell Distance (ICD) = 100m

Isolated cell (mandatory):

Isolated cell deployment is obtained by taking a single cell from the Dense hexagonal deployment as it is shown in Figure 1.2-1

	Channels allocation
	Frequency reuse-3 (mandatory)

Frequency reuse-1 (optional)

	STAs location
	STA (antenna height – 1.5m) are placed randomly (uniform distribution) within the Ncells cells considering predefined number of STAs (NSTA) per cell sector

NSTA = 50

Dense deployment: Ncells = 7 (NAP = 21) – mandatory,      Ncells = 19 (NAP = 57) – optional

Isolated cell: Ncells = 1 (NAP = 3)

	Channel model
	Open Area Outdoor Hotspot Access channel model [1]


3.2.3 PHY-layer SLS scenario 2: Street canyon
The street canyon simulation scenario represents typical urban environment: streets with pedestrian sidewalks along the high-rise buildings. The access link between the APs on the lampposts and the STAs at human hands is modeled in this scenario. 
The scenario is described by two buildings which are separated by road and two sidewalks. The APs are mounted on the lampposts along the sidewalks on the defined distance from the road. The STAs are dropped uniformly along the sidewalks.

Deployment geometry is summarized in Table 1.3-1 and Figure 1.3-1

Two APs are mounted at each lamppost serving two sectors (frequency reuse-2) along the sidewalk. The antenna arrays broadsides directions of these APs is 30° and 150° to the street canyon direction at the one side of the street and -30° and -150° to the street canyon direction at another side (see Figure 1.3-2).

Interference environment assumptions:

· “Isolated BSS” case. Only one lamppost with two mounted APs is considered.

· “Multi-BSS deployment” case. For this case a number of lampposts with mounted APs should be simulated considering wrap-around as it is shown in Figure 1.3-2

· 
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· Figure 1.3-1: Street canyon scenario geometry

	Parameter
	Value

	AP height, Htx
	6 m

	STA height, Hrx
	1.5m

	AP distance from nearest wall, Dtx
	4.5 m

	Sidewalk width
	6 m

	Road width
	16 m

	Street length
	100 or 300 m

	AP-AP distance, same side
	100 m

	AP-AP distance, different sides
	50 m

	Road and sidewalk material
	asphalt

	Road and sidewalk (r
	4+0.2j

	Ground roughness standard deviation σg
	0.2 mm

	Building walls material
	concrete

	Building walls (r
	6.25+0.3j

	Building walls roughness standard deviation σw 
	0.5 mm
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Figure 1.3-2: AP sectors in the Street canyon simulation scenario 
	Parameter
	Value

	Environment description
	Deployment geometry is summarized in Table 1.3-1 and Figure 1.3-1

Two APs are placed at each lamppost at height.

	Channels allocation
	Frequency reuse-2 (mandatory)



	STAs location
	STA (antenna height – 1.5m) are placed randomly (uniform distribution) within the sidewalks considering predefined number of STAs (NSTA) per each AP

 “Isolated cell” case (mandatory): Street length = 100m, NAP = 2, NSTA = 45

“Dense deployment” case (optional): Street length = 300m, NAP = 12 (2APs * 3lampposts * 2sidewalks), NSTA = 45

	Channel model
	Outdoor Street Canyon Hotspot Access channel model [1]


3.2.4 PHY-layer SLS 3: Hotel lobby
The hotel lobby simulation scenario covers many indoor access large public area use cases. Hotel lobby channel model represents typical indoor scenario: large hall with multiple users within. 
This scenario can be described as box with one AP mounted on the centre of the shortest side and a number of STAs dropped uniformly within the whole area. The basic parameters and geometry of the hotel lobby simulation scenario are summarized in Table 1.4-1 and illustrated in Figure 1.4-1.
Table 1.4-1: Hotel lobby (indoor access large public area) scenario parameters
	Parameter
	Value

	AP height, Htx
	5.5 m

	AP position
	Middle of the nearest wall (see Figure 1.2)

	UE height, Hrx
	1.5m

	Room height
	6 m

	Room width
	15 m

	Room length
	20 m

	Floor material
	Concrete

	Floor (rf
	4 + 0.2j

	 Floor roughness standard deviation σf
	0.1 mm

	Walls material
	Concrete

	Walls (rw
	4 + 0.2j

	Walls roughness standard deviation σw
	0.2 mm

	Ceiling material
	Plasterboard

	Ceiling (rc
	6.25+0.3j

	Ceiling roughness standard deviation σc 
	0.2 mm
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Figure 1.4-1: Hotel lobby (indoor access large public area) scenario

STAs are dropped throughout the room (gray areas in Figure 1.4-1).

AP has a single sector, directed to the center of the lobby. N STAs uniformly dropped in the area for each trial.
	Parameter
	Value

	Environment description
	Deployment geometry is summarized in Table 1.4-1 and Figure 1.4-1

One AP is mounted at the centre of the shortest side

	Channels allocation
	Frequency reuse-1 (mandatory)



	STAs location
	STA (antenna height – 1.5m) are placed randomly (uniform distribution) within the lobby area considering predefined total number of STAs (NSTA) 

NSTA=50

	Channel model
	Large Hotel Lobby channel model [1]


3.2.5 References

[1] IEEE 802.11-15/1150r0, “Channel Models for IEEE 802.11ay”
[2] K. Sayana, J. Zhauang and K. Stewart, "Short term link performance modeling for ML receivers with mutual information per bit metrics," Proc. IEEE GLOBECOM 2008, Nov. 2008.

[3] J. Kim, A. Ashikhmin, A. de Lind van Wijngaarden, E. Soljanin and N. Gopalakrishnan, "Reverse Link Hybrid ARQ: Link Error Prediction Methodology Based on Convex Metric," 3GPP2 TSG-C WG3 20030401-020, 1 April 2003

[4] IEEE 802.20-05/15, “Clarification on the Wrap-Around  Hexagon Network Structure”

3.3 MAC-layer system level evaluation

3.3.1 Common parameters and assumptions
3.3.1.1 PHY Model

PHY abstraction and path loss models should be used for system level simulations. 

PER vs. SNR curves obtained for PHY performance evaluation as described in Section ‎3.1 may be used for the PHY abstraction. Alternatively, a different PHY abstraction mechanism could be used, a description for which should be provided.

Path loss models developed in [5 Section 7] should be used for system evaluation.

As explained in Section 2.1, a PHY model (PER vs SNR curves and path loss models) may be derived if parameters of the antenna and beamforming algorithm are fixed. Section 2.1 defines the standard set of antenna and beamforming parameters. However, TGay proposals may also include system evaluation results based on their proposed antenna and beamforming algorithm.
3.3.2 MAC-layer SLS scenario 1: Dense indoor PAN deployment (e.g. train car)
This simulation scenario encompasses the radio environment of two usage models:  “Augmented/Virtual Reality Wearables” and “8K UHD”. 
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I. Physical environment

The physical environment is modeled on a NYC subway car.  The characteristics of the train car are as follows:

· 3 m wide x 15 m long x 4 m tall (each grid box is 0.5 m x 0.5 m)
· White squares represent standing room, while blue squares represent seats.

II. Users

Three user densities are considered: 

· low (20 users),

· medium (100 users),

· high (200 users). 

Seats are always filled up first (i.e. blue squares).  Remaining users are uniformly distributed throughout the standing positions (i.e. white squares).  Only one user can occupy a given square.

30% of users are equipped with a 60 GHz capable headworn device and cell phone that form a personal area network residing on the 60 GHz band.  Other users in the train car may have cell phones, but their 60 GHz radios are not active.

III. 60 GHz devices

The headworn device has two antenna structures, one above each ear (1 cm above the ear, 1 cm away from the head). The best antenna structure is always used.  As a baseline, the antennas are SISO; MIMO is optional.

The cell phone is always in the user’s hand, at waist level, 10 cm from the body.  

The length between the headworn device antenna and cell phone varies from 0.2 – 1 m depending on the size of the user. 

IV. Mobility

As a baseline we assume zero mobility, with the option to model semi-stationary movement (< 4km/hr).

V. Traffic

Every user with a headworn device has an active 60 GHz link between the headworn device and cell phone. The traffic models are:

· Baseline: full buffer

· Optional: gaming traffic

VI. Channelization 

Baseline is channel bonding of 2 channels, with only 2 channels available.  Option to use channel bonding of 2 channels, with 4 channel available.
3.3.3 MAC-layer SLS scenario 2: Enterprise cubicle
This simulation scenario encompasses the radio environment and/or problems to be solved for two usage models: “Mobile Offloading and Multi-Band Operation”, and “Office Docking”.
The Enterprise cubicle scenario defined in 802.11ad (802.11ad/296r16) is reused here. Modifications/adaptations are TBD.
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Figure 5: Enterprise cubicle floor plan
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Figure 6: Locations of the STAs within a cube
3.3.4 MAC-layer SLS scenario 3: Dense indoor BSS deployment (e.g. auditorium/stadium grid)
This simulation scenario encompasses the radio environment and/or problems to be solved for two usage models: “Mobile Offloading and Multi-Band Operation” and “Video/Mass Data Distribution and Video on Demand “.

This scenario is an adaptation of the Indoor small BSS scenario defined in 802.11ax and described in document 802.11ax/980r16.

Topology:
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Figure x
Parameters:
	Parameter
	Configuration

	Topology Description 
	BSS layout configuration
Define a 19 hexagonal grid as in Figure x
With ICD = 10m  
h=sqrt(R2-R2/4)/2

	AP Type
	11ay

	Number of STAs and STAs type
	N STAs per AP. 
STA_1 to STA_{N1}: ay
STA_{N1+1} to STA_{N} : ad
(N= 50 - 100 TBD, N1 = TBD) 


3.3.5 MAC-layer SLS scenario 3: Sparse outdoor BSS deployment (e.g. cellular grid)
This simulation scenario encompasses the radio environment and/or problems to be solved for three usage models: “Mobile Offloading and Multi-Band Operation”, “Mobile Fronthauling” and “Backhaul”.

This scenario is an adaptation of the Outdoor large BSS scenario defined in 802.11ax and described in document 802.11ax/980r16.

Topology:
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Figure x
Parameters:
	Parameter
	Configuration

	Topology Description 
	BSS layout configuration
Define a 19 hexagonal grid as in Figure x
With ICD = 130m  
h=sqrt(R2-R2/4)/2

	AP Type
	11ay

	Number of STAs and STAs type
	N STAs per AP. 
STA_1 to STA_{N1}: ay
STA_{N1+1} to STA_{N} : ad
(N= 50 - 100 TBD, N1 = TBD) 


4 References

1. NG60 PAR: 14-11-1151r8
2. NG60 CSD: 14-11-1152r8
3. 11-14-1386r1: NG60 Usage Models

4. 11-15-0328r4 NG60 Use Cases (update to refer to the new .11ay Use Case document)
5. 11-14-1486r0 Channel Models for NG60
6. <add Functionial Requirements document>

7. 3GPP TR 36.814 Annex A.2.1.3.1 FTP Traffic model 1 
5 Appendix 1: traffic models

1. Outdoor (backhaul)

a. Throughput: > 20Gbps

b. Range: > <tbd> m LoS

c. Latency: 5-35 msecs

d. Availability: 99.99% in heavy rain

2. lightly compressed video (assuming H.264 I-frame only)
a. Requirements

i. Application PLR: 1e-8 
ii. Delay: 10 ms

b. Parameters

i. Slice inter-arrival time (IAT) = 1/4080 seconds (1/8100 and 1/16200 seconds for 4K and 8K respectively) 
ii. µ = 15.798 Kbytes 
iii. σ = 1.350 Kbytes 

c. b = 515, 1023, 2047 Mbps (for 1080p, 2160p and 4320p respectively Algorithm for each video source – Input: target bit rate in Mbps (p); Output: slice size in Kbytes (L)
i. At each IAT, generate a slice size L with the following distribution: Normal(µ*(p/b), σ*(p/b))
· If L > 92.160 Kbytes, set L = 92.160 Kbytes (1080p)

· If L > 180 Kbytes, set L  = 180 Kbytes (2160p aka 4K)

· if L > 360 Kbytes, set L = 360 Kbytes (4320p aka 8K)

3. Productivity docking traffic [TBD]

4. Local file transfer

a. protocol: TCP (Reno)

b. offered load: infinite

c. MSDU sizes: 64 bytes for TCP connection establishment (3-way handshake) and 1500 bytes for payload data. 

d. Algorithm: at the start of simulation, generate a TCP connection establishment with the following TCP parameter configuration (as appropriate for the simulation platform): 
	TCP Model Parameters

	MSS
	Ethernet (1500)

	Receive Buffer (bytes)
	65535

	Receive Buffer Adjustment
	None

	Delayed ACK Mechanism
	Segment/Clock based

	Maximum ACK Delay (sec)
	0.05

	Slow-Start Initial Count (MSS)
	1

	Fast Retransmit
	Enabled

	Duplicate ACK Threshold
	3

	Fast Recovery
	Reno

	Window Scaling
	Enabled

	Selective ACK (SACK)
	Disabled

	ECN Capability
	Disabled

	Segment Send Threshold
	Byte Boundary

	Active Connection Threshold
	Unlimited

	Karn's Algorithm
	Enabled

	Nagle Algorithm
	Disabled

	Initial Sequence Number
	Auto Complete

	Initial RTO (sec) 
	3.0 

	Min  RTO (sec)
	1.0 

	Max RTO (sec)
	64.0 

	RTT Gain
	0.125

	Deviation gain
	0.25

	RTT Deviation Coefficient
	4.0 

	Timer Granularity
	0.5 


5. Web browsing 

a. Protocol: HTTP (version 1.0 or above)

b. MSDU sizes: 350 bytes for HTTP requests and 1500 bytes for payload data
c. Algorithm: After each reading time the new requests for pages are generated by the user (mean of 31 seconds), generate a HTTP request with the following parameters enlisted below. The parsing time is the time taken by the HTTP page to fill in all subpage requests which appear from the master page. After going through few of the subpages the user quits the session which is indicated by the last packet of the session. This is shown in Figure 1.
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Figure 1: HTTP traffic pattern
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	Truncated Lognormal
	Mean = 10710 bytes
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Max = 2 Mbytes  (before truncation)
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if x>max or x<min, discard and generate a new value for x

	Embedded object size (SE)
	Truncated Lognormal
	Mean = 7758 bytes

SD = 126168 bytes

Min = 50 bytes

Max = 2 Mbytes   (before truncation)
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f x>max or x<min, discard and generate a new value for x

	Number of embedded objects per page (Nd)
	Truncated Pareto
	Mean = 5.64

Max. = 53                 (before truncation)
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Subtract k from the generated random value to obtain Nd

if x>max, discard and regenerate a new value for x

	Reading time (Dpc)
	Exponential
	Mean = 30 sec
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6. Hard disk file transfer  (should be modified to reflect UASP)
a. Transaction Model

i. A transaction consists of a READ request from host to drive for a specific block of data

ii. Followed by the data transfer from drive to host 
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b. Algorithm

i. Compute sequence of inter-arrival times

ii. Compute corresponding sequence of transaction data sizes
c. Parameters

i. READ request is a short (256B) packet sent from host to drive
ii. fixed 1ms delay between receipt of READ request and data offered
iii. Compute sequence of inter-arrival times of transaction requests with following discrete random variable distribution
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iv. Compute corresponding sequence of transaction data sizes with following discrete random variable distribution
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7. Outdoor access traffic model

8. Full buffer traffic model
9. Gaming traffic model
i. Algorithm ：Gaming traffic can be modelled by the Largest Extreme Value distribution. The starting time of a network gaming mobile is uniformly distributed between 0 and 20 ms to simulate the random timing relationship between client traffic packet arrival and reverse link frame boundary[1][2][3]
ii. Parameter ：initial packet arrival time, the packet inter arrival time, and the packet sizes are illustrated
	Component
	Distribution
	Parameters
	PDF

	
	DL
	UL
	DL
	UL
	

	Initial packet arrival (ms)
	Uniform
	Uniform
	a=0, 
b=20 
	a=0, 
b=20 
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	Packet arrival time (ms)
	Largest Extreme Value 
	Largest Extreme Value 
	a=15, 
b=7 
	a=23.5, 
b=10.5
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	Packet size (Byte)
	Largest Extreme Value 
	Largest Extreme Value 
	a=390, 
b=89
	a=158, 
b=26.2
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[3] 11-14-0571-10-00ax-evaluation-methodology
10. Uncompressed(Streaming) Video
a. Parameters

i. Constant Bit Rate (CBR)

ii. 18.0 Gbps data rate is required for a link to stream uncompressed 8K UHD streaming (3840x2160 pixels, 30bits/pixels, 60 frames per second, 8 bits per pixel, 4:4:4 Chroma sampling) [5] 
iii. 28.0 Gbps data rate is required for a link to stream uncompressed 8K UHD streaming (7680x4320 pixels, 24bits/pixels, 60 frames per second, 24 bits per pixel, 4:2:0 Chroma sampling) [5]
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