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Figure 1 depicts an exemplary system layout in which the proposed method may operate.

Figure 2 illustrates direct-connected clusters with the number of nodes ranging from 1 to 6.

Figures 3A and 3B identify all possible combinations of concurrent links of various radio configurations in a 4-node cluster with up to 3 radios for each node.

Figure 4 is the flow chart for each node for the self-organizing and auto-configurating process.

Figure 5 illustrates potential timing sequences for all nodes in the system.

Executive Summary

This document specifies a proposal for 802.11 TGs, called Self-organizing and Auto-configuring Mesh Networks. This method of self-organization and auto-configuration is suitable for a wide range of deployment scenarios and applicable for various configurations required of WLAN mesh networks.

This proposed method establishes a mesh network by organizing a collection of nodes in clusters. In each cluster, all nodes can communicate directly with one another and links are established to meet the traffic requirements as indicated by their individual configuration and topological positions. Special nodes, deemed special for their topological significance, are used as a starting point for forming clusters of nodes. Links that do not interfere with each other are scheduled to operate concurrently, thereby increasing the system bandwidth. Intra-cluster communications can follow a number of schemes, ranging from pair-wise direct-connect, parallel links, to hybrid. When the number of radios is less than the number of links required, channel access is scheduled. Taking cue from the configuration of each node during self-organization and auto-configuration process, a mesh network is established with increased system bandwidth to meet traffic requirements. The knowledge-based channel scheduling scheme especially contributes to improved QoS support.
When there is change to the system, such as leaving or introduction of a node, the system will adjust with minimum impact on its operation. A system-wide restart is delayed until appropriate time.

The algorithm used for self-organization and auto-configuration lends itself nicely for system trouble-shooting and optimization.

Overview

A wide range of deployment scenarios for mesh networks has been described in [3]. These scenarios depict networks of various topologies with different management arrangements. There is clearly a need for auto-configuring a mesh network taking into account available resources, e.g., spectrum, and node capabilities. This proposal is designed to take advantage of such resources to meet traffic requirements in a systematic fashion, and offers an automatic process for the mesh nodes to organize and configure themselves to facilitate deployment.

Several observations of mesh networks help explain our approach to this technology. In a network, some nodes are endowed with special capabilities. Based on their individual configuration, these nodes shall be treated with special attention when determining network topology according to their significance as either an data source, data sink, potential ‘edge’ node linking multiple clusters, or ‘portal’ to WAN. Secondly, the reachability of nodes resulting from the placement of nodes and the surrounding physical conditions determines grouping of nodes in a cluster during the discovery process. Thirdly, most nodes are able to dynamically tune their radio to one of many channels allocated. This capability of switching among various channels, called channel access scheduling or channel hopping, can be used as an effective means for increasing bandwidth and reducing potential contention.

In addition to common benefits of a mesh network, i.e., WAN connectivity, improved system coordination, the motivation for this proposal is to use and reuse spare channels (spectrum) for system bandwidth increase. Through the process of self-organization and auto-configuration, a mesh network is established with improved efficiency and QoS support.

The proposed system operates in two phases: self-organization thru network discovery followed by auto-configuration with establishing communication links. In the self-organization phase, the process starts with nodes with special significance, e.g., data source, data sink, WAN portal etc. Clusters are formed around these nodes with maximum coverage. In each cluster, nodes are able to communicate with one another directly. The system will schedule multiple communication links that can operate concurrently without interference, thereby increasing system bandwidth. Once a cluster is formed, edge nodes will be determined to reach out to other unincorporated nodes. This cluster formation process propagates to incorporate all nodes with edge nodes linking clusters.

Following the same order of the self-organization process, channels are scheduled for intra- and inter-cluster communications to maximize system bandwidth while meeting traffic requirements. Especially in situation where the number of radios is less than the number of links required, a node will have to schedule channel access by performing ‘channel hopping’ to achieve communication. The channel access scheduling can be dynamically adjusted for prevailing system activities.
When there is change to the system, the system will adjust with minimum impact on its operation. A system-wide restart is delayed until appropriate time. The same algorithm for self-organization and auto-configuration can be used as management tools for trouble-shooting or optimization.

To recap, the objectives of this proposal are 

1. to increase system bandwidth by using spare spectrum (e.g., available communication channels);

2. in a self-organizing process into clusters of nodes while accounting for topological significance of special nodes; and

3. scheduling channel access in order to meet traffic requirements of a mesh network.

As a result, this proposal offers improved QoS support by increased bandwidth, topological arrangement, and scheduling in an open-ended management scheme.

Detailed Description

This proposal deals with a method for self-organizing and auto-configuring mesh networks. The central idea is to carve up the system into a number of clusters. Within each cluster, all nodes can communicate directly with one another.

Some nodes with special topological significance, e.g., WAN connectivity (called “portal”), data source/sink attachment or connection to other clusters (called “edge node”), normally have more traffic moving through them than other nodes. Therefore, within the limits of available channels, the proposed system attempts to maximize the coverage of clusters centered around these special nodes.

These special nodes can take precedence in this cluster-forming phase preferably in a certain order.  Nominally, this precedence order is preset, e.g., the priority of portal is higher than that of an data source, which is in turn higher than that of a sink. It’s possible to adjust the precedence order depending on the time of day to suit the dominant activity at that time, e.g., given that batch download of media files is prevalent early in the morning, higher precedence can be assigned to the source, where the media server is attached. Furthermore, this precedence relationship can be adjusted depending on the resulting topology. For example, an edge node, which can be located between a source and a sink node, shall have higher priority than these sink and source nodes. The traffic source and sink nodes can be further refined into different priority classes based on the nature of their contents. This ordering affects the cluster formation and impacts the channel scheduling to be explained shortly.

Following the formation of a cluster, an edge node is selected to reach out to other unincorporated nodes. The cluster formation process continues next with a set of nodes reachable by the edge nodes until all nodes are incorporated in cluster. As a result, the whole system settles into a topology accustomed to the system conditions and traffic requirements. 

This method of organizing a collection of nodes is based on heuristics for automatic provisioning of a mesh network. For certain node arrangement, e.g., long-string arrangement or regular grid, this method achieves the same result as optimal organization. For an arbitrary arrangement, an analysis can be performed using a set of critieria to be explained later.

In each cluster, all nodes can communicate directly with one another. However, depending on the capabilities of each node, most notably the number of radios and the capability of switching to particular channel, the communication links are either permanently established or scheduled using a number of scheduling policies.

When the number of radios configured for a node is less than the links required to connect to its neighbors, connection between nodes will have to be time-shared via a scheme, called channel access scheduling or channel hopping.  Node ‘hops’ from one channel to the other by adjusting its radio components to tune to the particular frequency associated with the target channel. The time for channel hopping to stablize needs to be accounted for in channel access scheduling, and the hopping frequency is determined by traffic requirements such as recurring rate and frame size. Channel hopping can be scheduled based on the following policies:

· Probabilistic,

· Round-robin,

· Knowledge-based scheduling

- Fixed order/freq based on traffic requirements, or

- To be directed by routing-table and other system knowledge.

Once the scheduling is decided, at each time “slot” a number of nodes will ‘rendezvous’ in the same channel. Each node has to queue up messages destined for certain nodes for the scheduled time slots. Scheduling can determine the efficiency of a system, and lost frame is recovered by retransmission in the same fashion as transmission error.

In addition to the channels reserved for scheduled communication, one channel, called common channel, is allocated for broadcast/multicast, control, and node introduction. To avoid conflict, adjacent clusters have to reserve different channels for communications including the common control channel. This is akin to the classical coloring problem in Graph Theory.

Listed below are several possible schemes for intra-cluster communications between nodes:

1. Pair-wise direct connect;

2. Parallel channels;

3. Re-enforced link(s);

4. Directional antenna; and

5. Hybrid.

A pair-wise direct connect network uses a systematic approach to provide direct links between every pair of nodes, thereby improving network performance within the cluster with minimal contention. Scheduling coupled with management directives based on system knowledge can offer significant improvement over nominally probabilistic process.

When two links can operate simultaneously within the same cluster without interfering with each other, we call these links concurrent. Bandwidth increase is a direct result of operating these concurrent links at the same time. For a cluster of N or (N+1) nodes, where N is even, there are N(N-1)/2 pairs of concurrent links. If there is one (1) radio equipped at every node, the number of channels required at any instance = N/2 or (N-1)/2 with N/2 or (N-1)/2 bandwidth improvement, when N is even or odd, respectively. On the other hand, if each node is equipped with (N-1) radios, the number of channels required at any instance = N(N-1)/2 with N(N-1)/2 bandwidth improvement.

For example, with 4 nodes pair-wise direct-connected in a cluster, there are 4x(4-1)/2=6 pair-wise links within this cluster and 3 pairs of links that can be used concurrently. There will be 2 times bandwidth improvement if each node has 1 radio. If each node has 2 radios, there is 4 times bandwidth improvement. The bandwidth improvement increases to 6 times if each node has 3 radios utilizing 6 channels at a time.

Parallel channels are another intra-cluster communication scheme where certain traffic is assigned to different channels for load sharing, contention mitigation, and redundancy. The protocol over each channel functions in the same fashion as usual, i.e., CSMA with normal WLAN channel. The number of parallel channels ranges from 1 as traditional arrangement to N/2 for pair-wise arrangement.

Re-enforced links can be introduced as needed. Following the principle of cellular network, directional antenna can aid spectrum reuse for its spatial separation. Hybrid uses the combination of multiple schemes. The selection and operation of intra-cluster communication scheme is to be directed by system management. In the Example section, pair-wise direct connect scheme is illustrated in detail.

The protocols used for routing and transmission can be streamlined to take advantage of the resulting network topology and system knowledge.  Routing is straightforward since the path between any pair of nodes is determined during the self-organization process.  Actually some backup links are also identified during this process. Efficiency of the transmission protocol over communication channel between directly connected nodes can be improved by taking into consideration the fact that contention is eliminated or reduced depending on intra-cluster connection scheme.

Instead of making drastic changes to the system whenever a node is introduced, the present system preferably delays the system-wide drastic reset to minimal impact on system operation instead. At a certain time of day if deemed necessary, e.g., quiescent period early in the morning, the system can re-establish its network topology from a fresh start taking into account the accumulated changes since the last update.

Based on the algorithm associated with the self-organizing process of the proposed system, the resulting system can provide added performance by adding link(s) and/or radio(s) to any architecture. This system design tool can be performed either pre- or post-installation. Because this calculation is performed offline, there’s no impact on system performance or its operation. The criteria for comparison and performance analysis is preferably based on the following:

· Maximum bandwidth increase,

· Minimum delay,

· Meeting/approaching traffic requirements,

· Maximum traffic bearing capability,

· Fault tolerance, and

· Minimum impact on existing topology when change occurs.

In summary, this proposal offers the following benefits:

· Self-organizing network topology;

· Systematic channel assignment;

· Spectral reuse leading to bandwidth increase; and

· Improved routing and communication protocols.

Example

FIG. 1 is a system layout in which the proposed system may operate.  A mesh network can be installed either on a permanent or a temporary basis. In certain situations, some of the nodes can be transient either due to its movement, failure or maintenance. Because of this possible change to the system, the configuration process is executed when change occurs in addition to initial system startup. An auto-configuration process utilizing pair-wise direct connect scheme is illustrated in this section.

Starting with a collection of nodes, the system organizes these nodes in clusters. For ease of explanation, nodes and links are addressed using the legend after the self-organization process is completed. In the example provided in FIG. 1, Node A1 equipped with 1 radio (which is indicated by the number 1 appearing in the triangle), is a portal providing connection to the WAN. Node B1 contains 2 radios (n=2), and is connected to a data source. Node C1 contains 2 radios (n=2), and is connected to a data sink. Node D1 contains 2 radios (n=2).

The system has ten channels available for transmission (L=10).  Therefore the number of nodes in a cluster has to be less than 5, which will become evident in the following discussions. Suppose N denotes the number of nodes in the cluster. To provide direct-connect link to every pair of nodes in the cluster, we need N(N-1)/2 channels. Since we only have 10 channels, the maximum number of nodes in a cluster cannot exceed 4.  Now, the system preferably starts from special node A1, which has connectivity to WAN. After Nodes A1, B1, C1, and D1 discover that they can communicate with each other, Node A1 informs these neighbors to form a cluster. The number of reachable nodes in this cluster is 4, which is less than the maximum allowed (5), leaving 10-4(4-1)/2=4 channels for other uses.
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Also during the discovery phase, Node B1 discovers that it can reach A2, and C1 can reach C2. Therefore, Node B1 and Node C1 are candidates to be edge nodes to the adjacent Cluster 2 with Node B1 taking precedence due to its special node priority and higher capability with 2 radios. After getting informed about the formation of Cluster 1, Node A2 and Node C2 start to look for a cluster. There are two possibilities. One consists of A2, B2, and C2, while the other possibility is a cluster formed by B2, C2, A3, and B3. In this example, Cluster 2 was selected to consist of A2, B2, and C2 due to the higher priority of Node A2 derived from its adjacency to node B1.

Similarly, A3 and B3 are informed of the formation of Cluster 2. After discovering that Nodes A3, B3, C3 and D3 can reach and communicate with one another, they form Cluster 3 without any contending option.

With the remaining nodes, Node A4 learns about the formation of Cluster 1 from Node D1. After the completion of this discovery process, A4 and B4 form Cluster 4.  After each cluster is formed, the auto-configuration process proceeds to select a scheduling pattern for channel hopping. First assume that a dedicated wired link from Node A1 to WAN is provided. Since Node A2, Node C2 and Node A4 cannot dedicate a radio for inter-cluster link, there is no need to dedicate a radio from nodes in cluster 1 for inter-cluster communication. That is, inter-cluster links between cluster 1 and cluster 2, and cluster 1 and cluster 4 need to be scheduled in time.

FIG. 2 lists several pair-wise direct-connected clusters and their corresponding concurrent links. Note that when there are less radios than the number of neighbors at any node, preferably only a subset of the links are established at any time. A proper scheduling can help conserve channels for other uses. For example, in the 4-node cluster, there are only 2 concurrent links that can be used at a given time if each node is equipped with only 1 radio. Therefore these concurrent links can be scheduled to use 2 out of 6 available channels, conserving 4 channels for other uses.

In this exemplary model of FIG. 2, the list of clusters starts with a cluster having 1 node (A), such that there will be no intra-cluster links for this single node cluster.  Cluster with 2 nodes (A and B) have a scheduling sequence of AB, AB. One possible intra-cluster communication link is identified as AB, AC, BC for cluster with 3 nodes (A, B, and C).  Here, the sequencing can repeat for an infinite number of time slots, but since there exists an additional node, the pattern can change for upcoming time slots.  For example, the next sequence may be AC, AB, BC.  These adjustments can be directed by traffic requirements in the network or because of network conditions.  The remaining diagrams illustrate clusters of 4, 5, and 6 nodes respectively. The relationship of the number of nodes, the number of links, the number of concurrent links for 1 or N-1 radios are tabulated. For example, consider the cluster with 6 nodes.  In that case, N=6.  The number of neighbors will be N-1 = 5, and the number of links that can be established between the 6 nodes is N(N-1)/2 = 15.   The total number of concurrent links (links able to operate simultaneously without interfering with one another) with 1 radio per node is 3. And the total number of concurrent links with N-1 radios per node is 15.
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FIGS. 3A and 3B identify the possible combinations of radio configurations for the nodes in a 4-node cluster, with each node containing up to 3 radios. All possible combinations of concurrent links are identified next to the configuration separated by slashes. Different combinations are separated either by commas or listed on separate lines. Note that these combinations attempt to make best use of the radios. Whenever there’s a possible link, one will be included. Some combinations have more concurrent links than the others, indicating an increased bandwidth with more concurrent links. These scheduling patterns with increased bandwidth will be preferred during the scheduling phase.  For example, in 1-1-1-3 configuration, scheduling pattern AD/BD/CD enables 3 concurrent links versus others with 2 concurrent links. Obviously, a node with 3 radios has enhanced capabilities compared to a node with 2 radios.  Such enhancements include: the increase of carrying capacity of such node, the more choices of concurrent links, and possible increase of system bandwidth.

Some of the sequences demonstrate a possible remedy for greater traffic between 2 nodes than the carrying capacity of a channel by offering more than one link between a pair of nodes. For example, 2 nodes with additional radios can have parallel (concurrent) links utilizing additional channels.  Also note all radios are accounted for the intra-cluster communication identified in FIGs. 3A and 3B. Inter-cluster and WAN links (either dedicating additional radio or to be scheduled) will be considered in another figure.
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For cluster with 1 radio for each of its 4 nodes, the possible sequencing patterns in this cluster are identified as AB/CD, AC/BD, and AD/BC.  However, when one additional radio is available in cluster with radio configuration 1-1-1-2, there are more possible sequencing patterns identified as AB/CD, AC/BD, AD/BC, AD/BD, AD/CD, and BD/CD. Although node D has 2 radios, the potential number of concurrent links still remains as 2. Now turning to cluster 1-2-2-2, the resulting concurrent links identified as AB/BC/CD, AB/BD/CD, AB/CD/CD, AC/BC/BD, AC/BD/BD, AD/BC/BC, AD/BC/BD, and BC/BD/CD. Here there are 8 sequencing patterns, and now the potential number of concurrent links has increased to 3 due to the increased number of radios. A similar analysis is performed for the remaining clusters found in FIGs. 3A and 3B.  
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FIG. 4 is a flowchart illustrating the algorithm performed for each node during the discovery process after system startup. At startup, a node will broadcast its individual configuration data. This configuration data include number of radios, and topological information such as data source.  During this broadcast step, the nodes are undergoing a discovery process to extract and exchange configuration information with neighboring nodes.  Once a response is received, a node is now able to determine which neighbor nodes are reachable and are able to communicate with this node.  The node waits for responses in each of all channels to be scanned.  After scanning all channels, the node will compile the known status of its surroundings (e.g., reachable nodes, node configuration information) before broadcasting this status information to its neighboring nodes.  For the special node of highest priority, the process proceeds to map the cluster.  For other nodes, the process proceeds to wait for notification from a special node.  Once the broadcast from a special node is received, the process moves to determine whether the node is included in the cluster.  If the answer is yes, the process is complete for this node.  If the answer is no, the process returns to the discovery process to join other cluster.
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Once a cluster is mapped, the special node proceeds to select a scheduling sequence based on the configuration of each nodes in the cluster.  For a 4-node cluster, this selection process utilizes FIGs. 3A and 3B, where all possible sequencing patterns in a cluster are identified. Next, the process coordinates with inter-cluster links in the same time slots to allow for proper inter-cluster link communication. At this stage, traffic requirements are matched considering the capability of each node and topological information. A more detailed discussion concerning time slots will be provided with the discussion of FIG. 5.  

At this point, a time slot may need to be substituted for inter-cluster links or WAN links. Finally, the common channel is scheduled in a regular interval. This will be further discussed in FIG. 5, and more specifically with the discussion of L12 and L14. The process fills in concurrent links to finalize the scheduling sequence.  This scheduling information is broadcasted to neighbors (e.g., cluster configuration, schedules and links to other clusters). This concludes the auto-configuration process for this cluster.  Then the process propagates to nodes reachable by nodes already incorporated in clusters. Similarly, all nodes will go through the self-organizing process followed by auto-configuration process.
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FIG. 5 illustrates the resulting scheduled channel timing sequence with the timing sequence moving from left to right. The time slot interval depends on the type of traffic to be carried.  When a scheduling pattern is selected based on the prevailing activities at the time, the system may need to adjust for changes in traffic and other conditions. For example, in cluster 1 of FIG. 1 (with nodes A, B, C and D), the link B1C1 gets higher priority with regular attention during peak play time while link A1B1 will get higher priority during download. Therefore, AB/BC/CD, AC/BC/BD, and AD/BC/BD are selected to reflect the dominant traffic between B1 and C1 from possible combinations for the radio configurations (1-2-2-2). In sequence for cluster 1, three (3) channels are allocated for communication.  One of these channels can be given the double duty for common communication. In this scheduling pattern, inter-cluster links preempt links of low traffic bearing requirements. For example, AC/BC/BD is changed to AC/BC/L12 to avoid conflict with operation of node D1. Similarly, AD/BC/BD is changed to L14/BC/BD. The timing sequence begins with the first time slot carrying a common channel and the BC intra-cluster link of cluster 1.  In the second time slot, the scheduling pattern carries the pattern of AB/BC/CD for the inter-cluster links of cluster 1.  In the third time slot, inter-cluster link L12 is now introduced into the timing sequence.  Now, AC/BC/BD is changed to AC/BC/L12 to avoid conflict with operation of node D1. Similarly, AD/BC/BD is changed to L14/BC/BD. In turn, these scheduled time slots will have to be coordinated with the scheduling in cluster 2 and cluster 4. When cluster 1 is engaged in common channel communication, BC link is still possible without interference. Such link is included in the scheduling sequence to account for high traffic requirement between these 2 nodes.  Finally, the last time slot carries the common channel as well as the BC link to fill in the concurrent links.

The remaining portions of FIG. 5 illustrate possible timing sequences and the links carried in the various time slots.  The number of channels used in each cluster is also identified.
When a node is introduced into the system (e.g., a node introduced in the vicinity of cluster 2 or cluster 4), the easiest solution is to absorb this new node in an existing cluster. Depending on the location of this newly introduced node, association with an existing cluster may not be possible. In a rare case of insufficient channel availability for a configuration (e.g., many nodes are closely positioned), the number of nodes included in a cluster may have to be reduced.  In such case, a cluster needs to be rearranged. System-wide restart is delayed until a “quiet time” to minimize the impact of system operation.  Also note that the system optimization can recommend an increase in the number of radios at nodes A2 and A4 to increase the sustainable throughput between inter-cluster links.
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Abstract


This document describes C-cation’s proposal to TGs, called Self-organizing and Auto-configuring Mesh Networks. This method of self-organization and auto-configuration is suitable for a wide range of deployment scenarios and applicable for various configurations required of WLAN mesh networks.





The proposed system operates in two phases. In self-organization phase, a mesh network is established by organizing a collection of nodes in clusters. The auto-configuration process establishes intra- and inter-cluster links to meet traffic requirements. System bandwidth is increased by utilizing multiple channels concurrently. This proposal offers improved QoS support by increased bandwidth, topological arrangement, and knowledge-based channel scheduling.
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FIG. 1: System Architecture of MSH
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