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1 QoS in IEEE 802.11 WLANs

1.1 Overview to IEEE 802.11e QoS

The IEEE 802.11e amendment [1] provides a non-parameterized, prioritized QoS service that does not involve advance signaling of traffic specifications (TSPECs), but offers differentiated services to different traffic classes by the Enhanced Distributed co-ordination function Channel Access (EDCA) mechanism. In addition, it provides a parameterized QoS mechanism in the form of ADDTS messages that signal the TSPECs of a flow. A flow thus set up may use either the EDCA channel access mechanism, or a near deterministic channel access mechanism of polled channel access or scheduled delivery, called the Hybrid co-ordination function Controlled Channel Access (HCCA).

1.2 The Need for End-to-End QoS Signaling in a Mesh

Unlike a WLAN basic service set (BSS), a wireless mesh network generally consists of multi-hop paths, with the access function on each hop sharing and contending for the channel bandwidth among a different set of devices belonging to the mesh. This presents a challenge hitherto unseen in a BSS. For efficient use of channel resources, it is necessary to keep the channel access functions at each hop independent of the others. However, it is also necessary to provide some form of channel access assurance at each hop along the path of a flow, because dropping packets from the flow at one of the later hops amounts to wasted transmissions and channel time at each of the earlier hops. 

2 Distributed End-to-End Resource Reservation and QoS Signaling Protocol

2.1 Protocol Requirements and Definitions

· QoS Mesh Point (QMP): A QMP is a mesh point that supports the mandatory QoS features defined in this proposal. These include:
· All mandatory QoS features of a QSTA, as defined in IEEE 802.11e.

· Admission control for access categories AC_VO, AC_VI, AC_BE and AC_BK, as defined in the IEEE 802.11e draft standard.

· EDCA channel access mechanism for all four access categories.

· End-to-end flow set-up for AC_VO, as defined in this proposal.

· Maintenance and propagation of a Channel Resource Allocation Table (CRAT), as defined in this proposal.

· In addition, if the mesh point has associated stations in a BSS, it shall have the capability for privileged access to the channel using PIFS and to set the NAV of associated stations through a Beacon or a CTS frame.

· The capability to filter frames addressed to the Mesh QoS management multicast address.

The optional features of a QMP include:

· Flow set-up capability for one or more access categories AC_VI, AC_BE and AC_BK.

· Schedule determined medium access functionality.

· Maintenance and propagation of the Channel Access Schedule Table (CAST), as defined in this proposal.

· QoS Mesh (QMesh): A QMesh consists of two or more associated QMPs with at least one possible single-hop path between a pair of QoS mesh points. It also has a designated multicast MAC address for QoS management frames.
2.2 Single Channel Mesh Operation

In this section, the QoS signaling protocol is described for a single channel mesh, i.e. a mesh where all links operate on the same channel. In order to satisfy the latency and throughput bounds of QoS streams, the channel access function is assumed periodic, and the channel access time is measured in fractions of the QoS Service Interval (QSI). The duration of a QSI is defined in the mesh MIB, and is used as a basis by all QMPs. The actual value of this parameter should be chosen based on the usage scenario (see [3]). A wireless mesh with a large number of mesh points supporting services such as interactive voice and video, requiring low latency and jitter, would choose a relatively low value for the SI duration, whereas a home mesh network with a small number of mesh points with large buffering capacity, and supporting high-bit rate unidirectional video streaming would choose a higher value of the QSI duration to allow efficient of channel utilization.

Each QMP is expected to maintain a Channel Resource Allocation Table (CRAT), as shown in Table 1. It may optionally support a Channel Access Schedule Table (CAST), as shown in Table 2. The CRAT includes information on the channel time (as a fraction of QSI) reserved and occupied by the transmissions and receptions of the QMP, and by transmissions and receptions of neighboring mesh points. The entries are updated on receiving flow set-up and teardown signals in the form of ADDTS and DELTS messages. 

Further, there are two access mechanisms defined for a QMP accessing the channel to transmit data. A QMP that supports only CRAT shall use the Unscheduled Channel Access Method (UCAM), while a QMP supporting CAST may use the Scheduled Channel Access Method (SCAM) to transmit packets if the intended receiver also supported SCAM and if the flow was set-up for SCAM. 

	Reservation Type
	Fraction of SI occupied

	My Transmit
	

	My Receive
	

	Neighbor Transmit
	

	Neighbor Receive
	


Table 1: Channel Resource Allocation Table

The QMP is also expected to maintain state information of each flow whose end to end path it is a part of. The states machine depends on whether the QMP is the originator, terminator, forwarder or observer to the flow.

2.2.1 Principles of Operation and CRAT entries

In a single channel mesh, all mesh points and BSS contend for access on the same channel. So, when mesh point A is transmitting to another mesh point B or locally within its associated BSS, none of these events must occur concurrently:

a) A neighboring mesh point is transmitting to a third party. Since the mesh points use physical carrier sensing, this event is ruled out.

b) Mesh point A is receiving data from another mesh point, or from its BSS.

c) A neighbor C of mesh point A is receiving data from a third party mesh point, since this would most likely result in collisions at the neighbor C.

 Hence, we treat these as events occurring exclusive to a transmission from mesh point A. In addition, events a) and b) are also mutually exclusive. Let My Transmit be the fraction of time mesh point A is transmitting, and My Receive, the fraction of time it is receiving. Neighbor Transmit is an upper bound
 on the fraction of time any neighbor transmits to some third party node. Neighbor Receive is an upper bound on the fraction of time any neighbor receives data from some third party node. We observe the following inequalities as our flow admission criteria:
My Transmit + My Receive + Neighbor Transmit < 1

My Transmit + Neighbor Receive < 1

Once these criteria are applied to admit flows to the mesh, scheduled access schemes or unscheduled access schemes based on EDCA are able to provide the required QoS.

2.2.2 Flow set-up with UCAM

When a QMP needs to set-up an end-to-end QoS flow whose first hop requires an average bandwidth representing a fraction B0 of the QSI, it first refers to its CRAT. If B0 + My Transmit + My Receive + Neighbor Transmit < 1, and if B0 + My Transmit + Neighbor Receive < 1, the QMP issues an Add Traffic Stream (ADDTS) request, to be relayed along the forwarding path. The ADDTS request is addressed to the Mesh QoS Management Multicast Address, and contains the following information:

· The Traffic Stream Identifier (TID) of the flow.

· The Source, Destination, and the Next Hop MAC addresses, in accordance with the four address format of IEEE 802.11 MPDUs.

· The requested mean and peak bandwidth in bytes per QSI. If an existing flow has the same TID, the revised parameters should apply to the aggregate flow.

· The maximum latency.

· The ACK policy for the traffic stream.

· The Access policy, which is set to indicated Unscheduled. 

On sending the ADDTS request, the QMP updates My Transmit value in its CRAT to B0 + My Transmit. A neighboring QMP that receives the ADDTS request compares its MAC address with the next hop MAC address. If the addresses match, it is a forwarding neighbor. If the addresses do not match, the QMP is a non-forwarding neighbor.

A non-forwarding neighbor, upon receiving the ADDTS request, accesses its CRAT. If it finds that B0 + Neighbor Transmit + My Transmit + My Receive < 1, the mesh point updates its CRAT such that Neighbor Transmit = B0 + Neighbor Transmit. If B0 + Neighbor Transmit + My Transmit + My Receive > 1, the mesh point rejects this request by sending an ADDTS response with response code set to Rejected. It also includes its CRAT information with the ADDTS reject response packet.
On receiving an ADDTS request, a forwarding neighbor reads the parameters in the ADDTS request, and accesses its CRAT to decide on forwarding or rejecting the request. Let the traffic stream require an average bandwidth on its first hop, representing a fraction B0 of the QSI, and an average bandwidth on its next hop, representing a fraction B1 of the SI. If B0 + B1 + My Transmit + My Receive + Neighbor Transmit < 1, and if B1 + My Transmit + Neighbor Receive < 1, the QMP forwards this ADDTS request to the next hop mesh point along the multi-hop path of the flow. Further, it updates My Receive value in its CRAT to B0 + My Receive, and My Transmit value in its CRAT to B1 + My Transmit.

If B0 + B1 + My Transmit + My Receive + Neighbor Transmit > 1, or if  B1 + My Transmit + Neighbor Receive > 1, the QMP discards this ADDTS request, and sends an ADDTS response, with response code set to Rejected, and attaches its CRAT information in the ADDTS response. This allows the originator to re-issue an ADDTS request with modified TSPECs.

When the destination mesh point of a flow receives the ADDTS request during its set-up, it accesses its CRAT to decide whether to confirm or reject this flow. Let Bn be the average bandwidth required on the last hop of the flow, as a fraction of the QSI. The flow is rejected if Bn + My Receive + Neighbor Transmit > 1. The mesh point sends back an ADDTS response with response code set to Rejected, along with the CRAT information. 

The flow is accepted if Bn + My Receive + Neighbor Transmit < 1. The mesh point then updates the CRAT so that My Receive = Bn + My Receive, and sends an ADDTS response back along the return path, with response code set to Confirmed, along with the CRAT information. Along the return path, any non-forwarding mesh point that receives the ADDTS response with response code set to Confirmed uses this information to update the Neighbor Receive entry in its CRAT to account for the flow.

When the originating node receives this confirmation and does not receive any rejection responses within a pre-determined time-out interval, it assumes the flow to have been successfully set-up, and installs admission control for the flow. If a rejection response is received, or if the confirmation does not come through within the time-out interval, the flow set-up is assumed to have failed, and the mesh point cannot admit traffic of this flow into the network. Since the rejection response may not have been received by all mesh points that received the ADDTS request, the originator is also required to explicitly tear down the request by sending a delete traffic stream (DELTS) message. Nodes receiving this message, and finding that the flow is in active state in their state table, de-activate the flow, and return its share of bandwidth to the CRAT table.

2.2.3 Flow set-up with SCAM

	Flow ID
	Start Time
	End Time
	Flow Type

	
	
	
	

	
	
	
	

	
	
	
	


Table 2: Channel Access Schedule Table

A QMP that implements flow set-up with SCAM shall maintain a CAST as shown in Table 2. Each entry in the CAST corresponds to a flow ID with the corresponding schedule information and flow type. The schedule information includes the periodic channel access start time and end time of the flow, as fractional offsets from the QSI start time. The flow type is a field that describes whether the flow originates at this mesh point, terminates at this mesh point, gets forwarded by this mesh point, or is forwarded in this mesh point’s neighborhood. Accordingly, the mesh point is an originator, terminator, forwarded, or observer to the flow.

The principle of operation is the similar to flow set-up with UCAM. Each mesh point along the forwarding path of the flow includes in the ADDTS request a proposed schedule for accessing the channel to transmit packets of the flow on the next hop. This ADDTS message is received by the next hop mesh point and neighboring mesh points. If the schedule specified in this ADDTS request is in conflict with the schedules contained in the CAST table at any of these mesh points, it sends an ADDTS reject. The CAST information is sent back in the ADDTS response, to allow the ADDTS request to be retried with a different schedule. If there is no conflict at a non-forwarding neighbor, it implicitly accepts the new schedule and makes an update in its CAST table. If there is no conflict at the next hop mesh point, it updates its CAST table to include the new schedule, and issues an ADDTS request for the next hop. It must be noted that the ADDTS message on the next hop could use UCAM instead of SCAM.

One major difference here is that instead of rejecting a flow only when the overall bandwidth is insufficient, ADDTS rejection also occurs when the schedule indicated by the ADDTS request conflicts with an existing entry in the CAST. Another difference here is that if a flow is rejected only because of a schedule conflict, the ADDTS response need not propagate all the way back to the originator. Instead, this conflict can be resolved at an intermediate mesh point, which can re-issue the request with a revised schedule, thereby allowing the flow to be set-up with a different channel access schedule on one of the intermediate links along its path. 
There are both advantages and disadvantages to scheduled channel access. One advantage is that due to deterministic channel access, collisions are reduced. Another is that higher spatial re-use could be achieved by scheduling two non-interfering flows from two mesh points that may have a common non-receiving neighbor. If UCAM is used instead, the common non-receiving neighbor may have no way to synchronize these two transmissions, so they may end up occurring at disjoint times, thus restricting the time available for this neighbor to transmit or receive its own packets. Among the disadvantages, it has already been explained that an ADDTS request may be rejected due to a scheduling conflict even if there is enough bandwidth available. This could result in a large amount of delay in setting up flows. Another disadvantage is that if an intelligent scheduling scheme (on the lines of bin-packing schemes) is not used, the channel time may be very poorly fragmented by these flows, resulting in a loss of capacity. To prevent or pre-empt this, a mesh point may re-schedule some of its flows when a new flow gets established or when an existing flow is torn down. The details of these schemes are out of scope for this proposal and implementation specific.

2.3 Support for Low Power Operation

This section discusses the enhancements to the flow set-up scheme in support of mesh points that enter low power sleep modes to save power. There are two possible cases:

1) Mesh points that participate in data forwarding are themselves low power nodes. Here, the nodes issuing the flow set up and tear down messages to these low power nodes must ensure that they are awake to receive these messages. In addition, these low power nodes must ensure that they sleep cycles do not conflict with the times they receive and forward the flow’s packets.

2) Mesh points in the neighborhood of the forwarding path are low power nodes. While it is necessary for these mesh points to get information about the flow set up and tear down messages that affect the available bandwidth in their neighborhood, it is not necessary for these nodes to receive the set up messages. 

Forwarding mesh points that use power-save are expected to announce their future wake up times. In addition, they are expected to be awake at the target beacon transmission times (TBTTs). This information allows the previous-hop mesh points to schedule the transmission of the ADDTS messages and responses such that their next-hop mesh points are awake to receive them. Non-forwarding mesh points that use power-save are not expected to be awake at basic beacon transmission times. They may set up flows only using UCAM, and are expected to send at least two beacons with their latest CRAT information before going from active to power save state. This allows the forwarding mesh points in their vicinity to factor the worst case channel availability information in their CRATs. Thus, when a new flow is successfully set up, it is guaranteed availability of channel resources even when the non-forwarding mesh points are in doze mode. Further, when these non-forwarding mesh points emerge from doze mode, they are expected to refresh their existing flows and receive messages reflecting the latest CRAT information from neighboring mesh points. They use these to update their CRAT tables.     

The data frames of the QoS flow may themselves follow ATIM-based transmission if they are relayed through a power save mesh point. This involves a considerable overhead due to the transmission of ATIM frames. Further, it may cause a higher degree of contention for the channel in the ATIM interval. An alternative scheme that is suggested is mesh APSD (MAPSD). When a mesh point sends an ADDTS request and the next hop mesh point is a power save mesh point, it can either specify a schedule for delivery of the flow’s data frames (S-MAPSD), or mark the flow for unscheduled MAPSD (U-MAPSD). 

To specify a schedule, both the node issuing the ADDTS response and its next hop mesh point must be capable of flow scheduling using SCAM. Further, the schedule specified shall not conflict with the entries in the CAST tables of either node. If a conflict is observed, an ADDTS reject message is returned as earlier described.  If using unscheduled mesh APSD, the next hop mesh point shall have designated one or more access categories as trigger enabled. This is done either at association time, in beacons, or in ADDTS request frames, as defined n the IEEE 802.11e draft standard.
2.4 Multi-radio Multi-channel Mesh Operation 
This section provides an extension of the concepts of single channel QoS mechanisms to multi-radio, multi-channel operation. Here, multi-radio refers to the presence of multiple MAC-PHY-radio chains, allowing the mesh point to concurrently operate on different channels. Multi-channel operation of a mesh is necessary for providing efficient medium access and maximizing spatial re-use. A simple illustration of this is provided by dual radio Mesh APs networked by a WDS. If all APs could co-ordinate their WDS transmissions to use one radio and to occur on one channel, and the intra-BSS transmissions to occur concurrently on another channel using the other radio, it would not be necessary for BSS transmissions to contend for the same channel time as WDS traffic. A further elaboration on multi-channel operation ideas and benefits for single radio meshes is provided in the Appendix. 

Let us consider a mesh with N radios, allowing operation on M channels. The flow admission criteria derived in Section 2.2.1 are adapted based on:

a) A mesh point cannot concurrently transmit and receive on the same radio. To capture this constraint, we define My Transmit R (n) and My Receive R (n) as the fraction of time used to transmit and receive on radio n. 

b) On a per channel basis, the inequalities derived in Section 2.2.1 still apply. So, we define My Transmit C (m) as the fraction of time used to transmit on channel m, and so on.

We then have the following inequalities:
My Transmit C (m) + My Receive C (m) + Neighbor Transmit C (m) < 1, for all m
My Transmit C (m) + Neighbor Receive C (m) < 1, for all m
My Transmit R (n) + My Receive R (n) < 1, for all n
The CRAT is therefore merely an extension of the single-channel, single-radio case, and the admission criteria for a flow are met if the above inequalities hold for any value of n and m supported at that mesh point. However, the admission criteria thus applied only ensure the feasibility of admitting the flow. A channel assignment and switching plan would still be required to ensure that the admitted flows met their QoS requirements. The details of the channel assignment algorithm are beyond the scope of this article, and indeed beyond the scope of the IEEE 802.11s standard. 

The proposed method to ensure that mesh points are listening on the appropriate channel to receive flow set-up messages is identical to the scheme used to ensure power save mesh points are available to receive ADDTS frames. Nodes that participate in forwarding and use SCAM are expected to be available at beacon intervals. The rest use UCAM, thereby ensuring channel resource availability even in the worst case access scenario.
2.5 Admission Control

A QMP normally performs admission control on the four access categories AC_VO, AC_VI, AC_BE, and AC_BK, and any other Traffic streams it explicitly sets up. When none of the four ACs is set-up by the explicit flow set-up protocol defined in this article, the QMP need not perform admission control on traffic belonging to any access category. However, when one or more traffic flows is set-up with well-defined TSPEC parameters, the QMP performs admission control on each of the parameterized flows, as well as on the aggregate traffic that it injects into the mesh, not belonging to any of these flows. The admission control procedure is as defined in the IEEE 802.11e draft standard.

2.6 Interaction with QBSS QoS mechanisms

This section specifies the interaction between the QoS mechanisms in a QBSS, which are already specified in IEEE 802.11e, and the proposed QoS mechanisms for a QMesh. There are two cases to be addressed: 

a) The QBSS is associated with a mesh AP that is both a QMP and part of the QMesh under consideration, and 

b) The QBSS is associated with an AP that is not part of the QMesh under consideration

In case a), we require that the QoS admission control and scheduling function resident in the mesh AP be responsible for provisioning the available channel resources to permit co-existence of QoS flows in both the mesh and the QBSS. The mesh AP may enforce admission control on all the access categories operating within the QBSS, and reflect the traffic admitted within the QBSS in its CRAT table, as already outlined in Section 2.2.1. Alternatively, if the mesh AP does not mandate admission control for some access categories, it should limit their access to the contention free period, and the fraction of time available to the contention free period should be limited by the mesh AP, and this fraction should be accounted for in the CRAT table, as described in Section 2.2.1.
2.7 Interaction with Routing and Forwarding Mechanisms

The problem of route selection becomes interlinked with flow set-up and admission for traffic that requires QoS assurances. If the route selection metrics do not also consider QoS parameters such as the available bandwidth and expected latency along a route, it causes additional latency in setting up QoS flows because the first selected route may not support the QoS requirements of the flow and this information may only become available after a lengthy process of propagating ADDTS requests along the multi-hop path and receiving a rejection response. In order to solve this, the route selection and routing metric queries and advertisements may also request QoS specific information and metrics, such as information from the CRAT and CAST. If this information is already available before route selection, flow set-up is quicker and more deterministic.

2.8 Interference Range and Transmit Power Considerations

The transmission range of a wireless device is defined as the range over which packets transmitted by it may be correctly decoded. The interference range refers to the range over which its transmissions interfere with signals received from another wireless device, causing incorrect decoding and collisions. The carrier sense range refers to the range over which the presence of signals from this device is detected by other devices (using energy detection mechanisms). While the transmission range and carrier sense range may be independently determined, based on the transmit power of the device of interest, the interference range is much less so, owing to the uncertainty of the strength of the signal with which transmissions from this device are interfering. 


[image: image1]
Figure 1: Illustration of Interference and Transmission ranges

For maximizing the effectiveness of the flow set-up protocol outlined in this article, the transmit power used to send the ADDTS and DELTS messages should be chosen such that the transmission range of these messages is nearly equal to, or just larger than, the greater of the interference range and the carrier sensing range of the traffic belonging to the flow being set up (see Figure 1). Using a higher transmit power would cause mesh points in a wider range than necessary to admit less QoS traffic. Using a lower transmit power than this would result in neighboring mesh points injecting more traffic into the mesh, thus causing more collisions with the flow and poorer quality of service. 

3 Summary

End-to-end QoS in wireless multi-hop networks is an absolute necessity, but presents a major challenge in designing a scalable protocol that is easy to implement. This article presents a relatively simple protocol that accomplishes end-to-end QoS flow set up in a relatively simple and efficient way. It is based on distributed resource reservation and channel information exchange. Since the protocol requires only minimal real-time capabilities over and above what is required in an IEEE 802.11e compliant device, it is also given to easy implementation over existing devices, using software upgrades.

The proposed protocol operates as follows:

a) Each node in the network maintains information on the channel utilization in its neighborhood in a CRAT. 

b) The impact of admitting a new flow to the network is evaluated along all hops along the path of the flow. 

c) If an unscheduled flow causes any of the links along the path to become overloaded, it is not admitted.

d) Once admitted, an unscheduled flow is allowed to access the channel using the admission control procedures defined in IEEE 802.11e draft standard. This ensures that the medium is fairly accessed among all admitted flows. 

e)  If a scheduled flow poses any scheduling conflicts along its path, or causes any of the links along its path to become overloaded, it is not admitted

f) Once admitted, a scheduled flow is allowed to access the channel according to its pre-determined schedule. Thus, it can avail its required QoS.
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Abstract


Applications such as voice and interactive video need to negotiate end-to-end QoS in a wireless mesh both due to the multi-hop nature of data transport adding latency and jitter, and due to the fact that QoS failures in any one hop result in wasted transmissions and wireless medium time along all previous hops. This proposal outlines a protocol for end-to-end flow set-up in a mesh network. The proposed scheme re-uses channel access methods defined in IEEE 802.11e for QoS in Wireless LANs, and is therefore extremely well-suited for implementation in off-the-shelf Wireless LAN access points, using just software upgrades. It is also well-suited for adoption by the IEEE 802.11s Task Group, as a method for QoS provisioning in IEEE 802.11s wireless mesh networks. Extensions of the protocol are also provided to accommodate power save operation as well as multi-channel mesh operation. This allows mesh members to go to sleep to save power, and to reserve bandwidth concurrently with neighboring members, but on different channels, thus offering a lower contention probability and promoting spatial re-use.
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�There is no straightforward way to derive the fraction of time any neighbor transmits to some third party node because concurrent transmissions by many neighbors are possible. The same applies to receptions.
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