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Proceedings:

Charles started the call at 9.05 AM.

He started off with the agenda, which was to focus on #1156r1 from Mike Foegelle. He asked if there were any other issues that people would like to put on the agenda; there were none. He then asked for approval for the last week's minutes (document #1165r0); no objections were heard, so the minutes were duly approved. He then turned the floor over to Mike Foegelle for his presentation.

Presentation: "Bottom-Up Evaluation of 802.11 Performance Testing" by Mike Foegelle (document #1156r1)
Mike prefaced his presentation by saying that he'd been doing a lot of research into this subject. He gave a quick overview and then talked about how the traditional network layer testing would apply. He said that he would also address the various environmental effects and describe how we would be able to develop some tests to simulate those. He noted that we had been following a top-down approach, starting with metrics and then coming up to developing tests. He felt that it was a useful start but we kept getting hung up on the higher-layer aspects, and that we should use a bottom-up approach to identify critical contributions to testing the wireless portion of the DUT. He would try to identify some of these areas in his talk.
He started his presentation with slide #5, dealing with the 7-layer network model. He said that there were already concepts to test a network, and we don't have to reproduce any of these. We should focus on the datalink and PHY layers. He emphasized this on the next slide (#6), saying that we should add something to the industry by focusing on these. The environmental effects on the PHY (location, interference, etc) would clearly affect things up to the datalink and higher layers, but there were lab techniques to identify these. The first step, however, was to identify that the device was really operational; we should not, however, be dealing with these. Additionally, in the physical layer we have to consider the ability to encode/decode the packets, etc; for the MAC layer we have to look at other lower layer effects.

Mike moved on to the environmental effects. He said that the simplest was direct Line Of Sight (LOS) communication; this is low-hanging fruit. Signal level drops as distance increases, but the phase of the signal will not be affected by the environment beyond a simple phase delay. Evaluation of radio performance thus corresponds to transmit power and sensitivity measurements. There are different modulation complexities and so several sensitivity levels would have to be tested. We will, however, be testing with a clean signal; the propagation delay is a secondary effect (1/3 microseconds at 100m separation) which should be negligible. The reality is that as far as the radio performance is concerned, the test can be performed as a purely conducted test, ideally with a "golden" calibrated radio that gives a traceable way of measuring power and signal quality measurements, plus a way of varying the forward power to the DUT.

The next big effect is the concept of multipath. Conceivably, multipath effects could be subdivided and investigated separately. Field nulls are the result of constructive and destructive interference; however, in mobile devices we are concerned about dynamic fading, where the signal changes dynamically as a function of time. The signal level effects of fading would have similar effects on performance as distance; we're looking for changes in signal strength, basically. However, these are spread-spectrum signals that provide some rejection of fading, and an accurate test for fading would entail some sort of variable notch filter that creates a frequency-dependent behavior. We would move the location of the null around in frequency and magnitude to evaluate the effect.

Mike also explained the etymology of the term fading, which derived from AM radios and audio fading in and out. However, in 802.11 the modulation is quite fast and comparable to the fading times, and hence could corrupt signals even when the signal strength is high (due to phase being corrupted by multipath). This is in the time domain; in the frequency domain, other interesting things are happening as well. Most of the spread-spectrum techniques are designed to decode that effect, and it would be nice to define suitable tests for that purpose.

Fading effects should be doable by means of cabled tests, using delay simulators and combiners. He suggested that test equipment vendors might develop customized simulators for these effects. He noted that multipath should really be restricted to receiver side effects; doing tests on the receiver side for RX1 and RX2 should be sufficient to qualify multipath, there is no need to characterize the transmitter.

Mike then went on to antenna tests (slide #18). He noted that while he did not want to minimize the antenna effects, the reality is that antennas are merely a modifier to the other tests. Basically, if you have already qualified that the radio can handle a given level of multipath, a directional antenna can enhance that but not necessarily change the whole thing. There are some interactions we need to be aware of between the antenna and the device, but we shouldn't have to do every single test over the air. Instead, we should be able to do most of the tests cabled and then come back and qualify some of the tests over the air.

With respect to diversity testing, the performance of a dual or multiport device should be able to be performed with conducted tests, unless we are talking about a receiver that combines RF from different antennas with phase shifters to create a directional array. For simple diversity switching the conducted tests are sufficient.

The concept of smart antennas really adds a new level of complexity to the testing. This is going to be a tough problem; Mike felt that hopefully we won't have to address this tomorrow, we have a little time to think about it. The reality is that the time period of the decision process that adjusts the weighting of smart antennas could be on the same level as that of the signals themselves, and so this becomes very difficult to deal with. This is especially true if the circuitry that adjusts the antennas and so on is a significant fraction of the whole radio, at which point it plays a large role in overall device performance.

Mike then discussed the standard metrics/tests that have been talked about so far: hidden nodes, protocol related effects, timing, holdoff, access control, etc. He didn't feel like he needed to get into this heavily, but he did want to talk about the stuff on the market such as network stress testers that simulate multiple clients. He believed that they operate by running multiple MAC layers through one radio, so we might not be getting a full picture of all the RF interactions that occur in a real network; ideally we would want multiple radios to do this.

Interference was viewed as more of a performance test than a functional test. For a given interference level, he should expect any device to have the same level of performance, so it's not a performance issue but instead a functional issue. Also, it depends heavily on the type of interference; a Bluetooth device would have different parameters than simple random noise, for example.

In conclusion, Mike said that the main point he wanted to get across was that it was not necessary to set up simulated environments to test performance, many of these could be done via conducted tests. Many metrics may have the same interaction of input parameters, so it may not be necessary to test all the metrics we can think of. Further, we should focus away from application layer and higher layer testing to more 802.11 specific issues. With this he ended the presentation.

Charles then thanked Mike for his presentation, and opened the floor up to questions.

Question from Charles: On slide 23, I agree that outside interference is not predictable; if you're talking about outside being "outside 802.11", then I agree even more. Mike: Yes, I agree. Charles then continued: There is, however, also interference from other 802.11 devices operating in adjacent channels. Mike: I considered that to be part of the network concept, not something specifically to interference. Charles: We should still characterize this type of interference, as it is a key factor with respect to how you put your APs together.

Question from Mark: With regard to the interference from other devices, is that something we would look into, or is that for some other group to consider? Answer from Charles: It's more or less within the Coexistence WG purview; we are concerned about the coexistence of 802.11 wireless devices with each other.

Comment from Mike B: When you are looking at the PHY only, you characterize blocking and intermod. All the standards (IS-98, CDMA, etc.) have those tests in them. Even though coexistence is not what we test, we would want to perform these tests.

Larry Green signed in.

Charles responded to Mike B's comment: I'm not exactly sure I know what you are talking about. 802.11 specifies a few simple parameters regarding interference (ACI, etc.). We should have people bring forward a presentation so that we can understand what they are.

Question from Areg: I think there's a lot of good points brought up here. Mike, you weren't present at the last Berlin meeting? Answer: Unfortunately not. Areg: There was a presentation (document #1009) that was adopted as a framework for TGT going forward, but your scenario here to eliminate the usage scenarios is somewhat contradictory. Answer: I'm not saying to eliminate it, but let's not duplicate the test scenarios for all of the tests.

Comment from Fahd: The framework from Berlin set a foundation, but what Mike is talking about is a means to identify lower-level metrics dealing with PHY-level and some MAC-level issues. Mike: Exactly. Rather than look at the 30,000 foot view, we should push to get something accomplished. The question is, what are the things that we know affect radio performance? We should then work back up the chain.

Fahd continued: What we are talking about here is extending the framework developed in Berlin, and building upon it to add the PHY and MAC stuff in.

Comment from Areg: I'm not asserting it is contradictory. However, I want to avoid going down two parallel paths; we should stay on a single one that is agreed to by the group. Response from Fahd: We probably need another slide or a discussion that ties it all together.

Comment from Charles: This presentation is kind of correlated with the one I gave last week (document #1157) that said that here are some configurations we can look at. We should look at the ones that are really meaningful and eliminate the ones that aren't. In those terms, Mike is suggesting various ways in which we can shortcut the process; his bullet points in slide 25 are referring to that. We don't need to test all the configurations.

Comment from Areg: Based on the framework we have right now, we have certain methodologies and also a test environment. There is also the last topic, which is predicting. When you start testing multipath with a conducted environment, you are talking about predicting performance, not measuring performance. Thus we need a slide that ties it all together.

Question from Areg: When you mention that load testing devices do not really simulate real-world environments, can you elaborate on that? Answer: Based on my understanding of the design of some of these devices, the ones that I'm familiar with and have read articles on are simulating multiple devices but only have one radio on them. There has to be something that marshals the different MAC signals to run a single radio, hence there is no contention, which eliminates a whole class of interaction from the picture, which is multiple radios interacting and possibly colliding.

Comment from Areg: I think you have to divide the problem into the different types of things you want to test. Believe it or not, APs actually break down when there are more than a few devices trying to access them at the same time, even aside from collision effects. Mike: Yes. I wasn't implying that you didn't need to test this, just that it occurs at the higher layer.

Question from Charles: That brings up an interesting question. The stress testers don't cause collisions, there's only one PHY. However, is there some level of performance that needs to be measured that way? It would be a lot better if there was a way to say "I’m going to generate collisions at a specific level right now, and I'll gather up all the statistics relating to collisions at this time". I'd be very interested to see what sort of tests that we can come up with at that time.

Comment from Larry: What we find with these virtual client boxes, is that collisions are a very small part of the performance equation. The effects that occur at the higher layers are not significantly affected by the collisions.

Comment from Charles: You were commenting on smart antennas, diversity, etc. I'd like to point out that TGn is very likely going to be a MIMO system, with multiple antennas and radios running at the same time and on the same frequency, and exploiting multipath. I definitely agree that some day we'll have to deal with that. We have written into our PAR that the project may have to include the work of TGn and TGf, but the key word is "may". Someday we will have to address these larger and more complicated systems. On the other hand, I know of solutions that actually have a two-channel full diversity combining receiver, and we might have to include this in our tests right away. Response from Mike: I think we can do those tests cabled as well. Reply from Charles: My position is that we should not think about them right now.

Question from Fahd: I would like to know what sort of metrics you were thinking about right now? I have a few (Fahd then listed a few metrics). Do you think this is a decent enough list? Answer: We're now getting into our definition of metrics. For multipath, for instance, we're simulating an environmental effect, but it's really an input parameter to metrics that you would measure across the network. What you really want to know is: how a given multipath effect would change those metrics? We've been talking about the top-level metrics, but why don't we talk about the parameters that feed those metrics and go on from there? Response from Fahd: I'd like to get back to that framework and start putting things in place so that I can see where we're going. For instance, the metrics for sensitivity and multipath might be throughput and latency, right? Answer from Mike: yes, that could be so. For instance, throughput could be affected by sensitivity and so on. Response from Fahd: OK. Great presentation.

Charles then asked for other questions; there were none. He asked people if they had ideas for presentations for next week, and urged that if they did, to send him agenda items. He thanked Mike again for his presentation, and closed the teleconference.

The teleconference ended at 10.00 AM.
Action Items:

None
Next Conference Call:

Thursday, October 14, 2004, at 9.00 AM PST..
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