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Abstract:
A Class-based Contention Period (CCP) scheme is proposed for a simple and effective Qos allocation over wireless LANs. It is a natural extension of EDCA with multiple contention periods, where access to the medium is restricted to a subset of the Access Categories (ACs). Within an Explicit Contention Period (ECP), access to the medium is obtained through contention among the frames from allowed classes, as with EDCA contention periods. However, the scheduling of the successive contention periods is done by the Hybrid Coordinator (HC). ECPs are advertised to stations, through specific control frames transmitted by the HC. CCP enables a better protection of real-time traffic from lower priority frames, for up-stream and down-stream traffic.
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2. Definitions

CCP: a refinement of contention period in different types for traffic isolation and bandwidth control

CP Length: Length of a contention period

CP Type: Indicates the subset of access categories that are eligible to contend in this period

Explicit CP: A contention period explicitly advertised by the hybrid coordinator, which allows a restricted number of ACs to contend.
Legacy CP: A contention period that is not explicitly advertised by the hybrid coordinator, and where legacy STAs (with or without Qos functionality may contend according to DCF).

Maximum ECP-length: Maximum length of any explicitly allocated CPs.

3. Abbreviations and acronyms

	Term
	Description

	AC
	Access Category

	ACK
	Acknowledgement

	AGC
	Automatic Gain Control

	AIFS
	Arbitration IFS

	AP
	Access Point

	AP
	Access Point

	BSS
	Basic Service Set

	CAC
	Call Admission Control

	CAP
	Controlled Access Phase

	CCP
	Class-based Contention Periods

	CP
	Contention Period

	CPL
	Contention Period Length

	CPT
	Contention Period Type

	CTS
	Clear To Send

	CTS
	Clear To Send

	DCF
	Distributed Coordination Function

	DS
	Distribution System

	EDCA
	Enhanced Distributed Channel Access

	EDCF
	Enhanced DCF

	FCS
	Frame Check Sequence

	FDM
	Frequency Division Multiplexing

	FSM
	Finite State Machine

	HC
	Hybrid Coordinator

	HCCA
	HCF Controlled Channel Access

	HCF
	Hybrid Coordination Function

	HT
	High Throughput

	IE
	Information Element

	IFS
	Inter Frame Spacing

	LLC
	Logical Link Control

	MAC
	Medium Access Controller

	MPDU
	MAC protocol data unit

	MPDU
	MAC PDU

	MSDU
	MAC service data unit

	MSDU
	MAC SDU

	MU
	Mobile Unit

	NAV
	Network Allocation Vector (a MAC-level carrier-sense)

	OFDM
	Orthogonal Frequency Division Multiplexing

	OFDM
	Orthogonal FDM

	PDU
	Protocol Data Unit

	PHY
	Physical Layer

	PLCP
	PHY layer convergence protocol

	PPDU 
	PHY protocol data unit

	PSDU
	PHY service data unit

	Pure Mode
	A mode of operation of a BSS in which there are no legacy devices

	QAP
	QoS access point

	QoS
	Quality of Service

	QSTA
	QoS Station

	RA
	Receiver Address

	RTS
	Request to send

	RX
	Receiver

	SAP
	Service Access Point

	SDU
	Service Data Unit

	SIFS
	Short inter-frame spacing

	SoP
	Start of Packet (i.e. PPDU Packet)

	STA
	Station

	TA
	Transmitter Address

	TC
	Traffic Category

	TGe
	802.11 Task Group e  - Quality of Service

	TGn
	802.11 Task Group n  - Enhancements for Higher Throughput

	TS
	Traffic Stream

	TSID
	Traffic Stream Identifier

	TSPEC
	Traffic specification

	TX
	Transmitter

	TXOP
	Transmission opportunity

	TXOP
	Transmission Opportunity

	UP
	User Priority

	WM
	Wireless Medium

	ECP
	Explicit Contention Period

	LCP
	Legacy Contention Period


4. Introduction

4.1. Purpose

This document defines proposed enhancements for higher throughput within the scope of the Project Authorization Request (PAR) as formulated for IEEE 802.11 Task Group n.
4.2. General description of MAC enhancements

The Class-based Contention Periods scheme provide a simple and effective way to provide Qos in wireless LANs. It is obtained by simple extensions of EDCA with explicitly allocated contention periods of different types. Within an Explicit Contention Period (ECP), channel access is based on contention as with EDCA for a restricted number of ACs. Like CFPs, ECPs are allocated and scheduled by the hybrid coordinator. They start with ECP-Start frames and end with ECP-End or ECP-End+ECP-Start frames.
5. Frame formats
Three new control frames are defined, ECP-Start, ECP-End and ECP-start+ECP-End frames to respectively announce the beginning, the end and simultaneous start of two consecutive ECPs.
5.1. Control frames

5.1.1. ECP-Start
	Octets: 2
	2
	6
	6
	
	1
	4

	Frame Control
	Duration
	RA
	BSSID
	ECP type
	FCS


Figure 1: ECP-Start control frame
The different fields are described in the following table.
	Field
	Size (bytes)
	Purpose

	Frame Control
	2
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]

	Duration
	2
	It is set to the duration of the next CP

	RA
	6
	Broadcast group address

	BSSID
	6
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]

	ECP type
	1
	Bit mask where AC n corresponds to bit n (if the AC mask is denoted by b7…b0). Four bits are reserved (b4 to b7) for the definition of additional TCs

	FCS
	4
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]


Table 1: Fields for the ECP-Start control frame
5.1.2. ECP-End

This frame announces the end of the current ECP, and the begining of an LCP.
	Octets: 2
	2
	6
	6
	
	4

	Frame Control
	Duration
	RA
	BSSID
	FCS


Figure 2: ECP-End control frame
The different fields are described in the following table.

	Field
	Size (bytes)
	Purpose

	Frame Control
	2
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]

	Duration
	2
	Duration of the frame

	RA
	6
	Broadcast group address

	BSSID
	6
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]

	FCS
	4
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]



Table 2: Fields for the ECP-End control frame
5.1.3. ECP-End+ECP-Start

This frames combines the functions of the ECP-Start and ECP-End frames. It enables a reduction of the number of ECP control frames when multiple consecutive ECPs are allocated.

	Octets: 2
	2
	6
	6
	
	1
	4

	Frame Control
	Duration
	RA
	BSSID
	ECP type
	FCS


Figure 3: ECP-Start+ECP-End control frame
The different fields are described in the following table.

	Field
	Size (bytes)
	Purpose

	Frame Control
	2
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]

	Duration
	2
	Duration of the next ECP

	RA
	6
	Broadcast group address

	BSSID
	6
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]

	ECP type
	1
	Indicates the type of the next ECP

	FCS
	4
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]


Table 3: Fields for the ECP-Start+ECP-End control frame
5.1.4. ECP-Access Request

This frame is sent by a QSTA to the QAP to request access to one or more ECP types, for which the access mode is through QoS negotiation.

	Octets: 2
	2
	6
	
	6
	1
	
	
	1
	

	Frame Control
	Duration
	BBSID
	TA
	ECP type 1
	TSPEC 1
	
	ECP type n
	TSPEC n


	4

	FCS


Figure 4: ECP-Access-Request control frame
	Field
	Size (bytes)
	Purpose

	Frame Control
	2
	See ‎[1]

 REF _Ref80017636 \r \h 
 \* MERGEFORMAT ‎[2]

	Duration
	2
	Frame duration

	TA
	6
	Address of the requesting QSTA

	BSSID
	6
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]

	ECP type n
	1
	Type of ECP to which access is requested

	TSPEC n
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]
	TSPEC of the traffic offered for ECP type n

	FCS
	4
	See ‎[1]

 REF _Ref80017636 \r \h 
 \* MERGEFORMAT ‎[2]


Table 4: Fields in the ECP-Access-Request control frame
5.1.5. ECP-Access-Request-ACK

This frame is sent by the QAP to a QSTA , to acknowledge the receipt of an ECP-Access Request frame and to inform the QSTA of the number that has been assigned to an access request.
	Octets: 2
	2
	6
	6
	
	1
	4

	Frame Control
	Duration
	RA
	BBSID
	Request number
	FCS


Figure 5: ECP-Access request ACK control frame
	Field
	Size (bytes)
	Purpose

	Frame Control
	2
	See ‎[1]

 REF _Ref80017636 \r \h 
 \* MERGEFORMAT ‎[2]

	Duration
	2
	Frame duration

	RA
	6
	Address of the QSTA that has issued the ECP- access request

	BSSID
	6
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]

	Request number
	1
	Number that has been assigned to the request

	FCS
	4
	See ‎[1]

 REF _Ref80017636 \r \h 
 \* MERGEFORMAT ‎[2]


Table 5: Fields in the ECP-Access-Request-ACK control frame
5.1.6. ECP-Access Response MPDU
This frame is sent by the QAP, in response to an ECP-Access Request frame.
	Bits: 16
	16
	48
	48
	

	Frame Control
	Duration
	RA
	BSSID


	48
	48
	1
	
	48
	1

	Request 1
	ECP type 1
	Resp 1
	
	ECP type n_1
	Resp n_1


	48
	48
	1
	
	48
	1

	Request m
	ECP type 1
	Resp 1
	
	ECP type n_m
	Resp n_m


	32

	FCS


Figure 6: ECP-Access response control frame
	Field
	Size (bits)
	Purpose

	Frame Control
	16
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]

	Duration
	16
	Frame duration

	TA
	48
	Address of the requesting QSTA

	BSSID
	48
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]

	ECP type n
	8
	Type of ECP to which access is requested

	Resp n
	1
	Bit indicating whether access has been granted (bit set to one) for the requested ECP type.

	FCS
	32
	See ‎[1]

 REF _Ref80017636 \r \h 
 \* MERGEFORMAT ‎[2]


5.2. Data frames

None
5.3. Management frames

5.3.1. ECP capability element
The ability to support ECPs is indicated by an ECP capability information element included in the following management frames.
· Association requests by STAs: to indicate that the STA can intrepret ECP-Start, ECP-End, and ECP-Start+ECP-End frames.
· Association response by APs: to advertise the ECP feature to STAs.
The ECP capability information element has the following format.
	Bits: 8
	8
	1
	7
	8

	Element id
	Length
	ECP capability
	ECP length
	Num. ECP types


Figure 7: ECP capability information element
	Field
	Size (bits)
	Purpose

	Element id
	2
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]

	Length
	2
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]

	ECP capability
	1
	Bit indicating whether the STA supports ECPs

	ECP length
	7
	The maximum length of any ECP in milliseconds. For management frames sent by non AP stations, this field is ignored by the AP.

	Number of ECP types
	
	Bit mask indicating the access mode for each ECP type. Bit n corresponds to ECP n. When the bit is set, access to the ECP type requires preliminary Qos negotiation with the AP.


Table 6: Fields in the ECP capability information element
5.3.2. ECP parameters element

Information element indicating the parameters of an ECP type.

	Bits: 8
	8
	8
	1
	8

	Element id
	Length
	ECP type
	Mode
	AC mask


Figure 8: ECP parameter information element
	Field
	Size (bits)
	Purpose

	Element id
	16
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]

	Length
	16
	See ‎[1]

 REF _Ref80017636 \r \h 
‎[2]

	ECP type
	8
	Index of the ECP type

	Access mode
	1
	Bit indicating whether default access mode (value 0) or access through Qos negotiation

	AC mask
	8
	Bit mask indicating the ACs that are allowed. AC n is allowed if and only bit n is set to one



6. MAC sublayer functional description

With CCP,  the start of an ECP is explicitly indicated either by an ECP-start or a ECP-End+ECP-Start frame. Its end is indicated by an ECP-End or an ECP-End+ECP-Start frame. With the CCP framework, to ensure proper traffic isolation, some restrictions are imposed on the initiation of frame exchange sequences, and on the lengths of TXOPs.
6.1. Allocation of ECPs

ECPs are allocated by the HC according to a Qos allocation policy set by the operator. To start a new ECP, the HC sends an ECP-start or an ECP-Start+ECP-End frame, with the duration field of the frame set to the length of the allocated ECP. The set of ACs that are allowed channel access are set in the ECP mask field of the frame announcing the ECP. An ECP has a maximum length not exceeding a value given by MAX_ECP_LENGTH with a recommended value of 5ms. An ECP-start frame may be transmitted as follows:

· At the end of a CFP: A SIFS interval after the completion of a CFP indicated by a CFP-End frame.
· At the end of an ECP: a SIFS interval after the completion of an ECP indicated by an ECP-End frame.

· In LCPs: A SIFS interval after the completion of any frame transmission. 

6.2. Channel access within ECPs

Within an ECP, channel access functions from the allowed ACs contend essentially according to EDCA rules with the following minor modifications.
· A channel access function intiates a frame exchange sequence only if there is enough time to complete the exchange within the current ECP, including IFS and acknowledgments.

· Any TXOP obtained by a channel access function must complete with the ECP, and can only be used to transmit frames of a same AC allowed within the ECP.

· The HCCA function cannot obtain access the channel within an ECP.
6.3. Channel access within LCPs

The begining of an LCP is indicated by any of the following control frames: CFP-End, ECP-End. During an LCP channel access is according to EDCA ‎[2]. Then all QSTAs including legacy QSTAs (that do not have the capability to detect ECPs) may contend. As before  the HCCA function may obtain polled TXOPs within LCPs. LCPs are not explicitly limited in duration, but they end with the beginning of the next CFP or ECP.
6.4. Interaction with the power-save function

Consider a QSTA capable of interpreting ECP-Start, ECP-End and ECP-Start+ECP-End frame. When such QSTA emerges from power-save mode it has no record of any ongoing ECP or LCP, it should reset an ECP-length timer (ECP_LENGTH_TIME) to a specified value exceeding the SIFS (to ensure that it does not interfere into an ongoing CFP) interval, and the length of any ECP. Then the QSTA should freeze (no update of backoff-counters, of congestion windows, no initiation of frame exchange sequence) all its channel access functions until one of the following events occurs.

· One of the following frame is received (before timer expiration): ECP-Start, ECP-End, ECP-Start+ECP-End, Beacon frame, CFP-End, or CFP-End+CFP-Start frame:Then the QSTA obtains a record of the  next ECPs, LCPs and CFPs and its sets the states of its channel access functions accordingly.

· ECP-length timer expiration: the QSTA has emerged from power save mode in an LCP and it sets its channel access functions to the channel access rules of an LCP, i.e. EDCA rules.
6.5. ECP scheduling (informative)

The CCP framework enables the implementation of various Qos and bandwidth allocation policies. In the simplest case a simple Weighted Round Robin discipline (WRR) can be considered, with four ECP types, where each ECP is dedicated to an AC. The lengths of the different ECP types are selected to meet the following constraints.
· Bandwidth requirements of the different flows.

· Delay requirements of the flows.

With the WRR scheduling, it is possible to proceed as follows.

· The length of the scheduling round (the time it takes to serve all the ECP types) does not exceed the maximum delay for the most delay sensitive application to be supported.

· The length of a ECP type is roughly proportional to the aggregate offered load for the ECP.
· The ECP length should be greater than the required time to accommodate a complete frame exchange sequence including all IFS and ACKs, for a data frame of the maximum size.
	
	Scheduling round
	Next round

	
	
	
	
	
	
	

	ECP
	1
	2
	3
	4
	5
	6

	
	
	
	
	
	
	

	ECP mask
	00001000
	00000100
	00000010
	00000001
	00001000
	00000100

	
	
	
	
	
	
	

	Allowed ACs
	VO
	VI
	BK
	BE
	VO
	VI


Figure 9: WRR ECP schedule
In a variation of this allocation scheme, it is possible to proceed hierarchically as follows.

· First allocate the lengths for the real-time ECPs (i.e. ECPs allowing traffic from AC_VO and AC_VI) in a scheduling round, and allocate the remain time for non-real time traffic, subject to the minimum ECP length constraint described above.
· Within the time allocated to real time traffic within a scheduling round, allocate the ECP lengths for AC_VO and AC_VI proportionally to their offered load, subject to the minimum ECP length constraint.

· Within the time allocated to non real-time traffic within a scheduling round, allocate the ECP lengths for AC_BE and AC_BK proportionally to their offered load, subject to the minimum ECP length constraint.
In yet another scheduling discipline, it is possible to implement precedence mechanisms by allowing traffic of a given AC in multiple ECP types. This is especially desirable for AC_BE and AC_BK where a relative differentiation is preferable. An example of this approach is described in the following figure.
	
	Scheduling round
	Next round

	
	
	
	
	
	
	

	ECP
	1
	2
	3
	4
	5
	6

	
	
	
	
	
	
	

	ECP mask
	00001000
	00000100
	00000010
	00000011
	00001000
	00000100

	
	
	
	
	
	
	

	Allowed ACs
	VO
	VI
	BK
	BK, BE
	VO
	VI


Figure 10: Hierarchical ECP schedule
For real time classes, to guarantee the Qos received by flows the CCP scheme should be applied with an admission control algorithm that limits the traffic offered to each ECP. The admission control algorithm should be implemented by the HC during a Qos negotiation phase, based on the traffic specification of flows as they request admission into a real time ECP type.
6.6. Qos negotiation (informative)

The provisioning of the different CPs may be done offline based on the projected traffic load for the different ACs. However, in practice this may not be optimal if the traffic demand is not well known or changes frequently e.g. due to the mobility of the STAs. The preferred approach is to dynamically adjust the length of the ECPs according to traffic parameters negotiated between the QSTAs and the HC, through Qos negotiation.
7. MAC sublayer management

7.1. ECP capability
An AP indicates the ECP capability by including an ECP capability information element in management frames (e.g. association response frames), with the ECP length field set to the maximum ECP length. For each ECP type the AP also indicates the mode, and the allowed ACs in the AC mask field in the corresponding ECP information elements.
An STA notifies the AP about its ability to interpret ECP frames (i.e. ECP-Start, ECP-End and ECP-Start+ECP-End frames) by including an ECP capability information element in association response frames.
7.2. Qos negotiation

Each ECP type has its access mode that defines how a QSTA gains access to the channel during ECPs of this type. The default mode allows access without preliminary Qos negotiation with the AP. In this mode, within an ECP that allows access to a given AC, all channel access functions from the AC may contend. The other ECP access mode requires  a preliminary Qos negotiation phase that proceeds in three setps.

· The QSTA sends a control frame to the AP, to request access to the ECP type. This frame contains information about the traffic to be offered to the ECP type, such as the load, maximum delay.
· Based on the traffic information, the AP decides to admit or reject the QSTA to the requested ECP type. Although, this involves an admission control algorithm. The sepcification of this algorithm is beyond the scope of this document.
· The AP sends a control frame to inform the QSTA of the admission decision.
Access to an ECP type is done through an ECP-Access-Request frame. In reponse to ECP-Access request, the AP sends ECP-Access-Response frames. ECP-Access (request or response) frames may be sent in any ECP or LCP.
7.3. IBSS operation
ECPs cannot be alocated in IBSS mode since they require a HC.

7.4. Coexistence with legacy devices
ECPs are implemented in a manner compatible with EDCA. QSTAs that do not have the ECP capability access the channel during CFPs or LCPs, and are ensured channel access  through proper scheduling by the HC. However these legacy QSTAs do not access the channel during ECPs, due to the setting of the duration field in ECP-Start, ECP-End or ECP-End+ECP-Start frames.
8. Results for Mandatory Comparison Criteria and FR

8.1. Summary of Configurations

8.1.1. MAC 1x1x20

	Parameter
	Value

	Number of Tx Antennae
	1

	Number of Rx Antennae
	1

	Nominal Channel Width
	20 MHz

	PHY Options enabled
	None

	TCP Model
	Reno

	Channel Access Method
	EDCA and CCP

Note:  the channel access method used is shown in the CC results table using colour coding.


	AC
	Application
	Application number

	AC_BE
	Content download
	A13

	
	Internet File transfer
	A14

	

	AC_BK


	VoD control channel
	A2

	
	Local File transfer, printing
	A15

	
	Remote user interface
	A24

	

	AC_VI


	DV Audio/video
	A1

	
	SDTV
	A3

	
	HDTV (Video/Audio)
	A4

	
	DVD
	A5

	
	Video Conf
	A6

	
	Internet Streaming video/audio
	A7

	
	Internet Streaming audio
	A8

	
	MP3 Audio
	A12

	
	Interactive Gaming
	A16

	
	Interactive Gaming
	A17

	
	Interactive Gaming
	A18

	
	Netmeeting application/desktop sharing
	A19

	
	Video phone
	A23

	

	AC_VO
	VoIP
	A9


Table 7: Traffic classification

8.2. Results relating to MAC simulations

Preliminary results have been obtained assuming the 802.11a PHY at 54Mbps. In this case the network is clearly in an overload for all three scenarios, even when the traffic demands are slightly redcued (for many applications, the usage model document specifies a minimum and maximum chracteristic offered load, in this cases we su=ystematically consider the lower value). Nonetheless, the allocation of ECPs of appropriate lengths succeeds in protecting the real-time classes from the non-real time traffic. In a coming set of results the demand is to be further scaled down to match the effctive bandwidth available with a 54Mbps 802.11a PHY. Additional information of the simulation scneraios is provided in the appendix.
	CC#
	Name
	Result
	CCP

	CC3
	List of goodput results for usage models 1, 4 and 6.


	SS1 (Mbps)
	

	
	
	SS4
	

	
	
	SS6
	

	CC15(?)
	Sharing of medium with legacy devices
	T1 (Mbps)
	

	
	
	T2 (Mbps)
	

	
	
	T3 (Mbps)
	

	
	
	T4 (Mbps)
	

	CC18
	HT Usage Models Supported (non QoS)
	SS1

(Mbps/ratio)


	

	
	
	SS4
	

	
	
	SS6
	

	CC19
	HT Usage Models Supported (QoS)
	SS1
	

	
	
	SS4
	

	
	
	SS6
	

	CC20
	BSS Aggregate Goodput at the MAC data SAP


	SS1
	

	
	
	
	

	
	
	
	

	
	
	SS4
	

	
	
	
	

	
	
	
	

	
	
	SS6
	

	
	
	
	

	
	
	
	

	CC24
	MAC Efficiency


	SS1
	

	
	
	SS4
	

	
	
	SS6
	


8.3. MAC Comparison Criteria not related to simulation results

	CC#
	Name
	Disclosure

	CC11
	Backward compatibility  with 802.11-1999 (Rev 2003) and 802.11g
	

	CC46
	MAC Compatibility and parameters.
	

	CC47
	MAC  extensions
	


8.4. CC46 – Baseline options

"Provide a list of optional features of 802.11a/b/d/e/g/h/i/j that are required for HT operation, and a summary description of the manner in which they are used.  Include references to the sections in the technical proposal document where the complete details are given."

IEEE 802.11e
	Item
	Feature
	Brief Description
	Sections in [?]

	
	
	
	


8.5. CC47

"Provide a summary description of MAC extensions beyond 802.11a/b/d/e/g/h/i/j that are required for HT operation. Include references to the sections in the technical proposal document where the complete details are given."

	Feature
	Brief  Description
	Section in [?]

	Contention Period refinement
	Allows for further definition of contention period
	


9. Appendix

9.1. Usage models

Three network models have been developed, one for each usage model scenario.

9.1.1. Usage model 4

Usage model 4 corresponds to the large enterprise case and includes 31 STAs including the AP.

	AC
	CP length (ms)

	AC_VO
	20

	AC_VI
	5

	AC_BK
	1

	AC_BE
	1


	Flow
	Source
	Destination
	Application
	Offered load (Mbps)
	Thr
(Mbps)
	PLR(%)
	Delay (ms)

	1
	AP
	STA 7
	Video conf
	0.128
	0.127
	0
	10.2

	2
	AP
	STA 8
	Video conf
	0.128
	0.127
	0
	10

	3
	AP
	STA 9
	MP3
	0.064
	0.063
	3.5
	9.76

	4
	AP
	STA 10
	MP3
	0.064
	0.063
	0
	9.76

	5
	AP
	STA 25
	VoIP
	0.096
	0.0954
	5.3
	1.28

	6
	AP
	STA 26
	VoIP
	0.096
	0.0956
	2.7
	1.38

	7
	AP
	STA 27
	VoIP
	0.096
	0.0958
	1.3
	1.65

	8
	AP
	STA 28
	VoIP
	0.096
	0.0956
	3.3
	1.69

	9
	AP
	STA 29
	VoIP
	0.096
	0.0958
	0.67
	1.42

	10
	AP
	STA 30
	VoIP
	0.096
	0.0954
	4.7
	1.48

	11
	STA 7
	AP
	Video conf
	0.128
	0.127
	4.3
	9.81

	12
	STA 8
	AP
	Video conf
	0.128
	0.127
	0
	9.72

	13
	STA 25
	AP
	VoIP
	0.096
	0.0924
	3.3
	1.20

	14
	STA 26
	AP
	VoIP
	0.096
	0.0930
	3.67
	1.35

	15
	STA 27
	AP
	VoIP
	0.096
	0.0936
	2.4
	1.10

	16
	STA 28
	AP
	VoIP
	0.096
	0.0924
	3.67
	1.21

	17
	STA 29
	AP
	VoIP
	0.096
	0.0935
	2.54
	1.10

	18
	STA 30
	AP
	VoIP
	0.096
	0.0921
	3.94
	1.07

	
	
	
	
	1.79
	1.76
	
	


Table 8: Qos flows for UM4
	Flow
	Source
	Destination
	Application
	Offered load (Mbps)
	Thr
(Mbps)

	19
	AP
	STA 1
	Internet file
	1
	0.0129

	20
	AP
	STA 2
	Internet file
	1
	0.0105

	21
	AP
	STA 3
	Internet file
	1
	0.0129

	22
	AP
	STA 4
	Internet file
	1
	0.0119

	23
	AP
	STA 5
	Internet file
	1
	0.0148

	24
	AP
	STA 6
	Internet file
	1
	0.0140

	25
	AP
	STA 11
	Local File transfer
	30
	0.0391

	26
	AP
	STA 12
	Local File transfer
	30
	0.0407

	27
	AP
	STA 13
	Local File transfer
	30
	0.0551

	28
	AP
	STA 14
	Local File transfer
	30
	0.0463

	29
	AP
	STA 15
	Local File transfer
	30
	0.0375

	30
	AP
	STA 16
	Local File transfer
	30
	0.0287

	31
	AP
	STA 17
	Local File transfer
	30
	0.0383

	32
	AP
	STA 18
	Local File transfer
	30
	0.0351

	33
	AP
	STA 19
	Local File transfer
	30
	0.0383

	34
	AP
	STA 20
	Local File transfer
	30
	0.0287

	35
	STA 1
	AP
	Internet file transfer
	1
	0.0958

	36
	STA 2
	AP
	Internet file transfer
	1
	0.0134

	37
	STA 3
	AP
	Internet file transfer
	1
	0.0177

	38
	STA 4
	AP
	Internet file transfer
	1
	0.0122

	39
	STA 5
	AP
	Internet file transfer
	1
	0.0190

	40
	STA 6
	AP
	Internet file transfer
	1
	0.0148

	41
	STA 21
	AP
	Local file transfer
	30
	0.0607

	42
	STA 22
	AP
	Local file transfer
	30
	0.0447

	43
	STA 23
	AP
	Local file transfer
	30
	0.0575

	44
	STA 24
	AP
	Local file transfer
	30
	0.0015

	
	
	
	
	432
	0.80


Table 9: Non-QoS flows for UM4
9.1.2. Usage model 6

Usage model 6 considers the case of a hot spot with 35 STAs including the AP. The VoIP traffic imposes the most stringent delay requirement of 30ms. Therefore with WRR the length of the scheduling round should not exceed 30ms. The ECP lengths are set as follows.

	AC
	CP length (ms)

	AC_VO
	15

	AC_VI
	1

	AC_BK
	1

	AC_BE
	1


	Flow
	Source
	Destination
	Application
	Offered load (Mbps)
	Thr
(Mbps)
	PLR (%)
	Delay (ms)

	1
	AP
	STA 11
	Streaming audio/video
	0.1
	0.0266
	72.9
	602.6

	2
	AP
	STA 12
	Streaming audio/video
	0.1
	0.0327
	66.6
	604.3

	3
	AP
	STA 13
	Streaming audio/video
	0.1
	0.0122
	87.5
	525.2

	4
	AP
	STA 14
	Streaming audio/video
	0.1
	0.0204
	79.1
	588.0

	5
	AP
	STA 15
	Streaming audio/video
	0.1
	0.0184
	81.2
	584.2

	6
	AP
	STA 16
	Streaming audio/video
	0.1
	0.0184
	81.2
	569.7

	7
	AP
	STA 17
	Streaming audio/video
	0.1
	0.0122
	87.5
	522.5

	8
	AP
	STA 18
	SDTV
	4
	0.40
	89.9
	432.5

	9
	AP
	STA 19
	SDTV
	4
	0.94
	76.2
	562.6

	10
	AP
	STA 20
	VoIP
	0.096
	0.0955
	0
	1.10

	11
	AP
	STA 21
	VoIP
	0.096
	0.0955
	 0
	1.32

	12
	AP
	STA 22
	VoIP
	0.096
	0.0950
	0.5
	1.07

	13
	AP
	STA 23
	VoIP
	0.096
	0.0950
	0.5
	1.25

	14
	AP
	STA 24
	VoIP
	0.096
	0.0950
	0.5
	1.43

	15
	AP
	STA 25
	VoIP
	0.096
	0.0950
	0.5
	1.34

	16
	AP
	STA 26
	VoIP
	0.096
	0.0936
	2.0
	1.32

	17
	AP
	STA 27
	VoIP
	0.096
	0.0945
	1.0
	1.02

	18
	AP
	STA 28
	VoIP
	0.096
	0.0931
	2.5
	1.21

	19
	AP
	STA 29
	VoIP
	0.096
	0.0950
	0.5
	0.87

	20
	AP
	STA 30
	VoIP
	0.096
	0.0955
	0
	1.52

	21
	AP
	STA 31
	VoIP
	0.096
	0.0955
	0
	1.34

	22
	AP
	STA 32
	VoIP
	0.096
	0.0950
	0.5
	0.94

	23
	AP
	STA 33
	VoIP
	0.096
	0.0945
	1.0
	0.76

	24
	AP
	STA 34
	VoIP
	0.096
	0.0955
	0
	1.14

	25
	STA 20
	AP
	VoIP
	0.096
	0.0883
	7.5
	0.54

	26
	STA 21
	AP
	VoIP
	0.096
	0.0907
	5.0
	0.64

	27
	STA 22
	AP
	VoIP
	0.096
	0.0907
	5.0
	0.64

	28
	STA 23
	AP
	VoIP
	0.096
	0.0883
	7.5
	0.75

	29
	STA 24
	AP
	VoIP
	0.096
	0.0916
	4.0
	0.70

	30
	STA 25
	AP
	VoIP
	0.096
	0.0916
	4.0
	0.53

	31
	STA 26
	AP
	VoIP
	0.096
	0.0902
	5.5
	0.50

	32
	STA 27
	AP
	VoIP
	0.096
	0.0931
	2.5
	0.67

	33
	STA 28
	AP
	VoIP
	0.096
	0.0897
	6.0
	0.79

	34
	STA 29
	AP
	VoIP
	0.096
	0.0878
	8.0
	0.54

	35
	STA 30
	AP
	VoIP
	0.096
	0.0921
	3.5
	0.43

	36
	STA 31
	AP
	VoIP
	0.096
	0.0907
	5.0
	0.47

	37
	STA 32
	AP
	VoIP
	0.096
	0.0926
	3.0
	0.54

	38
	STA 33
	AP
	VoIP
	0.096
	0.0873
	8.5
	0.60

	39
	STA 34
	AP
	VoIP
	0.096
	0.0955
	0
	0.77

	
	
	
	
	11.58
	4.26
	
	


Table 10: Qos flows for UM6
	Flow
	Source
	Destination
	Application
	Offered load (Mbps)
	Troughput

(Mbps)

	40
	AP
	STA 1
	Internet file transfer
	1
	0.0

	41
	AP
	STA 2
	Internet file transfer
	1
	0.0

	42
	AP
	STA 3
	Internet file transfer
	1
	0.0

	43
	AP
	STA 4
	Internet file transfer
	1
	0.0

	44
	AP
	STA 5
	Internet file transfer
	1
	0.0

	45
	AP
	STA 6
	Internet file transfer
	1
	0.0

	46
	AP
	STA 7
	Internet file transfer
	1
	0.0

	47
	AP
	STA 8
	Internet file transfer
	1
	0.0

	48
	AP
	STA 9
	Internet file transfer
	1
	0.0

	49
	AP
	STA 10
	Internet file transfer
	1
	0.0


Table 11: Non-QoS flows for UM6
9.1.3. Usage model 1

The first usage model concerns the residential case where multimedia traffic is dominant. The lengths of the different ECPs are set as follows.

	AC
	CP length (ms)

	AC_VO
	

	AC_VI
	

	AC_BK
	

	AC_BE
	


	Flow
	Source
	Destination
	Application
	Offered load (Mbps)
	Troughput

(Mbps)
	PLR
	Delay (ms)

	1
	AP
	STA 1
	HDTV
	
	
	
	

	2
	AP
	STA 3
	HDTV
	
	
	
	

	3
	AP
	STA 4
	SDTV
	
	
	
	

	4
	AP
	STA 7
	VoIP
	
	
	
	

	5
	AP
	STA 8
	VoIP
	
	
	
	

	6
	AP
	STA 9
	VoIP
	
	
	
	

	7
	AP
	STA 10
	Internet streaming audio
	
	
	
	

	8
	
	STA 11
	MP3 audio
	
	
	
	

	9
	STA 1
	AP
	VoD control
	
	
	
	

	10
	STA 3
	AP
	VoD control
	
	
	
	

	11
	STA 5
	STA 6
	Video phone
	
	
	
	

	12
	STA 6
	STA 5
	Video phone
	
	
	
	

	13
	STA 7
	AP
	VoIP
	
	
	
	

	14
	STA 8
	AP
	VoIP
	
	
	
	

	15
	STA 9
	AP
	VoIP
	
	
	
	

	16
	STA 10
	AP
	Console to Internet
	
	
	
	

	17
	STA 11
	STA 10
	Controller to console
	
	
	
	

	Aggregate
	
	
	


Table 12: Qos flows for UM1

	Flow
	Source
	Destination
	Application
	Offered load (Mbps)
	Troughput

(Mbps)

	18
	AP
	STA 4
	Internet file transfer
	
	

	19
	STA 4
	STA 10
	Local file transfer
	
	

	Aggregate
	
	


Table 13: Non-QoS flows for UM1

� Although 4 ACs are currently defined, up to 8 TCs may be specified in the mask.
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