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Abstract:
A Class-based Contention Period (CCP) scheme is proposed for a simple and effective Qos allocation over wireless LANs. It is a natural extension of EDCA with multiple contention periods, where access to the medium is restricted to a subset of the Access Categories (ACs). Within a contention period, access to the medium is obtained through contention among the frames from allowed classes, as with EDCA contention periods. However, the scheduling of the successive contention periods is done by the Hybrid Coordinator (HC). Contention periods are advertised to stations, through specific control frames transmitted by the HC. CCP enables a better protection of real-time traffic from lower priority frames for up-stream and down-stream traffic.
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2. Definitions

CCP: a refinement of contention period in different types for traffic isolation and bandwidth control

CP Length: Length of a contention period

CP Type: Indicates the subset of access categories that are eligible to contend in this period

3. Abbreviations and acronyms

	Term
	Description

	AC
	Access Category

	ACK
	Acknowledgement

	AGC
	Automatic Gain Control

	AIFS
	Arbitration IFS

	AP
	Access Point

	AP
	Access Point

	BSS
	Basic Service Set

	CAC
	Call Admission Control

	CAP
	Controlled Access Phase

	CCP
	Class-based Contention Periods

	CP
	Contention Period

	CPL
	Contention Period Length

	CPT
	Contention Period Type

	CTS
	Clear To Send

	CTS
	Clear To Send

	DCF
	Distributed Coordination Function

	DS
	Distribution System

	EDCA
	Enhanced Distributed Channel Access

	EDCF
	Enhanced DCF

	FCS
	Frame Check Sequence

	FDM
	Frequency Division Multiplexing

	FSM
	Finite State Machine

	HC
	Hybrid Coordinator

	HCCA
	HCF Controlled Channel Access

	HCF
	Hybrid Coordination Function

	HT
	High Throughput

	IE
	Information Element

	IFS
	Inter Frame Spacing

	LLC
	Logical Link Control

	MAC
	Medium Access Controller

	MPDU
	MAC protocol data unit

	MPDU
	MAC PDU

	MSDU
	MAC service data unit

	MSDU
	MAC SDU

	MU
	Mobile Unit

	NAV
	Network Allocation Vector (a MAC-level carrier-sense)

	OFDM
	Orthogonal Frequency Division Multiplexing

	OFDM
	Orthogonal FDM

	PDU
	Protocol Data Unit

	PHY
	Physical Layer

	PLCP
	PHY layer convergence protocol

	PPDU 
	PHY protocol data unit

	PSDU
	PHY service data unit

	Pure Mode
	A mode of operation of a BSS in which there are no legacy devices

	QAP
	QoS access point

	QoS
	Quality of Service

	QSTA
	QoS Station

	RA
	Receiver Address

	RTS
	Request to send

	RX
	Receiver

	SAP
	Service Access Point

	SDU
	Service Data Unit

	SIFS
	Short inter-frame spacing

	SoP
	Start of Packet (i.e. PPDU Packet)

	STA
	Station

	TA
	Transmitter Address

	TC
	Traffic Category

	TGe
	802.11 Task Group e  - Quality of Service

	TGn
	802.11 Task Group n  - Enhancements for Higher Throughput

	TS
	Traffic Stream

	TSID
	Traffic Stream Identifier

	TSPEC
	Traffic specification

	TX
	Transmitter

	TXOP
	Transmission opportunity

	TXOP
	Transmission Opportunity

	UP
	User Priority

	WM
	Wireless Medium


4. Introduction

4.1. Purpose

This document defines proposed enhancements for higher throughput within the scope of the Project Authorization Request (PAR) as formulated for IEEE 802.11 Task Group n.
4.2. General description of MAC enhancements

The Class-based Contention Periods scheme provide a simple and effective way to provide Qos in wireless LANs. It is obtained by simple extensions of EDCA with contention periods of different types. Within a contention period, channel access is based on contention as with EDCA for a restricted number of ACs. Contention periods are scheduled and advertised by a central coordination function, according to a scheduling policy set by the network operator. The CCP can also interoperate with contention free channel access by allocating periods where no AC is allowed to contend, and traffic is polled by the central coordinator according to HCCA.
· Control frames for the allocation of contention periods 

· Interoperation with HCCA
· Interoperation with legacy devices

5. Frame formats
When the BSS does not support HCCA, a CP always starts with a CP-start control frame and it ends with  the next CP-start or CP-End control frame. With HCCA, A CP-start frame transmitted in a CFP must be ignored by STAs. An STA that receives traffic from of a given AC must wait for the next CP allowing the traffic from the AC to contend.
5.1. Control frames

5.1.1. CP-start MPDU
	Octets: 2
	2
	6
	6
	1
	4

	Frame Control
	Duration
	RA
	TA
	CP mask
	FCS

	MAC header


Figure 1: CP-start MPDU
The different fields are described in the following table.
	Field
	Size (bytes)
	Purpose

	Frame Control
	2
	

	Duration
	2
	It is set to the duration of the next CP

	RA
	6
	

	TA
	6
	

	CP mask
	1
	Bit mask where AC n corresponds to bit n (if the AC mask is denoted by b7…b0). Four bits are reserved (b4 to b7) for the definition of additional TCs

	FCS
	4
	


5.1.2. CP-End MPDU

TBD
5.1.3. CP-End+CP-Start MPDU

TBD
5.2. Management frames

TBD
6. MAC sublayer functional description

With CCP,  the start of a CP is explicitly indicated either by CP-start, CFP-End or CFP-End+Ack frames. To ensure proper traffic isolation, the CCP imposes restrictions on the initiation of frame exchange sequences, and on the lengths of TXOPs.
At QSTA that has just emerged from the power save mode, a channel access function of a given AC does not initiate a frame exchange sequence until  the next CP-start frame that initiates a CP supporting transmission of traffic of the AC. Otherwise the QSTA is aware of the last CP-start generated by the HC. At such a QSTA, a channel access function uses EDCA rules to determine when to initiate a frame exchange sequence, with the current CP, subject to the constraint that any initiated exchange should complete within the CP.
6.1. EDCA

With CCP, the normal operation of EDCA is only modified by the allocation of multiple types of CPs. Therefore, when HCCA is also used, multiple CPs may separate two consecutive CFPs. Within a CP, traffic from the allowed ACs contend essentially according to the rules of EDCA, except that any obtained TXOP (by an STA or the HC) or  frame exchange initiated within a CP must end within the same CP. This is fundamental to ensure proper traffic isolation and delay guarantees for real-time traffic.
6.1.1. Qos negotiation

The provisioning of the different CPs may be done offline based on the projected traffic load for the different ACs. However, in practice this may not be optimal if the traffic demand is not well known or changes frequently e.g. due to the mobility of the STAs. The preferred approach is to dynamically adjust the length of the CPs according to traffic parameters negotiated between the QSTAs and the HC, during a Qos negotiation phase.
6.1.2. TXOPs
6.1.2.1. TXOPS obtained by QSTAs
An STA that obtains a TXOP within a CP is limited to transmitting frames of one of the ACs supported by the CP (i.e. the ACs that have their bit set in the last CP-start frames). As with EDCA, a QSTA is limited to transmitted frames of the same AC within a TXOP.
6.1.2.2. TXOPs obtained by the HC

No restriction is imposed on the traffic that may be transmitted in the TXOP, provided that the TXOP length respects the CP boundary.
6.1.3. Back-off counter

Each channel access function maintains a back-off counter according to ‎[1] (Section 9.2.5.2) and the Qos amendments described in ‎[2]. With CCP, a channel access function of a given AC must not decrement its back-off counter in CPs where the AC bit is not set in the preceding CP-start frame. This is ensured by the setting of the duration field in the preceding CP-start frame (see Sections ‎5.1.1-‎5.1.3).
6.1.4. Congestion window
Within each CP, the back-off procedure described in Section 9.9.1.5 of the 802.11e draft amendment ‎[2] applies within each CP. The only difference with CCP is that internal collisions  are less frequent as they can only occur  among frames from different ACs that can be transmitted in the same CP.
6.2. CP scheduling (informative)

The CCP framework enables the implementation of various Qos and bandwidth allocation policies. In the simplest case a simple Weighted Round Robin discipline (WRR) can be considered, with four CP types, where each CP is dedicated to an AC. The lengths of the different CP types are selected to meet the following constraints.
· Bandwidth requirements of the different flows.

· Delay requirements of the flows.

With the WRR scheduling, it is possible to proceed as follows.

· The length of the scheduling round (the time it takes to serve all the CP types) does not exceed the maximum delay for the most delay sensitive application to be supported.

· The length of a CP type is roughly proportional to the aggregate offered load for the CP.
· The CP length should be greater than the required time to accommodate a complete frame exchange sequence including all IFS and ACKs, for a data frame of the maximum size.
	
	Scheduling round
	Next round

	
	
	
	
	
	
	

	CP
	1
	2
	3
	4
	5
	6

	
	
	
	
	
	
	

	CP mask
	00001000
	00000100
	00000010
	00000001
	00001000
	00000100

	
	
	
	
	
	
	

	Allowed ACs
	VO
	VI
	BK
	BE
	VO
	VI


Figure 4: WRR CP schedule
In a variation of this allocation scheme, it is possible to proceed hierarchically as follows.

· First allocate the lengths for the real-time CPs (i.e. CPs allowing traffic from AC_VO and AC_VI) in a scheduling round, and allocate the remain time for non-real time traffic, subject to the minimum CP length constraint described above.
· Within the time allocated to real time traffic within a scheduling round, allocate the CP lengths for AC_VO and AC_VI proportionally to their offered load, subject to the minimum CP length constraint.

· Within the time allocated to non real-time traffic within a scheduling round, allocate the CP lengths for AC_BE and AC_BK proportionally to their offered load, subject to the minimum CP length constraint.
In yet another scheduling discipline, it is possible to implement precedence mechanisms by allowing traffic of a given AC in multiple CP types. This is especially desirable for AC_BE and AC_BK where a relative differentiation is preferable. An example of this approach is described in the following figure.
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	Next round

	
	
	
	
	
	
	

	CP
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	2
	3
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	6

	
	
	
	
	
	
	

	CP mask
	00001000
	00000100
	00000010
	00000011
	00001000
	00000100

	
	
	
	
	
	
	

	Allowed ACs
	VO
	VI
	BK
	BK, BE
	VO
	VI


Figure 5: Hierarchical CP schedule
For real time classes, to guarantee the Qos received by flows the CCP scheme should be applied with an admission control algorithm that limits the traffic offered to each CP. The admission control algorithm should be implemented by the HC during a Qos negotiation phase, based on the traffic specification of flows as they request admission into a real time CP type.
7. MAC sublayer management
TBD
8. Simulation results
TBD
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