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Abstract

The present document contains a proposal for an abstraction of PHYs in MAC simulators. The proposal is based on the generation of the Channel Capacity process within the MAC simulator through a Markov Chain process. Packet error events are driven through Look-Up-Tables that represent the PER versus Channel Capacity curves as derived from PHY simulations. The proposal contains the possibility to perform MAC simulations with an "Ideal PHY" even in the absence of preliminary PHY simulations; this feature is attractive for MAC designers that do not rely upon the availability of a PHY reference model.
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Introduction

Reliable MAC simulations should rely upon a realistic emulation of the Physical Layer (PHY) of each Station. Specifically, PHY behavior it’s not fully described by the average Packet Error Rate (PER) at a given SNR. In fact, jitter, delay, and throughput depend on the instantaneous behavior of the channel. The more evident aspect that should be included in a MAC simulation is the time correlation of the packet error events. In order to emulate this aspect, simple Markov chains, representing the status of the channel (e.g. Good or Bad) have been proposed so far in the literature. Such models reproduce only simple SISO flat fading channels. Recent studies seem to assert that such models are a rough approximation of the actual PHY and channel behaviors [1]. For this reason, the emulation of PHYs in a frequency selective MIMO channel is still an open problem.

In the framework of the standardization of High Throughput WLAN, the possibility to compare the proposals at the MAC level in a fair and reproducible way will be relevant. This document proposes a way to emulate the PHY and Channel behaviors in a realistic way without embedding in the MAC simulator the entire Link-Level simulator engine that would require huge computational power.

The proposal starts from the “Channel Capacity” (CC) concept. CC is a suitable metric to predict PHY performance [2]. Moreover, the “instantaneous” value of the CC can be used to predict the “instantaneous” packet error probability. Hence, if PER versus CC curves are available from link-level simulations (e.g. as a Look-Up-Table [LUT]), it is sufficient to generate the stochastic process that represents the CC versus time in the MAC simulator. Then the CC's instantaneous value can be used to read the PER vs CC LUTs. A preliminary synthesis of the present proposal is contained in [3].

1 SNR definition, path loss and link budget

Here, we give the definition of SNR and some indications for computing the link budget. The link budget should be computed for each radio link at the start of the MAC simulation. The resulting SNR is then used as one of the parameters to select the LUTs that will be defined later in the document.

The path loss model, as defined in the 802.11 TGn channel models [4], consists of the free space loss LFS (slope of 2) up to a breakpoint distance and a slope of 3.5 after the breakpoint distance. A shadowing fading component is also included.

TO BE COMPLETED
2 Channel capacity

Here we recall the definition of CC for SISO and MIMO channel in the framework of the OFDM modulation. 

2.1 CC for frequency selective SISO channel - – No CSI @ TX and Perfect CSI @ Rx
Assuming that:

· the frequency response of the channel in k-th OFDM sub-carrier (SC), hk, is flat

· the SNR on each subcarrier is k,

· the transmitter has no Channel State Information (CSI)

· the receiver has perfect CSI

we can say that the capacity on k-th OFDM sub-carrier is given by:
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Eq 1

The overall CC can be considered as the sum of the CCs of the NC sub-carriers:
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Eq 2

2.2 Channel capacity for frequency selective MIMO channel – No CSI @ TX and Perfect CSI @ Rx

Adopting the definition and assumption of the previous section and defining the channel matrix Hk (NTxNR) as the matrix of the MIMO channel with NT transmitting antennas and NR receiving antennas for the k-th carrier, we can say that the capacity on k-th OFDM sub-carrier is given by: 
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Eq 3

Again, the overall CC can be considered as the sum of the CCs of the NC sub-carriers (see Eq 2).

2.3 Channel capacity for frequency selective MIMO channel – With Perfect CSI @ TX and Rx

Assuming that:

· the frequency response of the channel in k-th OFDM sub-carrier (SC), hk, is flat

· the SNR on each subcarrier is k,

· the transmitter has Perfect Channel State Information (CSI)

· the receiver has perfect CSI

we can say that the capacity on k-th OFDM sub-carrier is given by [5]:


Eq 4

TO BE COMPLETED
2.4 Channel capacity: statistical analysis

2.4.1 Ergodic Capacity

The Channel Capacity, averaged over all the possible channel realizations, represents the Ergodic Capacity. As an example, in Figure 1 we report the Ergodic Capacity of MIMO Channel 4x4 antennas Model D [4] as function of the SNR.
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Figure 1: Ergodic Capacity of MIMO Channel: Model D, 4x4 antennas, antenna spacing 0.5 no LOS
2.4.2 Probability density function (pdf) and the cumulative density functions (cdf) 

Here we report, as an example, the probability density function (pdf) and the cumulative density functions (cdf) of CC of 4x4 Model D (antenna spacing 0.5 No LOS) for different SNRs. These statistical characterizations will be useful later.
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Figure 2: pdf of the Channel Capacity of MIMO 4x4 Model D.
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Figure 3: cdf of the Channel Capacity of MIMO 4x4 Model D.

2.5 Outage Capacity

The CC indicates the maximum achievable rate without incurring an error. If the CC is C0, every transmission with rate higher than C0 will be in error with probability one (assuming a reasonable packet length); on the other hand, if the transmission rate is below C0, we can say that it’s possible (but not easy, in practice) to design a PHY scheme (“ideal PHY”) that guarantees error probability as much lower as one likes.

The Outage Capacity (OC) is defined as the probability that the CC is below a certain threshold C0. The meaning of the OC is the percentage of time that the “ideal PHY” is in error. Thus, for an “ideal PHY”, the Channel Capacity is equal to PER. The Outage Capacity is derived in a straightforward way, from the cdf of CC.
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Eq 5

As an example, in Figure 4, we have plotted the Outage Capacity curves or equivalently the PER of “ideal PHY” for a transmission over a 4x4 MIMO channel characterized accordingly to model D [4].
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Figure 4: PER of “ideal PHY” or outage capacity for different spectral efficiency and for 4x4 MIMO Channel D.

3 PHY abstraction through PER versus Capacity

As mentioned in the introduction, the “instantaneous” value of the CC can be used to predict the “instantaneous” packet error probability. Instantaneous” CC at time 
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 is a function of the channel transfer function 
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Eq 6

Hence, the “instantaneous” CC can be considered a stochastic process.

It can be proved experimentally that, once the PHY is defined, there is a quite definite relationship between the instantaneous PER and the instantaneous value of CC:
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Eq 7

As an example, Figure 5 shows the evidence of a correlation between the erroneous packet events and the instantaneous values of the CC. 
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Figure 5. Channel capacity versus time for Channel model “B”; erroneous packet events of PHY 802.11a at Rate 6 Mbps are superimposed.

3.1 PHY Abstraction without Rate adaptation
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Figure 6: PER versus Channel capacity of 802.11a PHY at Rate 6 Mbps and Channel model “B”.

By running sufficiently long link-level simulations, at a given SNR, it is straightforward to derive PER vs CC curves like the ones plotted in Figure 6. PER vs CC is defined as:
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Eq 8

so that the average PER for a given SNR is given by:
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Eq 9

LUTs containing PER versus CC can be prepared for each SNR and PHY. Such LUTs can be loaded at the start of the MAC simulation. A new LUT must be loaded each time the PHY changes during the MAC simulation (e.g. the MAC orders the PHY to switch from one rate to another).

3.2 PHY Abstraction with Rate adaptation

Here, we consider a way to describe the behavior of a PHY that adapts itself to the instantaneous channel conditions, thanks to the availability of the CSI provided by feedback or previous estimates. In this case PHY rate changes continuously making infinite the number of PER vs CC LUTs. A way to proceed is to monitor and describe statistically not only the PER but also the Rate. It results in a new LUT that contains two quantities 
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Eq 10

where 
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 is the probability density function of the Rate, r, given that the channel capacity is 
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 is estimated statistically from PHY simulations. The average rate at a given SNR is:
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Eq 11

To be consistent, CC, in this case, should be defined according to Eq 4 to take into account the fact that knowledge of the CSI at the transmitter potentially increases the link CC. 

Furthermore, delays in the rate adaptation due to feedback latency could be included in the model by suitably delaying the rate adaptation process.

4 Generation of CC stochastic process through Markov chain

In order to reproduce the CC stochastic process in a MAC simulator without embedding the whole channel model, it’s necessary to characterize the process itself and then to define a proper low complexity method to reproduce it. The Markov chain has been identified as the most suitable method thanks to its low complexity costs in terms of implementation and computational load. In particular, a Birth-Death Markov process has been chosen, drawing one’s inspiration from [6]. 
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Figure 7: Birth-Death Markov chain for generating the channel capacity process.

Each state of the Markov chain corresponds to a given value of CC (see Figure 7). Capacity values of contiguous states are spaced C b/s/Hz. In this way, the CC process is approximated with a step-wise process (see Figure 8).
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Figure 8: Step-wise process representing the channel capacity as generated through the Markov chain method.

The Birth-Death Markov process is characterized by the following matrix of transition probabilities:
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Eq 12

i,i represents the probability that the subsequent state is the i-th, given that the current state is the i–th;i,i+1(i-1) represent the probability that the subsequent state is the (i+1)-th ((i-1)-th), given that the current state is the i–th.

The steps for obtaining a transition probability matrix are the following:

1. Generate the time evolution of the CC for a given channel model and SNR by running the IEEE Matlab channel model and by computing the instantaneous value of the CC. 

2. Round the CC values at the nearest value of a CC grid spaced with certain interval (i.e. 1 b/s/hz). Samples of CC should be sampled at certain sampling time (i.e. 1ms); more clear view on relationship between the sampling time (time clock of the Markov chain) and the CC step is given below (section 5.1).

3. Extract, with a simple statistical analysis, the transition probabilities of the equivalent Birth-Death Markov process, whose states corresponds to the CC values on the aforementioned grid.

This approach is easy to implement in a MAC simulator and should not slow down the simulations thanks to the simplicity of the Markov Chain. 

A drawback is the relative high number of matrix  to be provided. In a dedicated section (7.1), the number of required matrixes will be evaluated.

4.1 Constraints on Markov chain capacity steps and “clock”

In a Birth-Death Markov process, transitions are allowed only towards contiguous states. This assumption is not obvious. In order to guarantee that such an assumption is correct, it is necessary that the Markov chain time clock (t) is sufficiently small. A conservative condition is obtained through the following considerations. Assume that the capacity process is a sinusoid at frequency fD (Doppler Spread); 
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 is assumed to be the support of the pdf of the CC. In this way the CC process is approximated with its higher harmonic, so a conservative rule is derived. The constraint between capacity step C and time clock t is obtained by linearizing the sin() function near the origin, i.e., where the steeper slope occurs. The constraint results in the following inequality:
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Eq 14

Example of Markov chain characterization

Here, we report, as an example, the values of the transition probabilities of the Markov Chain that represent the CC of MIMO 4x4 Model D for several SNRs. The time clock t is equal to 1 ms and the capacity step C is equal to 1 b/c/Hz.
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Figure 9: Transition probabilities of the Markov chain characterizing the MIMO 4x4 model D for several SNR; from top to bottom, i,ii,i-1, i,i+1.

4.2 Markov chain implementation in MAC simulator (NS-2 based example)

In Annex 1, we report, as an example, the transition probabilities of Model D, 4x4 antennas, antenna spacing 0.5 no LOS. 

TO BE COMPLETED
5 PHY abstraction in MAC simulator

In this paragraph, a method to implement the emulation of the PHYs in a MAC simulator is proposed. 

5.1 Real PHY emulation

The emulation consists basically of two parts:

1. The generation of the CC process through a Markov chain for each radio link;

2. Reading the PER versus CC LUT for the specified PHY and SNR and drawing for the erroneous packet event according to the instantaneous value of PER given by the LUT.

For each radio link, a channel is instantiated; the average SNR of the link is determined by the built-in link budget function and it is used to select the proper LUT for transition probabilities together with some PHY specs (i.e., #Tx and # Rx , antenna spacing, rate) and selected environment (e.g. Model A,B,…). 

An initial state of the Markov Chain is selected randomly among the possible states for the given SNR. The current channel state is determined by the Markov chain status at the time instant corresponding to the event “packet sent”; the Markov chain clock can be coarser than slot time, thanks to the fact that channel changes slowly.

Once the current Markov chain status is determined, PER versus Capacity LUT is read and a random draw is done to decide whether the current packet is damaged or not.
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Figure 10: basic scheme of the emulation of a real PHY into a MAC simulator.

5.1.1 Erroneous packet event: drawing method

The random draw method is critical since it determines some statistical characteristics of the erroneous packet event. We have found that the drawing method should be differentiated depending on the CC values; 

a. for CC capacity values such that PER is higher that 0.5 a single draw should be adopted for the entire period along which the channel remains in the same CC state.

b. for CC capacity values such that PER is lower than 0.5 a new draw should be taken for every new sent packet independently of the fact that the channel changes state or not.

5.1.2 Model validation 

For a reliable model validation, we have identified the following metrics:

· Average PER;

· Average Burst Error Length (ABEL);

· Standard Deviation of Burst Error Length (STDBEL).

Such metrics are significant if the packet spacing along the time axis is known. For simplicity, the link-level simulations are carried out adopting packets sent continuously over the channel. If metrics measured on the proposed emulation method and metrics derived from Link-Level simulation match, it’s reasonable to expect that metrics will be matched in the case of uneven spacing of the packets.

5.1.2.1 Model validation results

Here Link-level and MAC level results will be compared.

 TO BE COMPLETED
5.2 Ideal PHY emulation through Outage Capacity concept

The outage capacity concept allows a simulation of “Ideal PHY” with spectral efficiency C0, without generating the corresponding LUT that contains the performances in terms of PER vs Capacity; in fact, once the CC versus time is available the erroneous packet event is simply determined by the presence of an instantaneous value of CC lower then the transmission rate. In other word, it’s necessary to implement the simple check:

IF C(t)<C0 THEN (Packet is erroneous)

ELSE (Packet is correct)

The simulation scheme for this case is sketched in Figure 11.

802.11 TGn proposals that involve changes to the MAC can present results obtained through MAC simulations that adopt the “Ideal PHY” approach. A fair comparison between various MAC solutions is straightforward.
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Figure 11: basic scheme of the emulation of an “Ideal PHY” into a MAC simulator.

5.2.1 Model validation

Here, the model is validated adopting an ideal PHY with spectral efficiency 12.5 b/s/Hz equipped with 4 x 4 antenna configurations. Such PHY model results in PHY SAP throughput of 250 Mbps in 20MHz band. Packets are 1500 bytes long resulting in time duration of 0.1 ms (802.11a preambles length is assumed). Channel D is adopted. The spacing of the antennas is 0.5 ; the carrier frequency 5.25 GHz; the LOS is absent. 

In Figure 12 we plotted PER resulting from the "Ideal PHY" emulation with the Markov Chain. The outage probability as derived from the cdf of the CC is superimposed. The results are in perfect agreement. In the lower subplots, ABEL and STDBEL are plotted as function of the SNR. Figure 13 shows the probability density functions of the Burst Error Length for the same SNRs.
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Figure 12: results of the Ideal PHY simulation. The upper plot is PER as obtained from the simulation performed according to the scheme in Figure 11 and Outage probability derived from the cdf of CC for model D.  The middle plot is Average Burst Error length (ABEL). The lower plot is Standard Deviation of the Burst Error Length. 106 packets simulated in MATLAB.
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Figure 13: Results of the "Ideal PHY" simulation; probability density function of burst error length (pdf estimate on the basis of same data of Figure 12. 

6 Complexity evaluation

In this paragraph the amount of memory required for storing LUTs and Markov chain transition probabilities is estimated. Secondly, we analyze the load of a MAC simulator (NS2) compared to a conventional PHY emulation.

6.1 Number of LUTs

This section contains a self- explanatory Excel Worksheet with a companion chart that shows the memory space required to store the various LUTs required in the present Simulation Methodology.

Table 1: Excel Worksheet for computing the memory space required for storing the LUTs.
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Figure 14: memory space required for storing LUTs in the MAC simulator; values are computed based on the assumption in the Excel Worksheet of Table 1 (NB: the chart is not linked to the Excel Worksheet).

6.2 MAC simulator load

TO BE COMPLETED
7 Summary of the simulation method

The Simulation methodology is resumed in Figure 15. 

Channel only simulations with IEEE Matlab model (see [4]) must be carried out in order to characterize the CC stochastic process in term of transition probability of the equivalent Birth-Death Markov process.

Link-level simulations are carried out to extract the PER versus CC LUTs. In the case of an adaptive PHY, a PER&Rate versus CC LUT must be generated.

The MAC simulator embeds the channel and PHYs. It is expected that the MAC simulator will suffer only very slight overloading due to the more accurate representation of each radio link.

The key point s are here resumed:

1. CC is a good predictor of PER and condenses in a single number the instantaneous quality of the Wireless Channel;

2. The Markov Chain reproduces with relatively high accuracy the CC process; the main limitation is the step-wise character of the resulting process.

3. PHY behaviors are reproduced trying to match first and second order statistic of burst of errors. Rate adaptation can be modeled in a realistic way, as well.

4. "Ideal PHY" emulation comes for free, once the Markov chain is embedded in the MAC simulator: this feature makes the present methodology very attractive to verify proposals with enhancements at the MAC level, independent of the PHY.

5. MAC simulations adopting such methodology for reproducing the Channel behavior do not suffer a tremendous slow-down that any embedded full-channel simulation would cause.
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Figure 15: summary of the method proposed for embed in a MAC simulator realistic PHY/Channel behavior without huge overloading.
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: Markov chain parameters

Model D, 4x4 antennas, antenna spacing 0.5 no LOS, carrier frequency 5.25 GHz; Time clock (t) 1 ms, capacity step 1 b/s/Hz.
SNR = 8 dB

capacity state [b/s/hz/]
(i,i-1)
(i,i)
(i,i+1)

6
0
0.905178
0.094822

7
0.003363
0.94376
0.052877

8
0.01362
0.96489
0.02149

9
0.034616
0.958407
0.006977

10
0.06758
0.930998
0.001423

11
0.117647
0.882353
0

SNR = 9 dB

capacity state [b/s/hz/]
(i,i-1)
(i,i)
(i,i+1)

6
0
0.916667
0.083333

7
0.000236
0.914954
0.08481

8
0.005417
0.947787
0.046796

9
0.017643
0.962683
0.019674

10
0.039168
0.954023
0.006809

11
0.075041
0.923211
0.001748

12
0.12963
0.87037
0

SNR = 10 dB

capacity state [b/s/hz/]
(i,i-1)
(i,i)
(i,i+1)

7
0
0.842105
0.157895

8
0.001565
0.922906
0.075528

9
0.006997
0.949789
0.043214

10
0.021041
0.959801
0.019158

11
0.04317
0.94992
0.00691

12
0.077808
0.920102
0.002091

13
0.12963
0.87037
0

SNR = 11 dB

capacity state [b/s/hz/]
(i,i-1)
(i,i)
(i,i+1)

8
0
0.841699
0.158301

9
0.003622
0.9197
0.076678

10
0.009295
0.948876
0.041829

11
0.023996
0.956419
0.019585

12
0.046616
0.945912
0.007472

13
0.080612
0.916864
0.002524

14
0.118519
0.881481
0

SNR = 12 dB

capacity state [b/s/hz/]
(i,i-1)
(i,i)
(i,i+1)

9
0
0.873188
0.126812

10
0.004782
0.919798
0.07542

11
0.011244
0.947031
0.041726

12
0.026161
0.953655
0.020184

13
0.048136
0.943534
0.00833

14
0.080905
0.915841
0.003254

15
0.119565
0.880435
0

SNR = 13 dB

capacity state [b/s/hz/]
(i,i-1)
(i,i)
(i,i+1)

9
0
0.5
0.5

10
0.001232
0.87931
0.119458

11
0.005771
0.920459
0.07377

12
0.012568
0.94476
0.042671

13
0.027742
0.950591
0.021667

14
0.04945
0.941091
0.00946

15
0.080569
0.915973
0.003458

16
0.103053
0.896947
0

SNR = 14 dB

capacity state [b/s/hz/]
(i,i-1)
(i,i)
(i,i+1)

11
0.000985
0.883744
0.115271

12
0.006686
0.91851
0.074804

13
0.013678
0.941558
0.044764

14
0.02894
0.947652
0.023408

15
0.049334
0.93976
0.010906

16
0.078758
0.917027
0.004216

17
0.10705
0.887728
0.005222

18
0.333333
0.666667
0

SNR = 15 dB

capacity state [b/s/hz/]
(i,i-1)
(i,i)
(i,i+1)

11
0
0.8
0.2

12
0.000912
0.886053
0.113036

13
0.00727
0.916276
0.076454

14
0.014487
0.938876
0.046637

15
0.028961
0.94548
0.025559

16
0.048651
0.938845
0.012504

17
0.074813
0.920393
0.004794

18
0.096672
0.900158
0.00317

19
0.105263
0.894737
0

SNR = 16 dB

capacity state [b/s/hz/]
(i,i-1)
(i,i)
(i,i+1)

12
0
0.833333
0.166667

13
0.000926
0.887037
0.112037

14
0.007786
0.911589
0.080625

15
0.015217
0.93549
0.049293

16
0.028688
0.943027
0.028285

17
0.047527
0.938219
0.014254

18
0.071044
0.922325
0.006631

19
0.105164
0.89108
0.003756

20
0.111111
0.888889
0

SNR = 17 dB

capacity state [b/s/hz/]
(i,i-1)
(i,i)
(i,i+1)

13
0
0.833333
0.166667

14
0.001034
0.88211
0.116856

15
0.008455
0.907071
0.084474

16
0.015425
0.930542
0.054034

17
0.028873
0.93948
0.031648

18
0.046321
0.937327
0.016352

19
0.067672
0.923703
0.008625

20
0.104782
0.890382
0.004836

21
0.104651
0.895349
0






SNR = 18 dB

capacity state [b/s/hz/]
(i,i-1)
(i,i)
(i,i+1)

14
0
0.833333
0.166667

15
0.00128
0.865557
0.133163

16
0.009498
0.902466
0.088037

17
0.015342
0.92625
0.058408

18
0.028086
0.936251
0.035663

19
0.044917
0.935873
0.01921

20
0.066285
0.923072
0.010643

21
0.094619
0.899468
0.005914

22
0.121951
0.878049
0

TO BE COMPLETED
: PHY PER

TO BE COMPLETED
Annex 1 : Outage probability curves (ideal PHY PER)
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