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Abstract

This document contains a modified version of Clause 9 of 802.11 plus one section from Clause 7, each clause containing text edited from the original and incorporating the VDCF proposed mechanism for enhanced DCF (EDCF).

Introduction

Draft text for enhancing the DCF access method of 802.11 is submitted in the following sections.  The edits to Clause 9 of the standard are presented side-by-side with the new and old text for comparison purposes.  Changes are minimal and concentrated in section 9.2 (DCF).  Sections after 9.2 are omitted from this document since there are no other changes needed to support the VDCF mechanism.  Text from many unmodified sections has been omitted and replaced with the phrase “(no change)”.  Section headers were retained for the (no change) sections for comparison with the original document numbering.

Section 7.3.2.14 is also included here.  This section does not appear in the existing standard.  It represents an update to document 360r2 – QoS adhoc baseline text.

Clause 9 of the 802.11 standard does not contain a state machine for DCF.  However, a state machine for VDCF has been contributed to section 9.2.5.1 (Basic Access).  Since the VDCF state machine is identical to a DCF state machine with one additional test, the logic of  both DCF and EDCF can be represented with one state machine.
Updates to the MIB have not been included in this draft although the EDCF access method does rely on new MIB values.  The additional MIB variables needed to support VDCF include: aCWmin[0-7], aQIFS[0-7], aSSRC[0-7],  aSLRC[0-7], and optinally aCWmax[0-7].  Default values for these MIB variables have not yet been determined.  The MIB variables are needed to provide differentiated service in an IBSS environment in the absence of a Link Contention Control function and to provide initial values for stations in a BSS environment.

Figure numbers in Clause 9 do not match the original numbering in the standard because of the text being taken out of context from the original wordprocessing environment.

7.3.2.14 QoS Parameter Set element

The QoS Parameter Set element sets the contention window values and QIFS values for prioritized EDCF channel access during the contention period.  The format of the QoS Parameter Set element is shown in Figure 42.6.

NOTE: the QoS Parameter Set element can be expanded to include additional QoS management functions as part of the process of integrating text for a baseline draft.

The QoS Parameter Set element shall be transmitted by a QoS-enabled AP in Beacon Frames and Probe Response Frames although its use is not necessarily limited to those frames.  The QoS Parameter Set element is used by the AP to establish policy (by overriding default MIB values), to change policies when accepting new stations or new traffic, or - if an EDCF Link Contention Control function has been provided - to adapt to changes in offered load.   In an IBSS network the QoS Parameter Set element may be transmitted by a participating station that has been provided with an EDCF Link Contention Control function.
	Element ID
(12)
	Length
(18)
	Level 1
TXOP Limit
(2 octets)
	CWmin[TC] values
CWmin[0] ... CWmin[7]
(8 octets)
	QIFS[TC] values
QIFS[0]…QIFS[7]
(8 octets)


Figure 42.6 – QoS Parameter Set element format

The Level 1 TXOP limit is a 2-octet field that specifies the time limit on TXOPs by WSTAs that have Level 1 QoS associations with the QBSS.  All WSTA TXOPs during the CP, independent of QoS Level, as well as TXOPs during the CFP at WSTAs with a Level 1 QoS association, last no longer than the number of 16-microsecond periods specified by the Level 1 TXOP limit value.  A Level 1 TXOP limit value of 0 indicates that the TXOP limit is unspecified, allowing each Level 1 TXOP to be used to transmit a single MPDU any rate in the operational rate set of the QBSS.

The CWmin[TC] values field contains 8 octets which specify 8 contention window values, for traffic categories 0 through 7, respectively.  Each contention window value is 1 octet in length and contains an unsigned integer.  CWmin[TC] values update the aCWmin[TC] MIB values when received by an EDCF station.
The QIFS[TC] values field contains 8 octets which specify 8 QIFS values, for traffic categories 0 through 7, respectively.  Each QIFS value is 1 octet in length and contains an unsigned integer. QIFS[TC] values update the aQIFS[TC] MIB values when received by an EDCF station.
9. MAC Sublayer Functional Description

Here, the MAC functional description is presented.  Clause 9.1 introduces the architecture of the MAC sublayer, including the distributed coordination function, the point coordination function and their coexistence in an 802.11 LAN. Clauses 9.2 and 9.3 expand on this introduction and provide a complete functional description of each. Clauses 9.4 and 9.5 cover fragmentation and defragmentation. Multirate support is addressed in clause 9.6. Clause 9.7 lists the allowable frame exchange sequences. Clause 9.8 describes a number of additional restrictions to limit the cases in which MSDUs are reordered or discarded.

9.1  MAC Architecture

The MAC architecture can be described as shown in Figure  as providing the point coordination function through the services of the distributed coordination function.
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Figure 1, MAC Architecture

9.1.2 Distributed Coordination Function (DCF) and Enhanced DCF (EDCF)
The fundamental access method of the 802.11 MAC is a distributed coordination function known as carrier sense multiple access with collision avoidance, or CSMA/CA. The distributed coordination function shall be implemented in all stations, for use within both IBSS and infrastructure network configurations.

A station wishing to transmit shall sense the medium to determine if another station is transmitting. If the medium is not determined to be busy (see 9.2.1), the transmission may proceed. The CSMA/CA distributed algorithm mandates that a gap of a minimum specified duration exist between continuous frame sequences. A transmitting station shall ensure that the medium is idle for this required duration before attempting to transmit. If the medium is determined to be busy, the station shall defer until the end of the current transmission. After deferral, or prior to attempting to transmit again immediately after a successful transmission, the station shall select a random backoff interval and shall decrement the backoff interval counter while the medium is idle. A refinement of the method may be used under various circumstances to further minimize collisions — here the transmitting and receiving station exchange short Control frames (RTS and CTS frames) after determining that the medium is idle and after any deferrals or backoffs, prior to data transmission. The details of CSMA/CA, deferrals, and backoffs are described in 0.  RTS/CTS exchanges are also presented in 0.
The Enhanced Distributed Coordination Function (EDCF) provides differentiated DCF access to the wireless medium for prioritized traffic categories (TCs).  There are 8 traffic categories.  An EDCF station will have at most 8 prioritized output queues, one for each traffic category.  A station may implement fewer than 8 physical queues and provide a mapping from traffic categories to the available queues. An EDCF AP shall provide at least 4 physical queues. Each output queue competes for TxOPs using an enhanced DCF wherein (1) the minimum specified idle duration time is not the constant value (DIFS) as defined for DCF but is a distinct value (TxQIFS[TC], see sections 9.2.3 and 9.2.10) assigned to each TC either by default, as in the case of an IBSS, or by an EDCF-aware access point (EAP), (2) the contention window CWmin from which the random backoff is computed is not fixed as with DCF but is a variable window, assigned for each TC by default or by an EAP,  (3) lower priority queues defer to higher priority queues within the same station, (4) collisions between competing queues within a station are resolved within the station such that the higher priority queue receives the TxOP and the lower priority colliding queue(s) behave as if there were an external collision on the wireless medium. 
9.1.3 Point Coordination Function (PCF)

The 802.11 MAC may also incorporate an optional access method called a point coordination function, which is only usable on infrastructure network configurations. This access method uses a point coordinator, which shall operate at the access point of the BSS, to determine which station currently has the right to transmit. The operation is essentially that of polling with the point coordinator performing the role of the polling master. The operation of the point coordination function may require additional coordination, not specified in this standard, to permit efficient operation in cases where multiple Point-Coordinated BSSs are operating on the same channel, in overlapping physical space.

The point coordination function uses a virtual carrier sense mechanism aided by an access priority mechanism. The point coordination function shall distribute information within Beacon Management frames to gain control of the medium by setting the NAV in stations. In addition, all frame transmissions under the point coordination function may use an IFS that is smaller than the IFS for frames transmitted via the distributed coordination function. The use of a smaller IFS implies that point-coordinated traffic shall have priority access to the medium over stations in overlapping BSSs operating under the DCF access method.

The access priority provided by a point coordination function may be utilized to create a contention-free access method. The point coordinator controls the frame transmissions of the stations so as to eliminate contention for a limited period of time. 

9.1.4 Coexistence of DCF and PCF

(no change)

9.1.5 Fragmentation/Defragmentation Overview

(no change)

9.1.6 MAC Data Service

The MAC Data Service shall translate MAC service requests from LLC into input signals utilized by the MAC State Machines. The MAC Data Service shall also translate output signals from the MAC State Machines into service indications to LLC. The translations are given in the MAC Data Service State Machine defined in Annex C.
The MAC Data Service for EDCF stations shall incorporate a traffic category (TC) indication with each output service request.  This TC indication will associate the output data with the proper output queue for the indicated TC. 

9.2 Distributed Coordination Function (DCF)

The basic medium access protocol is a Distributed Coordination Function that allows for automatic medium sharing between compatible PHYs through the use of CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) and a random backoff time following a busy medium condition. In addition, all directed traffic uses immediate positive acknowledgment (ACK frame) where retransmission is scheduled by the sender if no ACK is received
9.2.2 Carrier Sense Mechanism

(no change)

9.2.3 MAC-Level Acknowledgments

(no change)

9.2.4 Inter-Frame Space (IFS)

The time interval between frames is called the inter-frame space. A STA shall determine that the medium is idle through the use of the carrier sense function for the interval specified. Five different IFSs are defined to provide priority levels for access to the wireless media; they are listed in order, from the shortest to the longest.  Figure 1 shows some of these relationships.

a) SIFS

Short Interframe Space

b) PIFS

Point Coordination Function (PCF) Interframe Space

c) DIFS

Distributed Coordination Function (DCF) Interframe Space
d) QIFS

QoS Interframe Space
e ) EIFS

Extended Interframe Space

The different IFSs shall be independent of the station bit rate. The IFS timings shall be defined as time gaps on the medium, and shall be fixed for each PHY (even in multi-rate capable PHYs). The IFS values are determined from attributes specified in the PHY MIB.
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Figure 1, Some IFS Relationships

9.2.4.1 Short IFS (SIFS)

(no change)

9.2.4.2 PCF IFS (PIFS)

(no change)

9.2.4.3 DCF IFS (DIFS)

(no change)
9.2.4.4 QoS IFS (QIFS)

The QoS Interframe Space shall be used by Enhanced DCF stations to transmit Data frames (MPDUs) and Management frames (MMPDUs).  A STA using the EDCF shall be allowed a transmit opportunity (TxOP) for a particular Traffic Class (TC) if its carrier sense mechanism (see 9.2.1) determines that the medium is idle at the TxQIFS[TC] slot boundary (see 9.2.10) after a correctly-received frame, and the backoff time for that TC has expired. An EDCF station that provides fewer than 8 output queues shall use the TxQIFS[TC] slot boundary for queue[i] where TC is the highest priority TC assigned to queue[i]. A STA using the EDCF shall not transmit within an EIFS after it determines that the medium is idle following reception of a frame for which the PHYRXEND.indication primitive contained an error or a frame for which the MAC FCS value was not correct, unless subsequent reception of an error-free frame resynchronizes the station, allowing it to transmit using the TxQIFS[TC] following that frame.
9.2.4.5 Extended IFS (EIFS)

(no change)

9.2.5 Random Backoff Time

A STA desiring to initiate transfer of Data MPDUs and/or management MMPDUs shall the carrier sense mechanism (see 9.2.1) to determine the busy/idle state of the medium. If the medium is busy, the STA shall defer until the medium is determined to be idle without interruption for a period of time equal to DIFS when the last frame detected on the medium was received correctly, or after the medium is determined to be idle without interruption for a period of time equal to EIFS when the last frame detected on the medium was not received correctly. After this DIFS or EIFS medium idle time, the STA shall then generate a random backoff period for an additional deferral time before transmitting, unless the backoff timer already contains a non-zero value, in which case the selection of a random number is not needed and not performed. This process minimizes collisions during contention between multiple STA that have been deferring to the same event.

Backoff Time = Random() x aSlotTime

where:

Random() = Pseudo random integer  drawn from a uniform distribution over the interval [0,CW], where CW is an integer within the range of values of the MIB attributes aCWmin and aCWmax, aCWmin <= CW <= aCWmax.  It is important that designers recognize the need for statistical independence among the random number streams among stations.


aSlotTime = The value of the correspondingly-named MIB attribute

An EDCF station calculates and maintains a Backoff Time and Contention Window for each queue i when there are Data MPDUs and/or management MMPDUs to be transmitted for that queue.  The backoff calculation uses the DCF method, but draws from differentiated intervals and replicates the contention window state for each queue i as follows:

Backoff Time[i] = Random(i) x aSlotTime


Where:

Random(i) = Pseudo random integer drawn from a uniform distribution over the interval [0,CW[i]], where CW[i] is an integer within the range of values of the MIB attributes aCWmin[i] and aCWmax (or optionally aCWmax[i] if available), aCWmin[i] <= CW[i] <= aCWmax. 
The Contention Window (CW) parameter shall take an initial value of aCWmin. Every station shall maintain a Station Short Retry Count (SSRC) as well as a Station Long Retry Count (SLRC), both of which shall take an initial value of zero. The SSRC shall be incremented whenever any Short Retry Count associated with any MSDU is incremented. The SLRC shall be incremented whenever any Long Retry Count associated with any MSDU is incremented. The CW shall take the next value in the series  every time an unsuccessful attempt to transmit an MPDU causes either Station Retry Counter to increment, until the CW reaches the value of aCWmax. A retry is defined as the entire sequence of frames sent, separated by SIFS intervals, in an attempt to deliver an MPDU, as described in 9.7. Once it reaches aCWmax the CW shall remain at the value of aCWmax until it is reset. This improves the stability of the access protocol under high load conditions.  See Figure 1.
EDCF stations shall maintain a Contention Window plus Short and Long Retry Counts for each queue i: CW[i],  QSRC[i] and QLRC[i].  The retry algorithm for each TC shall be the same as for DCF, substituting CW[i], QSRC[i] and QLRC[i] for CW, SSRC and SLRC respectively.  EDCF stations may choose to provide differentiated CWMax[i] values although this is not required.  The aCWmin[i] values and related MIB values may be updated by a QoS Parameter Set element (see section 7.3.2.14).
The CW shall be reset to aCWmin after every successful attempt to transmit an MSDU or MMPDU, when SLRC reaches aLongRetryLimit, or when SSRC reaches aShortRetryLimit. The SSRC shall be reset to 0 whenever a CTS frame is received in response to an RTS frame, whenever an ACK frame is received in response to an MPDU or MMPDU transmission, or whenever a frame with a group address in the Address1 field is transmitted. The SLRC shall be reset to 0 whenever an ACK frame is received in response to transmission of an MPDU or MMPDU of length greater than aRTSThreshold, or whenever a frame with a group address in the Address1 field is transmitted.

The set of CW values shall be sequentially ascending integer powers of 2, minus 1, beginning with a PHY-specific aCWmin value, and continuing up to and including a PHY-specific aCWmax value.




Figure 1, An Example of Exponential Increase of CW

9.2.6 DCF Access Procedure

The CSMA/CA access method is the foundation of the Distributed Coordination Function. The operational rules vary slightly between Distributed Coordination Function and Point Coordination Function.

9.2.6.1 Basic Access

Basic access refers to the core mechanism a STA uses to determine whether it may transmit.

In general, a STA may transmit a pending MPDU when it is operating under the DCF access method, either in the absence of a Point Coordinator, or in the Contention Period of the PCF access method, when the STA determines that the medium is idle for greater than or equal to a DIFS period, or an EIFS period if the immediately-preceding medium-busy event was caused by detection of a frame that was not received at this STA with a correct MAC FCS value.  If, under these conditions, the medium is determined by the carrier sense mechanism to be busy when a STA desires to initiate the initial frame of one of the frame exchanges described in Error! Reference source not found., exclusive of the CF period, the Random Backoff algorithm described in 9.2.5.2 shall be followed. There are conditions, specified elsewhere in 9, where the Random Backoff algorithm shall be followed even for the first attempt to initiate a frame exchange sequence.
An EDCF station operates according to the same general rules defined for DCF by providing separate output queues, where each queue[i] instantiates a DCF state machine that contends for the wireless medium with QIFS[i] (see sections 9.2.3 and 9.2.10) rather than DIFS and employs aCWmin[i] rather than aCWmin.  Contention between queues within a station is resolved within that station (see state machine description below).
In a station having an FH PHY, control of the channel is lost at a dwell time boundary and the station shall have to contend for the channel after the dwell boundary.  It is required that stations having an FH PHY complete transmission of the entire MPDU and associated acknowledgment (if required) before the dwell time boundary. If, when transmitting or retransmitting an MPDU, there is not enough time remaining in the dwell to allow transmission of the MPDU plus the acknowledgment (if required), the station shall defer the transmission by selecting a random backoff time, using the present CW (without advancing to the next value in the series). The Short Retry Counter and Long Retry Counter for the MSDU are not affected.

The basic access mechanism is illustrated in the following diagram.
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Figure 2, Basic Access Method
A state machine for the EDCF access method is depicted in Figure <new>.  The logic of this state machine is equivalent to DCF if the <PRI OK?> test were interpreted to always succeed.  Each queue i has state consisting of 

· a state variable {IDLE, BACKOFF, TRANSMIT}

· a backoff counter BC[i] initialized to INF
· short and long retry counters – QSRC[i] and QLRC[i]

· contention window CW[i]

· aCWmin[i], TxQIFS[i], aCWmax, short and long retry limits.
A frame arriving for a particular queue[i] is simply added to the queue. The access mechanism delivers TxOPs to the queues. The access mechanism for each queue[i] is:

IDLE
· On arrival of a frame (1), if the medium is determined to be idle for longer than QIFS[i], set BC[i] = 0 and attempt transmission (2); otherwise set CW[i] = aCWmin[i], BC[i] = Random(0, CW[i]), and proceed to BACKOFF (3).
BACKOFF

· For each idle timeslot subsequent to the medium having been idle for QIFS[i] decrement BC[i] (4).
· When BC[i] reaches zero (5) and there is a frame in the queue, attempt transmission (6); otherwise set CW[i] = INF and go to the IDLE state (7).
TRANSMIT
· If no higher priority backoff counter BC[j] is zero, transmit (8); otherwise do the retry procedure (9).

· After a successful transmission (10), reset the appropriate retry counter(s), dequeue the frame, set CW[i] = aCWmin[i], BC[i] = Random(0, CW[i]), and go into BACKOFF (10).

· After a failed transmission do the retry procedure (11).

RETRY

· Increment the appropriate retry counter; if the corresponding retry limit has not been exceeded, set CW[i] = min(2*CW[i], aCWmax), set BC[i] = Random(0, CW[i]) and go to BACKOFF (12).

· If the retry limit has been exceeded, reset the appropriate retry counter(s), dequeue the frame, set CW[i] = aCWmin[i], BC[i] = Random(0, CW[i]), and go into BACKOFF (13).
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Figure <new>, DCF/EDCF Access Method
9.2.6.2 Backoff Procedure

The backoff procedure shall be invoked whenever a STA desires to transfer a frame and finds the medium busy as indicated by either the physical or virtual carrier sense mechanism (Figure 3). The backoff procedure shall also be invoked when a transmitting STA infers a failed transmission as defined in clauses 9.2.5.7 or 9.2.8.
To begin the backoff procedure, the STA shall set its Backoff Timer to a random backoff time using the equation in 9.2.4. All backoff slots occur following a DIFS  period during which the medium is determined to be idle for the duration of the DIFS period, or following an EIFS period during which the medium is determined to be idle for the duration of the EIFS period following detection of a frame that was not received correctly, or for EDCF stations for each queue[i] following a QIFS[i] period during which the medium is determined to be idle for the duration of the QIFS[i] period
A STA performing the backoff procedure shall use the carrier sense mechanism (9.2.1) to determine whether there is activity during each backoff slot. If no medium activity is indicated for the duration of a particular backoff slot, then the backoff procedure shall decrement its backoff time by aSlotTime.

If the medium is determined to be busy at any time during a backoff slot, then the backoff procedure is suspended, that is, the backoff timer shall not decrement for that slot. The medium shall be determined to be idle for the duration of a DIFS period or EIFS or QIFS[i], as appropriate (see 9.2.3), before the backoff procedure is allowed to resume. Transmission shall commence whenever the Backoff Timer reaches zero.
For EDCF stations if several Backoff Timers reach zero at the same slot, then the highest priority frame shall transmit, and any lower priority frame(s) shall defer and shall execute the retry procedure as if they had experienced a transmit failure.  That is, the deferred frames double their CW[i] values and contend again for access to the medium (see 9.2.4).
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Figure 3, Backoff Procedure

A backoff procedure shall be performed immediately after the end of every transmission with the More Fragments bit set to 0 of an MPDU of type Data, Management, or Control with subtype PS-Poll, even if no additional transmissions are currently queued. In the case of successful acknowledged transmissions, this backoff procedure shall begin at the end of the received ACK frame. In the case of unsuccessful transmissions requiring acknowledgment, this backoff procedure shall begin at the end of the ACK timeout interval. If the transmission was successful, the CW value reverts to aCWmin before the random backoff interval is chosen, and the Station Short Retry Count and/or Station Long Retry Count are updated as described in 9.2.4. EDCF stations use CW[i], aCWmin[i], SSRC[i] and/or SLRC[i] as specified in 9.2.4 rather than CW, aCWmin, SSRC and SLRC.  This assures that transmitted frames from a station are always separated by at least one backoff interval.

The effect of this procedure is that when multiple stations are deferring and go into random backoff, then the station selecting the smallest backoff time using the random function will win the contention.

In an IBSS, the backoff time for a pending non-Beacon or non-ATIM transmission shall not decrement in the period from the Target Beacon Transmission Time (TBTT) until the expiration of the ATIM window and the backoff time for a pending ATIM Management frame shall decrement only within the ATIM window.  (See clause 11). Within an IBSS, a separate backoff interval shall be generated to preceed the transmission of a Beacon, as described in Error! Reference source not found.. 

9.2.6.3 Recovery Procedures and Retransmit Limits

Error recovery is always the responsibility of the STA which initiates a frame exchange sequence, as defined in Error! Reference source not found.. Many circumstances may cause an error to occur which requires recovery. For example, the CTS frame may not be returned after an RTS frame is transmitted. This may happen due to a collision with another transmission, due to interference in the channel during the RTS or CTS frame, or because the station receiving the RTS frame has an active virtual carrier sense condition (indicating a busy medium time period).

Error recovery shall be attempted by retrying transmissions for frame exchange sequences which the initiating station infers have failed. Retries shall continue, for each failing frame exchange sequence, until the transmission is successful, or until the relevant retry limit is reached, whichever occurs first. Stations shall maintain a Short Retry Count and a Long Retry Count for each MSDU or MMPDU awaiting transmission. These counts are incremented and reset independently of each other.

After an RTS frame is transmitted, the STA shall perform the CTS procedure, as defined in 9.2.5.7. If the RTS transmission fails, the Short Retry Count for the MSDU or MMPDU and the Station Short Retry Count are incremented. This process shall continue until the number of attempts to transmit that MSDU or MMPDU reaches aShortRetryLimit.

After transmitting a frame which requires acknowledgment, the STA shall perform the ACK procedure, as defined in 9.2.8. The Short Retry Count for an MSDU or MMPDU and the Station Short Retry Count shall be incremented every time transmission of a MAC frame of length less than or equal to aRTSThreshold fails for that MSDU or MMPDU. This Short Retry Count and the Station Short Retry Count shall be reset when a MAC frame of length less than or equal to aRTSThreshold succeeds for that MSDU or MMPDU. The Long Retry Count for an MSDU or MMPDU and the Station Long Retry Count shall be incremented every time transmission of a MAC frame of length greater than aRTSThreshold fails for that MSDU or MMPDU. This Long Retry Count and the Station Long Retry Count shall be reset when a MAC frame of length greater than aRTSThreshold succeeds for that MSDU or MMPDU. All retransmission attempts for an MSDU or MMPDU that has failed the ACK procedure one or more times shall be made with the Retry field set to 1 in the Data or Management Type frame.

Retries for failed transmission attempts shall continue until the Short Retry Count for the MSDU or MMPDU is equal to aShortRetryLimit or until the Long Retry Count for the MSDU or MMPDU is equal to aLongRetryLimit.  When either of these limits is reached, retry attempts shall cease, and the MSDU or MMPDU shall be discarded.
An EDCF station uses the same algorithm defined here to retry failed transmission attempts from queue[i]  by substituting aQSRC[i] and aQLRC[i] for the Short Retry Count and Long Retry Count.
A station in power save mode, in an ESS, initiates a frame exchange sequence by transmitting a PS-Poll frame to request data from an AP. In the event that neither an ACK frame or a Data frame is received from the AP in response to a PS-Poll frame, then the station shall retry the sequence, by transmitting another PS-Poll frame, at its convenience. If the AP sends a Data frame in response to a PS-Poll frame, but fails to receive the ACK frame acknowledging this Data frame, the next PS-Poll frame from the same station may cause a retransmission of the last MSDU. This duplicate MSDU shall be filtered at the receiving station using the normal duplicate frame filtering mechanism. If the AP responds to a PS-Poll by transmitting an ACK frame, then responsibility for the Data frame delivery error recovery shifts to the AP because the data is transferred in a subsequent frame exchange sequence, which is initiated by the AP. The AP shall attempt to deliver one MSDU to the station which transmitted the PS-Poll, using any frame exchange sequence valid for a directed MSDU. If the power save station which transmitted the PS-Poll returns to Doze state after transmitting the ACK frame in response to successful receipt of this MSDU, but the AP fails to receive this ACK frame, the AP will retry transmission of this MSDU until the relevant retry limit is reached. See Clause 11 for details on filtering of extra PS-Poll frames.

9.2.6.4 Setting and Resetting the NAV

(no change)

9.2.6.5 Control of the Channel 

(no change)

9.2.6.6 RTS/CTS Usage with Fragmentation

(no change)

9.2.6.7 CTS Procedure

(no change)

9.2.7 Directed MPDU Transfer Procedure

(no change)

9.2.8 Broadcast and Multicast MPDU Transfer Procedure

(no change)

9.2.9 ACK Procedure

(no change)

Figure 4, Directed Data/ACK MPDU

9.2.10 Duplicate Detection and Recovery

Since MAC-level acknowledgments and retransmissions are incorporated into the protocol, there is the possibility that a frame may be received more than once.  Such duplicate frames shall be filtered out within the destination MAC.

Duplicate frame filtering is facilitated through the inclusion of a Sequence Control Field (consisting of a sequence number and fragment number) within Data and Management frames.  MPDUs which are part of the same MSDU shall have the same sequence number, and different MSDUs shall (with a high probability) have a different sequence number.

The sequence number is generated by the transmitting station as an incrementing sequence of integers.

The receiving station shall keep a cache of recently-received <Address 2, sequence-number, fragment-number, TC> tuples.  A receiving STA is required to keep only the most recent cache entry per Address 2 - sequence-number-TC triple, storing only the most recently received fragment number for that triple.  A receiving STA may omit tuples obtained from broadcast/multicast or ATIM frames from the cache.

A destination STA shall reject as a duplicate frame any frame that has the Retry bit set in the Frame Control field and that matches a <Address 2, sequence-number and fragment-number and TC> tuple of an entry in the cache.

There is a small possibility that a frame may be improperly rejected due to such a match; however, this occurrence would be rare and simply results in a lost frame (similar to an FCS error in other LAN protocols).

The Destination STA shall perform the ACK procedure on all successfully received frames requiring acknowledgment, even if the frame is discarded due to duplicate filtering.

9.2.11 DCF Timing Relations

The relationships between the IFS specifications are defined as time gaps on the medium. The associated MIB attributes are provided by the specific PHY.




Figure 5, DCF Timing Relationships

All timings that are referenced from the end of the transmission are referenced from the end of the last symbol of a frame on the medium. The beginning of transmission refers to the first symbol of the next frame on the medium.

aSIFSTime and aSlotTime are defined in the MIB, and are fixed per PHY.

aSIFSTime is:
aRxRFDelay + aRxPLCPDelay + aMACPrcDelay + aRxTxTurnaroundTime.

aSlotTime is:
aCCATime + aRxTxTurnaroundTime + aAirPropagationTime 
+ aMACProcessingDelay

The PIFS and DIFS are derived by the following equations, as illustrated in Figure 7.

PIFS = aSIFSTime + aSlotTime

DIFS = aSIFSTime + 2 x aSlotTime

The EIFS is derived from the SIFS and the DIFS and the length of time it takes to transmit an ACK Control frame at 1 Mbit/s by the following equation:

EIFS = aSIFSTime + (8 x ACKSize) + aPreambleLength + aPLCPHeaderLngth+ DIFS
where ACKSize is the length, in bytes, of an ACK frame and (8 x ACKSize)+ aPreambleLength + aPLCPHeaderLngth is expressed in microseconds required to transmit at the PHY’s lowest mandatory rate.

Figure 7 illustrates the relation between the SIFS, PIFS and DIFS as they are measured on the medium and the different MAC Slot Boundaries TxSIFS, TxPIFS and TxDIFS. These Slot Boundaries define when the transmitter shall be turned on by the MAC to meet the different IFS timings on the medium, after subsequent detection of the CCA result of the previous slot time.

The following equations define the MAC Slot Boundaries, using attributes defined in the MIB, which are such that they compensate for implementation timing variations. The starting reference of these slot boundaries is again the end of the last symbol of the previous frame on the medium.

TxSIFS = SIFS - aRxTxTurnaroundTime

TxPIFS = TxSIFS + aSlotTime

TxDIFS = TxSIFS + 2 x aSlotTime.
TxQIFS[TC] = TxSIFS + aQIFS[TC] x aSlotTime.
The tolerances are specified in the PHY MIB, and shall only apply to the SIFS specification, so that tolerances shall not accumulate.
Note: the default value for aQIFS[TC] is 2 for each Traffic Class (TC).  Therefore the default settings for TxQIFS[TC] are equivalent to DIFS for each TC.
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D1 = aRxRFDelay + aRxPLCPDelay (referenced from the end of the last symbol of a frame on the medium)



D2 = D1 + Air Propagation Time



Rx/Tx = aRXTXTurnaroundTime (begins with a PHYTXSTART.request)
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