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Minutes of IEEE P802.11 Task Group E Interim
 Teleconference


QoS Baseline Development
Agenda:

Call to order 12:40PM



Assign secretary – Tim Godfrey



Roll call 



Approval of agenda



Editor’s overview (10 min.)



Submissions (TBD) walkthrough/ Discussions (2hrs)



Actions and follow up plan (15 min.)



Next teleconference objectives (10 min.)



Adjourn.

Discussion on agenda;

Papers to present – 

Michael Fischer – Document 452r1 on HCF

Document 448 by Bob Meir – part of discussion phase.

Roll Call

John Fakatselis - Intersil

Michael Fischer - Intersil

Tim Godfrey - Intersil

Jay Bain – Time Domain

Mathilde Benveniste – AT&T

Bob Meir - Cisco

Greg Chessen - Atheros

Keith Amman - Spectralink

Wim Diepstraten - Lucent

Srini Kandala - Sharp

Raju Gubbi - Broadcom

Wei Lin – AT&T

Jos Kondilis - Broadcom

Jin Meng Ho - TI

Greg Parks - Sharewave

Punjad Soonro

TK Tan - 3com

Anan Singla - Atheros

Khaled Turki – TI

Harry Worstell – AT&T

Matt Sherman – AT&T

Editors Overview

The intent is to deal with a discussion of the HCF concept. We will start with more basics, regarding document 452r1 already published. Document 452r2 will follow this discussion. This is an attempt to unify a number of useful concepts that were proposed in individual submissions during 2000. They are even more useful if they help us simplify the conformance model. Document 448 contains a good overview of the motivation behind HCF.

Presentation of Submission (document 452r1) Michael Fischer, Editor

The HCF concept is a significant improvement – it addresses widely identified criticisms of the baseline and other proposals that could create objections in balloting. It simplifies things in the process of improvement. 

Our objective is to identify issues with this, to prevent taking time in the next meeting. The discussion will be on 452r1, which has been available for 3 weeks.

The key point of HCF at the level of the standard is the possibility of providing a set of mechanisms that address the objectives for QoS and provide equivalent mechanisms for those already in the baseline - While reducing the number of mechanisms, and removing the multistation conformance model. Provides a uniform conformance model – at worst 2 levels, parameterised and prioritised. It may be possible to get to one conformance level plus options for the AP as well. 

HCF addresses concerns about the baseline:


1 – multiple levels of conformance causing confusion and complexity


2 – if the EPCF service rate is greater than the DTIM rate, it is inefficient. Speeding up DTIM negates power saving modes.


3 – there is a conflict between a long CFP for QoS, and the desire for non level 3 to operate in the same QBSS.


4 – several EDCF proposals have a burst mechanism. Bursting can be useful in a DCF environment, but adds complexity in EPCF if uncoordinated.


5 – during the DCF period, there could be a network capture effect allowing domination by a small number of stations. 

The objective is to get more done in CFP with simpler rules. 

(side discussion on Russian paper on capture effect) 

The relationship between HCF and EPCF. HCF is not a replacement for PCF. PCF is in the legacy standard. There should be a note in Clause 20 that operating a legacy PCF in a QBSS, as it would exclude QoS traffic. This is independent of whether QoS is using HCF or EPCF. 

The HCF is a point coordinator, but not necessarily exclusive. The way to proceed is to identify that a HCF may and should generate a CFP at the specified interval (for backward compatibility and power save). The point coordinator and HCF should be co-located. As such, the HCF is not a replacement for the EPCF. It is a replacement for the EPCF as a normative QoS mechanism, though.

In practice, the HCF makes the need for a monolithic CFP using the beacon interval less severe. Essentially, the HCF has the ability to make “mini-CFPs” as needed to make the service requirements. Similarly it makes it easy to have periods of silence to accommodate BSS overlap. It is a just=in-time optimised variant of the CFP concept.

A separate control to limit the length of autonomous burst would be appropriate (a TxOp Limit). 

Large encoding range is not necessary, since a large queue size doesn’t effect what can happen in a single TxOp.

There was an issue with length encoding prior to Monterey. The scheduling entity needed to know the size of the object at the head of the queue. Slide 11 shows the QoS null containing  the size of the object at the head of the queue, since that is the only case where it is needed (when you send a null because you can’t send what is at the head).

The ACK policy field was also condensed into the TCID field, since there were only two cases that appear on the air interface: ACK after a SIFS, or No ACK after the SIFS.  A better name for the ‘1’ case is “NO ACK” rather than Alt ACK.

The role of the NonFinal bit changes from the baseline – the coordinator needs to distinguish whether a transmission in a TxOp will be followed by another in the same TxOp. 

Interpretation of the TxOp Limit field: 

A TxOp is a time interval with an upper bound, the TxOp Limit. The TxOp duration is from when it starts to the limit. During that time, the station has the right to transmit. As many transmissions as it wants, as long as the end of the last transmission, including any ACKs are done by the limit time.

There is no requirement to make the time units match the amount of data units. We want to make the MAC scale to future higher speed PHYs.

What happens if a station exceeds the TxOp allocated time? Ultimately we need to write something about this case. What we can do is limited. A coordinator could monitor this, and cease giving TxOps to that station. It could disassociate with a TBD reason code (rule-breaking). Open for proposals. Revisit with the NAV setting rules. The rules for what are sent in a TxOp are local to the station, based on local information. 

Regarding the RR – it sends Queue status when you aren’t sending payload.

The pre-existing TCA field: There are cases where there is a TCID and an AID from the previous proposal. There is no need to change that.

The frame exchange rules will not be affected that much by the number of bits we use for labeling. We don’t want to delay progress by the discussion of flow labelling. The subject should be taken up separately. It does seem that 3 bits are not enough.

We need to reserve some bits in the TCID field for broadcast domain bits. It might require a couple more bytes.

We had an impasse in Phoenix between EPCF and EDCF approach. The compromise allowed progress. It is not the optimal solution. Decisions on the number of queues and bits of labelling could move us towards a deadlock position again. The 4 bit field is to deal with an existing ambiguity. We overloaded a priority value with the Traffic Class. We may need an explicit bit to separate them. 

An AID of the sender is added to the RR frame to identify, since there are no address fields.

The RR is a control frame, without a normal MAC header. It is implicitly addressed. The AID is unambiguous in the context of the BSS id which is also present. There is no need for full MAC addresses here.

The context of RR was from the fully parameterised joint proposal. This is the first place where the difference between a Tspec and a TCID becomes visible. If there was a station capable of supporting parameterised QoS, some things could have TCs from the application, and some with TCs from RSVP. The LAN’s MAC couldn’t tell the difference. It is the case that an application that wants to send at priority 3 will have no idea that 3 has been remapped to a different traffic spec. 

The 4th bit can be used to distinguish between a traffic class or a priority – independent of the labelling resolution. We also need to distinguish the immediate case from the reservation case. 

Suggestion on the use of RR to activate or deactivate an existing TSPEC. Why not use the AID field to refer to the TSPEC. It is unique to the AP.  Problem – it does half of what is needed. The VSID is really needed there. We don’t want to re-introduce until after the EDCF is selected. 

Appropriate rule change: if we allow RR to request non-periodic events, there are two cases. It could be too big to send, or there is high priority traffic and you want immediate access to the medium. If it is acceptable to wait till you win an EDCF contention to send the RR, if you contend and win, why not just send the traffic then and indicate the queue depth in the same frame. The rule should be to send an RR, you should contend at the maximum EDCF priority. The priority of what you are sending it for is in the TCID field. 

It is possible to conclude that RR is only useful if you can contend at top priority for the RR (mapped to network control).

Discussion –

It is consistent. If the frequency of RR use is low and doesn’t cause additional congestion.  A corresponding rule: the coordinator should respond after a SIFS, whether it is a TxOp or not. Wouldn’t it be most correct to respond with an ACK, and then a TxOp? This is more comparable to a PSPoll with data.

Assume it was always a QoS ACK (same as PSpoll). An RR is always responded to with either QoSNoData with ACK or QoSNoData+Poll.. 

In examining the +CFAck issue, it appears to have no impact to allow +CFack if the ackto address and the data address  are the same. 

Document 109 has been sent out and posted to the web site. Please review for next teleconference. 

The main remaining items:

1) with regard to the NAV (on slide 17) – the original CF burst concept was PIFS separation. Later, it was changed to SIFs separation. In clause 9, it is a “May respond in a SIFs”, not a requirement. Individual frame exchanges should be PIFs separated to allow CCA sensing for intra BSS interference. It doesn’t create any greater loss of control opportunity because of the NAV setting.

The lack of an ACK in an RTS CTS exchange means something, but the lack of an ack without RTS CTS doesn’t say as much – many cases. 

The tradeoff is – is it worth one slot per frame exchange sequence to give up the CCA sensing?  There have been a lot of presentations on undetected collisions. 

2) ignore slide 21 – document 109 replaces it.

3) In a QBSS, an autonomous burst can only occur is where the successor has something else to send, and the other item is of equal or higher priority, and other conditions. It is not likely that the burst would go on for very long. Rather than special rules to limit length, it makes sense to say to limit the autonomous burst to have a length of one. IE a station passing the right to transmit to one other. That is a likely and beneficial case. Longer than 2 stage bursts are not useful or likely. 

a. To addresses an issue with losing your own TxOp to an autonomous burst. A simple way is to use the MoreData bit to allow the Autonomous burst. 

Action Items

Review the document 109

Review proposed text for clause 10 and clause 6. Also posted on Web Site by Harry.

Next Teleconference (Feb 14th)

Anything on EDCF should have the highest priority. Do any EDCF proposers have anything to discuss? 

Request agenda item to discuss procedural issues. Anything technical ought to be with the whole group in attendance.

Continue discussions on HCF

Discussion on FEC

John is working on text. If we want to discuss FEC before Hilton Head, this is the opportunity. John’s concept is viable in balloting. 

Any issues on Clause 6 and Clause 10. Considered relatively non-contentious.

Flow Labeling – the previously defined solution was not accepted, but perhaps not understood. Should we discuss it more? Perhaps combined with the signaling protocol? Bob M, Greg C, Srini, Jin Meng, Wim, Michael will discuss off-line. 

TGe security issues.

Final Questions:

Formal Description should be ready in time for sponsor ballot. It needs to be done in parallel. Participants are welcome.

Does anyone believe that bringing forward a proposal for this HCF mechanism in Hilton Head is a bad idea?    Nobody. General agreement that it is a good idea. 

Good – this means that we will not need to allocate time at Hilton Head for debate on this subject. We will plan to get HCF accepted in March without taking a lot of agenda time.

Adjourn 
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