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1. Meetings of the MAC Enhancements Study Group at the 802.11 March 2000 Plenary

1.1. Tuesday AM

1.1.1. Appointment of Secretary

1.1.1.1. Tim Godfrey

1.1.2. Call to order 09:16 by John Faketselis.

1.1.3. Proposed Agenda

1.1.3.1. Policies overview

1.1.3.2. Review of SG background and progress

1.1.3.3. Call for Papers

1.1.3.4. Presentation of Papers

1.1.3.5. Requirements definition process / Requirements document draft

1.1.3.6. Comments on Agenda

1.1.3.6.1. None

1.1.3.7. Agenda Adopted without comment or objection

1.1.4. Policies Overview

1.1.4.1. Show of Hands – How many first time members at an 802.11 meeting (15 to 20 people)

1.1.4.2. SG Policies and rules. This group is currently a study group. Everyone has voting rights and rights to debate. Rules are different in a task group and WG plenaries. 

1.1.4.2.1. Key Motions:

1.1.4.2.1.1. Point of Order

1.1.4.2.1.2. Point of Information

1.1.4.2.1.3. Parliamentary Enquiry

1.1.5. Background / Overview of Work

1.1.5.1. SG work up to this point, SG Charter

1.1.5.2. Goal is to approve the PAR in March 2000. 

1.1.5.3. John Faketselis is chair of the Study Group.

1.1.5.4. There are two PARs that have been submitted from this Study Group.

1.1.5.5. They are tentatively approved, and will be officially approved this week by ExCom.

1.1.5.6. The topics are broken into MAC Enhancements (QoS, Security, etc) and IAPP (Inter Access Point Protocol).

1.1.5.7. MAC Enhancements is a PAR to create a standard, while IAPP is a PAR to create a Recommended Practices document. (IAPP is beyond the scope of the charter of 802.11).

1.1.5.8. Schedule to completion for these PARs

1.1.5.8.1. Working group formed in September 1999. PAR was completed by November 1999. In November 1999, and January 2000, we worked on the requirements and scope. We have published requirements and evaluation criteria document on the 802.11 web  site. We have made a call for proposals. 

1.1.5.8.2. The requirements and criteria documents are drafts, and we will revisit them in this session and make additions and deletions.

1.1.5.8.3. PAR approved, WG formation – March 2000.

1.1.5.8.4. WG Draft For Recirculation – November 2000.

1.1.5.8.4.1. Recirculation is the voting process within the 802.11 working group. 75% approval is required. Informally, the approval should be 90% to have Executive Committee approval.

1.1.5.8.5. Sponsor Ballot – includes voters from Sponsor group of all 802. voters.

1.1.5.8.6. After Sponsor approval, there is an editorial process that must be completed before publication.

1.1.5.9. Questions on schedule

1.1.5.9.1. None

1.1.6. Review of schedule for this week

1.1.6.1. Tuesday AM, Wednesday AM, Thursday AM session

1.1.6.2. Possibility of additional evening session if required.

1.1.7. Call for Papers

1.1.7.1. Before presentations, there will be a brief review of the requirements and evaluation criteria by Chair

1.1.7.2. Submitted Documents from 802.11 opening Plenary.

1.1.7.2.1. Document 33 Joint paper from Sharewave Lucent, AT&T. “Qos Extensions to 802.11” – four sections, ½ hour each.

1.1.7.2.2. Document 34 and 35, Microsoft, “Microsoft 802.11x Enhancements”. Document 35 presented at 802.1x session

1.1.7.2.3. Document 36, 37, Intel , “Intel Qos”, “Intel Encryption Formats” – 10 minutes each

1.1.7.2.4. Document 28, Microsoft – 30 minutes, ask to defer to Thursday AM.

1.1.7.2.5. Document 29, Intel, 802.11 Security Models. – 40 minutes

1.1.7.2.6. Document 31, Seiko Epson, “Security Enhancements” – 20 minutes

1.1.7.2.7. Document 38, Sharewave, “End To End QoS”

1.1.7.2.8. Document 39, Spectralink Keith Amann, “Concerning additional requirements for MAC Enhancements” (not ready for presentation) – 15 minutes

1.1.7.2.9. Document 40, Sharewave, “MAC Enhancements Requirements Addendum” (Not ready for presentation) – 15 minutes.

1.1.7.3. Agenda / Groupings of papers

1.1.7.3.1. Encryption / Security

1.1.7.3.2. QoS

1.1.7.3.3. General Papers on Requirements

1.1.8. Break for 15 minutes

1.1.9. Schedule Review

1.1.9.1. Tuesday Evening session scheduled

1.1.10. Presentation of Papers

1.1.10.1. Document 37, Intel (Duncan Kitchen, Jesse Walker)

1.1.10.2. Document 29, Intel (Jesse Walker) 

1.1.10.2.1. 802.1x Security Model Summary

1.1.10.2.2. Summary

1.1.10.2.2.1. Recommends that 802.11 engage with 802.1x and use the result for the 802.11 authentication framework.

1.1.10.2.3. Discussion

1.1.10.2.3.1. Regarding the existing problems with 802.11 security, be aware that the hooks are there to provide an extensible security architecture. Also, we have to decide how much of a security infrastructure we want to try and standardize in a MAC and PHY standard

1.1.10.2.3.2. It doesn’t make sense to provide complete security over the wireless link, if there are vulnerabilities in the wired network out of our control. Also we have to consider the cost implications and competitive nature of the WLAN marketplace.

1.1.10.2.3.3. Comment on Slide 4, it is incorrect that .11 has one algorithm and one frame work. It is extensible. Is a recommended practice document in conjuction with a normative document from .1 be sufficient? This requires investigation – it may be a better solution.

1.1.10.2.3.4. Question on Key Management – there are a number of options available. The customers demand a number of authentication options, some are legacy and weaker systems.

1.1.10.2.3.5. Is it worthwhile to spend time investigating if we can generalize the interface between the MAC and the security system? 

1.1.10.2.3.6. Comments on layering – you need to protect the 802.11 link from the start of the connection. 

1.1.10.2.3.7. The flip side of customer perception and market demand – in an enterprise, the deployment of the equipment may be forbidden if it has inadequate security.

1.1.10.3. Document 31, Seiko Epson (Masay\uki Ikeda, S. Watanabe)

1.1.10.3.1. “Proposal to use KPS to Enhance WLAN Security”

1.1.10.3.2. Summary

1.1.10.3.2.1. Problems with current standard WEP. Key Distribution Problem.

1.1.10.3.2.2. KPS is method to distribute shared keys safely. 

1.1.10.3.2.3. MAC addresses are combined with private keys to generate keys for use with existing WEP algorithm. KPS algorithm is one-way so private keys cannot be regenerated.

1.1.10.3.2.4. Implementation of KPS system in an 802.11 MAC. 

1.1.10.3.2.5. Strict control of private Ids and System IDs is required. Proposes that the 802.11 committee controls the KPS center.

1.1.10.3.2.6. SEC9H MAC and high rate baseband processor (GBT9). 

1.1.10.3.3. Discussion

1.1.10.3.3.1. How does KPS prevent someone from masquerading as another MAC address? Issue is algorithm must be kept secret to maintain security.

1.1.10.3.3.2. Comment – see 8.3.2 paragraph 1 in the standard. 

1.1.11. Adourn until 7:00PM

1.2. Tuesday Evening

1.2.1. Session Called to Order at 1900 hours

1.2.2. Presentation of Papers

1.2.2.1. Document 36, Intel, (Duncan Kitchen)

1.2.2.1.1. “Wireless LAN QoS”

1.2.2.1.2. Summary

1.2.2.1.2.1. Overview of requirements

1.2.2.1.2.2. End to End signaling (not just the 802.11 segment, but the whole network) Lowest layer for end to end signaling is the network layer.

1.2.2.1.2.3. Application Support – to the top of the protocol stack. 

1.2.2.1.2.4. Suggestion of prioritization based on 802.1p tags, and RSVP in the network layer. Subnet Bandwidth Management uses tags to cause the MAC to follow RSVP QoS.

1.2.2.1.3. Discussion

1.2.2.1.3.1. What application space did you look at? Voice over IP and Video (netmeeting on PC), but not limited to PC plaform. Also broadcast video.

1.2.2.1.3.2. PCF didn’t matter because it didn’t specify connection setup. PCF is not the preferred mechanism. You would need to throw a huge effort behind PCF to make it work. 

1.2.2.1.3.3. The negotiations for bandwidth involve upper layers. How do you resolve this with a layer 1-2 standard? Through the use of tags in the channel access protocol in the MAC layer. 

1.2.2.1.3.4. Comment – the proposal here is part of the IETF effort. We should specify that 802.11 be compliant with that. SBM uses existing MAC services. Should we use existing mechanisms govern the QoS at the MAC layer? You can’t make QoS guarantees with a shared media. The 802.1p mapping has to be honored. In 802.11 who is going to control this? (Defer issue for later discussion, perhaps a future paper)

1.2.2.1.3.5. Hasn’t 802.1p been absorbed into 802.1d? Yes. You are saying not to use the PCF function at all? Yes

1.2.2.1.3.6. Agreement with using higher layer protocols for end to end. Assertions regarding PCF were not true, were they the TBS functions that were removed? The current PCF still has issues with polling lists. It may have polling lists. (take discussion off line)

1.2.2.1.3.7. What are you thinking of in terms of an access method? We are suggesting a prioritization mechanism.

1.2.2.1.3.8. On the PCF issue – it is part of the standard. If it was implemented and deployed, would it be a problem to the channel access mechanism you are suggesting? No it could work in parallel.

1.2.2.2. Document 33, Sharewave, AT&T, Lucent

1.2.2.2.1. “QoS Extensions to 802.11 MAC”

1.2.2.2.2. Intro section – Wim Diepstraten

1.2.2.2.2.1. History of joint effort.

1.2.2.2.2.2. Objectives – compatibility, simple, scalable to home and enterprise.

1.2.2.2.2.3. What is covered – Qos extensions, access mechanisms

1.2.2.2.2.4. What is not covered – security, authentication.

1.2.2.2.3. Context & Synergies Section – Raju Gubbi

1.2.2.2.3.1. Summary

1.2.2.2.3.1.1. Streams are the unit of QoS guarantees. There is a coordination entity per BSS. Transmission Opportunities (TxOps) are granted to streams but may sometimes be used othewirse.

1.2.2.2.3.1.2. Synergies – Admission Control, Selectable Acknowledge, Dynamic Bandwidth Management, Stream Synchronization, Roaming, BSS overlap management, FEC / Channel protection, direct STA-STA communication, multicast, dynamic channel frequency selection.

1.2.2.2.3.2. Questions / Discussion

1.2.2.2.3.2.1. Bits are needed to define and control these mechanisms. 802.1q (802.1d) is not enough. How many bits would be needed to define all of these? We are basically looking at an MAC extension, There will be specialized frames.

1.2.2.2.3.2.2. In a packet based system, how do you characterize a stream over the packet based system? Every stream has an ID, and goes through admission control.

1.2.2.2.3.2.3. For FEC and channel protection, do you assume a certain type of channel? There were specifics for delay spread, BER, etc. What are your thoughts on this? The assumption is applying a block code before going to the PHY. We are assuming the channel is going to have problems with delay spread and interference.

1.2.2.2.3.2.4. Are the systems self organizing, or do users need to manage them? The standard provides the hooks, but the product developers handle the user issues at the top layer.

1.2.2.2.3.2.5. The MAC buffers to support selective retransmission. Do you need to advertise window size? Yes.

1.2.2.2.3.2.6. These features are only useful if they are available end to end? Yes, we are providing hooks so that higher layers can use the MAC to provide the needed end to end services. How do you guarantee the service over other networks – for example 802.3? You don’t – we are working on 802.11.

1.2.2.2.3.2.7. Do you see an opportunity to extend these mechanism to other wireless WG’s such as 802.15, .16, etc? That is possible, but we are focused on 802.11. Also see the other presentation (Document 38) on End To End QoS. However, these issues are being discussed in other 802 groups.

1.2.2.2.3.2.8. Mechanisms for end to end QoS have been discussed. Most of these in the .11 BSS are things needed to make this look like a wired network. One issue is your mention of “guarantees”. Attempts to guarantee are one thing, but the meaning of guarantee in an ISM band is different than in other QoS network specifications such as RSVP.    Agreed – this needs to be clarified in terminology.

1.2.2.2.3.2.9. Is the coordination entity inside or outside the entity? Either. If an AP is oversubscribed for QoS traffic, would best effort transmissions be denied? You can have load balancing, and user level parameters can be specified on a per BSS basis. 

1.2.2.2.3.2.10. There will be multiple kinds of networks, not just 802, and QoS will be needed through all of them. 

1.2.2.2.3.2.11. When a client has obtained a stream, and their connection becomes bad so the PHY drops back to a lower rate, how is this handled? Different channel access methods have different ways of dealing with this

1.2.2.2.4. Straw poll – how many people think all 802 wireless standards should have a common QoS system (Majority) How many think all 802 wired and wireless standards should have a common Qos System (about 50%)

1.2.2.2.5. Media Access Methods – AT&T MediaPlex

1.2.2.2.5.1. Summary

1.2.2.2.5.1.1. “Guaranteed” QoS Service, and efficient BW utilization. Multimedia Transfer. Simple Extensions to MAC, fully compatible. 

1.2.2.2.5.1.2. Virtual Streams, built on top of base PCF, DCF unchanged. 

1.2.2.2.5.1.3. Central scheduling – coordination. Contention needed only during reservation request. Polling only if data available for lower overhead.

1.2.2.2.5.1.4. Parameters configure acknowledgement, flow, priority, FEC, privacy, delay and jitter bounds, and data rate and burst lengths.

1.2.2.2.5.1.5. Description of new control frames and operation within PCF CFP interval.

1.2.2.2.5.1.6. Description of Centralized Contention.

1.2.2.2.5.2. Questions

1.2.2.2.5.2.1. Is there any supporting document to help understand the details? AT&T will release a MediaPlex specification document on Thursday. 

1.2.2.2.5.2.2. If you have a CBR stream that always needed the channel, how would the RR fit into that? The RR is one time. The only time the RR is needed multiple time is if the resource is not available (busy).

1.2.2.2.5.2.3. Collission resolution is based on the outcome of contention of all stations and can be optimized. Couldn’t a station with unreasonable requirements bring down the network? No, the RR is fixed size.

1.2.2.2.5.2.4. From the description of the coordinated contention mechanism, would it would be correct to describe the CC frame as a Poll to a class of devices that have permission to transmit? Yes, CC is a kind of poll to a class of users.

1.2.2.2.5.2.5. If allowed by priority and permission, is it true that no contender can transmit more than one RR per contention interval? Yes.

1.2.2.2.5.2.6. Is there a bound for latency? How do you control frame length? It would be imlementation dependent. You don’t wan the CFP rep interval to be too small because it is inefficient, or too large because it adds latency. Per Frame it is based on negotiated bandwidth. That is all a station is allowed to transmit.

1.2.2.2.6. Media Access Methods – Sharewave Whitecap

1.2.2.2.6.1. Summary

1.2.2.2.6.1.1. Proposed channel access mechanism

1.2.2.2.6.1.2. Transmission hierarchy

1.2.2.2.6.1.3. Use of channel 

1.2.2.2.6.1.4. Advantages of the proposed channel access mechanism

1.2.2.2.6.2. Questions

1.2.2.2.6.2.1. Is there another information source for off line review? More details will be provided. 

1.2.2.2.6.2.2. Are you relying purely on forward error correction or are there acks and retransmissions? The mechanics are independent, you could use one the other, or both. 

1.2.2.2.6.2.3. The PCF as it is today allows for foreshortening. How do you manage it? We still have CFend. 

1.2.2.2.6.2.4. When supporting rate fall back to lower rates, how do you handle that? If can be scheduled. The negotiation is for bandwidth (the amount of time). Such a device would take more time and deliver less data.

1.2.2.2.6.2.5. Is there any change to the existing PCF mechanism that removes capabilities? No. Is there any fundamental difference between AT&T and this, except in the allocation of the CF period, and how the requests are done? No. 

1.2.2.2.6.2.6. Transmission start is based on Tx Slot, but how does the PC know if this station has nothing to send? There is a null packet, same as today’s PCF. 

1.2.2.2.7. Media Access Methods – Lucent Blackburst

1.2.2.2.7.1. Summary

1.2.2.2.7.1.1. Distributed access mechanism, based on existing DCF operation.

1.2.2.2.7.1.2.  Newly added mechanism to support multiple priorities. Extra listen intervals are needed per priority level.

1.2.2.2.7.1.3. Description of BSS overlap operation situations. 

1.2.2.2.7.1.4. Conclusion – Lucent would drop Blackburst if a scalable BSS overlap solution is developed for PCF.

1.2.2.2.7.2. Questions / Discussion

1.2.2.2.7.2.1. In the JSAC paper, the Tschedule paramter is defined to be a single number. Is that true? There should be a single base number – it could be that some stations use an integer multiple. 

1.2.2.2.7.2.2. Then how would the protocol be stable if there are multiple values of Tschedule? You may need to do something extra in that situation- such as null packets.

1.2.2.2.7.2.3. Would you still approach this the same way in the 5GHz band where there are more channels available? Yes.

1.2.2.2.7.2.4. What would happen if the AP has higher xmit power than stations? How severe is the effect? It must be taken into account. It must be compensated with the sensitivity in the defer mechanism.

1.2.2.2.7.2.5. The minimum data frame size cannot be too small? With a large ratio between smallest and largest, the Blackburst overhead goes up. There are ways to use a two level Blackburst to help in this situation.

1.2.2.2.7.2.6. The rules say a CTS is sent after a RTS is received. What triggers a CTS? A normal DCF access. Revise document to say that there is a new frame exchange for CTS in this scheme. 

1.2.2.2.7.2.7. In constant bit rate traffic, the self organizing properties might achieve stability. In the sequence of real time transmissions, where some or all transmit instances are variable in size, how is a receipient that does’t get what it expected know if it is lost or just waiting? How does it know how long to wait before sending an NAK? A maximum length DCF packet is the longest timeshift the real time traffic would incur. The Blackburst analyis applies only to constant bit rate traffic. There may be a problem with VBR.

1.2.2.2.7.2.8. Is it possible that two or more stations have the same length Blackburst, resulting in a colission? If one station had successful access at one point, it will occur at the same time in the next interval. (for constant bit rate).

1.2.2.2.7.2.9. There could be collisions due to VBR traffic or jitter in arrival of traffic. What happens in that case? It depends on the assumption of a minimum duration of a frame. If the minimum is a null frame there will be no collision.

1.2.2.3. Document 34, Microsoft  (Bernard Aboba)

1.2.2.3.1. “IEEE 802.11 Security and 802.1x”

1.2.2.3.2. Summary

1.2.2.3.2.1. To gather a list of the current vulnerabilities of the current standard security implementation.

1.2.2.3.2.2. How 802.1x addresses security vulnerabilities – EAP framework, Mutual Authentication

1.2.2.3.3. Questions / Discussion

1.2.2.3.3.1. Explain the assertion that new authentication mechanisms would require new hardware. They might, not necessarily though.

1.2.2.3.3.2. Please elaborate on how the address spoofing problem can be fixed at the AP. One failure is due to key mapping of key to MAC address. Attempts to spoof from an AP would be blocked by distribution services in a conformant implementation. Nothing else is needed. 

1.2.2.3.3.3. For backward compatibility, management frames should not be encrypted.

1.2.3. Adjourn

1.3. Wednesday AM – PAR Comment Resolution session

1.3.1. Called to Order by John Fakatselis at 08:40

1.3.2. Resolution of comments on the 802.11 MAC Enhancements PAR received from Roger Marks, Chair 802.16

1.3.2.1. Suggestion 1: Modify the first sentence of the Purpose statement by adding the underlined word: “To enhance the current 802.11 MAC to expand support for LAN applications with Quality of Service requirements.

1.3.2.1.1. Suggestion Accepted

1.3.2.1.2. Motion to Accept suggestion and incorporate text into the PAR document.

1.3.2.1.2.1. Moved Michael Fischer

1.3.2.1.2.2. Second Greg Parks

1.3.2.1.2.3. Motion passes 12/0/1

1.3.2.2. Suggestion 2: Define the new application space enabled by the expanded MAC as means of clarifying the distinct identity of this new project.

1.3.2.2.1. Suggestion Accepted

1.3.2.2.2. New text: “Example applications include transport of voice, audio and video over 802.11 wireless networks, video conferencing, media stream distribution, enhanced security applications, and mobile and nomadic access applications.”

1.3.2.2.3. Motion to accept suggestion and incorporate text into PAR document

1.3.2.2.3.1. Moved John Kowalski

1.3.2.2.3.2. Second Michael Fischer

1.3.2.2.3.3. Motion Passes 14/0/0

1.3.2.3. Suggestion 3: Add 802.16 to item 10b (IEEE Coordination requested by sponsor)

1.3.2.3.1. IEEE rules ( IEEE-SA Standards Board Working Guide for the Project Authorization Request (PAR) Form, clause 12, paragraph 2, version 3 December 1999) specify that 802 working groups are internally coordinated and should not be listed in a PAR’s section 10b. Therefore, 802.11 rejects this suggestion.
1.3.2.4. Motion to accept responses to all suggestions on PAR

1.3.2.4.1. Moved Harry Worstell

1.3.2.4.2. Second Anil Sanwalka

1.3.2.4.3. Motion Passes 13/0/0

1.3.3. Session Adjourned until Thursday 08:30

1.4. Thursday AM Session

1.4.1. Called to order at 0830

1.4.2. Agenda Update

1.4.2.1. Remaining Paper Presentations

1.4.2.2. New Papers

1.4.2.2.1. Document 32 “Hiperlan Type 2 System for Quality of Service”, Jamshid Kush, Ericsson.

1.4.3. Presentation of Papers

1.4.3.1. Document 28, Microsoft (A Ayvgari et al)

1.4.3.1.1. “802.11 Quality of Service”

1.4.3.1.2. Summary

1.4.3.1.2.1. Use 802.1p to prioritize and limit traffic before entering the 802.11 network.

1.4.3.1.2.2. SBM extends RSVP to level 2 networks.

1.4.3.1.2.3. Access Points in 802.11 networks should support 802.1p.

1.4.3.1.2.4. Suggests change to DCF rules to allow shorter contention windows for priority traffic.

1.4.3.1.2.5. For Ad-Hoc networks, each station must implement admission control.

1.4.3.1.3. Questions and Discussion

1.4.3.1.3.1. How does this address power managed stations where the PM traffic is sent in a burst after a DTIM? High Priority traffic would be sent first after the DTIM.

1.4.3.1.3.2. Clarify 802.1p – it is really 802.1d, which contains queue tagging, which contains priority.

1.4.3.1.3.3. Adjusting the DCF timing can result in a loss of stability and other problems with the protocol. This technique has been attempted and it works in those cases.

1.4.3.1.3.4. You can’t address QoS by just changing backoff. What if there are too many voice streams? Yes there will be delays, you have to allow for them. The applications have to work with delays greater than 100mS, now.

1.4.3.1.3.5. The driver has to support the appropriate admittance control mechanism.

1.4.3.1.3.6. Are there any simulations of this scheme? No. If an AP is sending a certain rate of data what happens if the channel degrades? The AP has to re-allocate the entire load. The driver would have to notify the applications for renegotiation. 

1.4.3.1.3.7. Centralized control is usually more efficient – do you disagree? The problem we have with PCF is needing a small polling list. Believes that there are only two levels of priority in PCF. 

1.4.3.1.3.8. Does Windows 2000 have a priority mapping? Because we are using RSVP we map priorities two levels into 802.1p.

1.4.3.1.3.9. Comment: QoS doesn’t need and can’t provide true guarantees. Secondly, proposals don’t necessarily address Qos, but provide efficiency improvements. The change of dynamic changes in CW was discussed in the original MAC, and it was determined that it was a problem and should not be done. What kind of utilization are you projecting for the 802.11 network to implement this scheme? It has not been looked at.

1.4.3.1.3.10. Because of the nature of continuous streams, you end up with continous contention, and loss of efficiency. We have a back scheduler that smooths out bursts and hopes to minimize collisions. 

1.4.3.2. Document 32, Ericsson (Jamshid Kuhn-Jush)

1.4.3.2.1. “HiperLAN type 2: A system with QoS support”

1.4.3.2.2. Summary

1.4.3.2.2.1. Presentation to show how Hiperlan type 2 has addressed QoS issues.

1.4.3.2.2.2. QoS issues were considered at the time of the MAC protocol design.

1.4.3.2.2.3. Convergence layer supports both cell based and packet based protocols from higher layers.

1.4.3.2.3. Questions / Discussion

1.4.3.2.3.1. Given that a Diffie Helman exchange takes 30 to 40 million instructions, and is done whenever you roam, how fast is roaming? Slow.

1.4.3.2.3.2. Can you use direct mode with the 802.1p convergence layer? One station takes on the function of the central station.  

1.4.3.2.3.3. Is there any intention by BRAN to make public the presentations and documentation from BRAN meetings during their standards work? Perhaps could be arranged with 802 – typically only ETSI members have access.

1.4.3.3. Document 39, Spectralink (Keith Amann)

1.4.3.3.1. “802.11 MAC Enhancements: Additional Requirements Considerations”

1.4.3.3.2. Summary

1.4.3.3.2.1. Need for supporting variations in packet rates and sizes.

1.4.3.3.2.2. Support for latency limitations among different stations – don’t use null packets.

1.4.3.3.2.3. QoS requirements per stream, not per STA. Needs to be clearer in requirements.

1.4.3.3.2.4. Need for compatibility with wireless bridges and repeaters.

1.4.3.3.2.5. Requirements need to address the hidden node problem, beyond the overlapping BSS issue.

1.4.3.3.2.6. Need for mid-range voice bandwidth in 16 – 32 Kbps rates.

1.4.3.3.2.7. Bandwidth efficiency should be an important evaluation criteria.

1.4.3.3.3. Questions / Discussion

1.4.3.3.3.1. How do you view the importance of the complexity of the protocol? We are a station developer – we don’t want a complex protocol to add cost to the devices. Complexity in infrastructure is acceptable.

1.4.3.3.3.2. The current requirements document does have too low of latency requirements, especially for some vocoders. What do you see as the lower bound for latency for voice? 5 to 10 is definitely too small. Can’t get into too much detail. Example; H.323 has 30mS buffer. Somewhere in that range is about right.

1.4.4. Requirements Documents Updating

1.4.4.1. Chair announces formation of an Ad-Hoc group to update requirements documents.

1.4.4.2. Asking all presenters to have a representative

1.4.4.3. Starting at 10:30 next door.

1.4.4.4. Output will be pubished by end of the day.

1.4.4.5. Including only the areas that we agree upon.

1.4.5. Presentation of Papers, Continued

1.4.5.1. Document 38, Sharewave (Raju Gubbi)

1.4.5.1.1. “Tutorial on achieving end to end QoS”

1.4.5.1.2. Summary

1.4.5.1.2.1. Definition of End to End QoS – preserving QoS characteristics from outside connection to any device in the BSS.

1.4.5.1.2.2. How it can be achieved – analyze and convert outside QoS semantics to a form usable by the 802.11 MAC.

1.4.5.1.2.3. How does an RSVP packet make use of the hooks in the MAC to support QoS.

1.4.5.1.2.4. Semantics conversion layer (between layer 3 and 2) also called Classifier.

1.4.5.1.3. Questions / Discussion

1.4.5.1.3.1. None

1.4.6. Adjourn at 10:20
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