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Real-time User Tracking System Using Depth Camera


1  Coverage
 The technology tracks the user's location in real-time camera images, calculating where the user is within the overall image in 3D coordinates. After that, the 3D coordinates are mapped into the real-time RGB Camera to calculate where they are. By making the calculated area appear in a smaller area than the camera image, it is displayed in real-time user tracking and screen.

2  Term Definition

2.1 Skeleton 
A line segment connects the major joint points of the human body extracted from the camera image.


3  Real-time tracking system using success information

3.1 The concept of a real-time user tracking system
The resolution of the high-performance RGB camera is 2048×1536, but on the other hand, if there is not enough space to express the resolution, it is inappropriate to express the user because the user looks too small if the entire screen is reduced. In this case, only a specific area is expressed so that only a part of the entire screen is optimized for the corresponding resolution. 
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(Figure 1 a) Show around you when standing on the left
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(Figure 1 b) Show around you when standing in the center
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(Figure 1 c) If you stand on the right side of the real-time user tracking system

As shown above (Figure 1), when the user moves, the purpose is to track the user's location and display it in a certain size on the right side.

3.2 Depth camera-based user skeleton information extraction
To find out where the user is from the RGB camera, we need to extract the skeleton information. As shown in (Figure 2), there is a method of extracting skeletal information with a Kinect Depth camera, etc. By mapping the extracted skeleton information to the RGB camera image, it is possible to find out where the user is currently located.  

[image: ]
(Figure 2) Kinect Depth camera-based user skeleton information 
[Source] https://docs.microsoft.com/en-us/azure/kinect-dk/media/quickstarts/samples-simple3dviewer.png

3.3 Mapping skeleton information to RGB cameras

By mapping the extracted skeleton information to the RGB camera image, it is possible to find out where the user is currently located.  With this location, it is possible to specify in which part of the entire RGB Camera area the user is located, and to cut out and display a part of the area around the user (tracking target).
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(Figure 3) RGB Camera user skeleton information mapping

3.4 Improved bouncing when tracking every frame in real time
When the user is tracked in real time and the display area is updated, a real-time user tracking system is completed. When tracking every frame in real time, the motion is not constant, so screen flickering occurs. To alleviate this problem, the user's central coordinates were set as the target point in real time and moved little by little toward the target point over time.

3.5 Example of real-time user tracking system using skeletal information
If you look at the example in use in (Fig. 4), you can see that the user moves to the right, starting from the far left. RGB Camera is in a fixed state, and when only the user starts from the left and moves gradually to the right, it can be seen that the image is displayed by tracking the user in a small fixed area.
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(Figure 4) Real-time user tracking system screenshot
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