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1. **Introducing**

This document recognizes gesture of user using depth cameras and defines several interaction interface guidelines for interaction in developing content using projects based on perceived information. To facilitate the smooth progress of content services, users must accurately interact with virtual objects or menus that are being projected, so this includes guidelines for optimizing the placement of virtual objects, identifying commands for user input, and optimizing user display expressions.

1. **Input-Output interface interaction between content and users**
	1. **Optimization of interaction UI placements**



Figure 1. Conceptual diagram of optimization of display representation through placement of virtual objects.

Users use content by reacting to images being projected, and interaction in this process has a significant impact on users’ usability. When a user wants to input information into a specific virtual object in a projection image with the purpose of interaction, the user faces a very embarrassing situation if the user’s shadow causes the object to be invisible.

Therefore, it is necessary to review user scenarios of content and optimize display representation through the placement of virtual objects that fit the user interface, so that the user’s shadow does not interfere with controls for interaction.

That is, virtual objects should be placed on the front of the user to ensure visual recognition and that they are not obscured by shadows created by the projection.

* 1. **Identify command for user input**



Figure 2. Conceptual diagram of the guidelines for user’s gesture

The user will generate continuous interaction within the already programmed area. Thus, it is highly likely that the pattern of user’s motion in a very wide area is far different from the intention of the person who designed the content. In such cases, if the content reacts immediately according to the user’s unintended behavior, it may be appropriate to the plan’s intention, but it becomes an input of commands that do not comply with the user’s intention, resulting in a serious error.

Therefore, content needs to identify and reflect users’ exact intentions. When a user is required to input any command for this process, it is necessary to be clearly communicated by allowing the action to be continued for a few seconds.

In other words, if a user wanted to input the command as an action, the user will be given enough time (more than 0.5 second) to meet the intention of the action, and too much time will be avoided in consideration of the convenience.

* 1. **Optimize user display representation**



Figure 3. Conceptual diagram of user display representation optimization technology

In order for virtual images by projection to be augmented and interactions to occur through augmented images, areas that are responded by the user’s actions must be designated. The images implemented at this time serve to induce the user’s behavior, but also point to the range of recognizable sensors to respond to the actions of the actual user. Therefore, this part may dampen the user’s behavior and may act as a hindrance to the sense of immersion unless it has a proper error margin.

To avoid this error, the shape drawn on the floor that response with the part of the human body should be 1.1 times the size of the area desired to be inputted. The size of the area to be inputted at this time is based on the average size of the body in Korea’s 30s, which is announced by the Ministry of Health and Welfare every year.

1. **Application of interaction interface**
2. The size of the interface can be changed at will, but must comply with the provision of Figure 1.
3. It is recommended that guidance be organized in accordance with the combination of basic operating recognition, or in accordance with the method of motion recognition, for example, for those not prescribed in this standard or insufficient in this standard.