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1 Introduction

· Movies and game contents using virtual reality (VR) have taken a center stage because they provide greater immersion and realism. Thus, the VR market is expected to expand rapidly. Especially, the VR environment using a head-mounted display (HMD) is currently in the spotlight as a new growth market because of its reasonable price and accessibility, compared with any other VR equipment. However, HMD devices may have several problems, such as a screen-door effect caused by the low spatial resolution, a frame rate drop caused by the low computing performance, and a blurring artifact caused by the low temporal resolution. 
· Among the problems, the motion-to-photon latency is the most significant one because it results in motion sickness and dizziness caused by the inconsistency of human perception. Specifically, it refers to the difference between the starting time point of the head motion for a new orientation and the time point when generating an image on the display of an HMD system. 
· Figure 1 shows the overall process and motion-to-photon latency of the image rendering in an HMD system. First, the physical head movement occurs, and the head position is measured using an inertial measurement unit (IMU) sensor. Then, an HMD device transmits the measurement data to a PC via a USB connection. The PC generates the changed image in the virtual space based on the measured physical position using the graphics processing unit (GPU). Eventually, a new image is outputted to the display of the HMD system. In this case, each module has a latency, and the total summation of the latencies in the whole process is called the motion-to-photon latency.
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Figure 1. Overall process and motion-to-photon latency of the image rendering.

· Reducing the latency requires an accurate measurement system that can consider the human physical movement.

2 Overview 

2.1 Purpose 

This is to quantitatively measure the motion-to-photon latency so that the users of HMD-based virtual reality content have a good experience and motion sickness is minimized.
3 Defining the Latency Measurement System for VR HMD

3.1 System Implementation
· Figure 2 shows an implementation of the photosensor-based latency measurement system. The rotary platform was designed to make a movement, as shown in Figure 2a, and the detector was placed on this platform to measure the luminance change, as shown in Figure 2b. The oscilloscope and the amplifiers, shown in Figure 2c, were used to calculate and analyze the output signals of each part. 
· Specifically, the Oculus Rift DK2 hardware, which is one of the most popular VR systems, was used as the target HMD. A rotary DC motor (RE40, Maxon, Sachseln, Switzerland) [16] was used to rotate the platform, and a controller (EPOS2 50/5, Maxon, Sachseln, Switzerland) was used to handle the platform. In addition, incremental-type encoders (EIL580, Baumer, Southington, USA) were used to generate pulses based on the movement of the HMD. Its maximum output frequency was 300 kHz and its resolution was 5000 steps/turn (0.018°/step). A photosensor (SM05PD2B, Thorlabs, Newton, USA) was used to measure the luminance change, and its spectral range was from 200 nm to 1000 nm. The PC-based oscilloscope was a PicoScope 4824 oscilloscope (Pico technology, St Neots, UK). 
· For rendering the virtual space and analyzing the signals, a PC with an Intel i7-6700k 4.4-GHz CPU and an NVIDIA GeForce GTX 1080 GPU was used. In addition, the time-warp technique was not used for generating VR patterns used to measure the actual motion-to-photon latency of the HMD.
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Figure 2. Prototype of the proposed latency measurement system: (a) a head position model-based rotary platform, (b) a pixel luminance change detector, and (c) an oscilloscope and an amplifier.
4 Use Case

· Two different cases for the latency measurement were performed using the latency measurement system. First, the motion-to-photon latency for the commercial HMD was measured. Second, this latency was evaluated by changing the graphic rendering workload for the HMD system.
	Cases
	Descriptions
	Remarks

	1
	The motion-to-photon latency for the commercial HMD was measured
	Measuring the latency

	2
	This latency was evaluated by changing the graphic rendering workload for the HMD system
	Different workloads
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4.1 Use Case 1 (Measuring the latency)

4.1.1 Results
· First, motion-to-photon latencies were measured by rotating in the yaw and pitch directions. Table 1 shows the statistical results for the experiment repeated 20 times to measure the rotation angle of the yaw direction. The measured average latencies were almost constant, and the standard deviations were also low. This means that the proposed instrument can accurately measure latency without any deviation. 
· Figure 3 shows the motion-to-photon latency for a specific individual experiment. The blue pulse was generated by the encoder with high resolution, which was used for the physical movement. The red pulse was generated by changing the luminance of the display in the photosensor. The rotation angles were 20°, 40°, and 60°, and the results were 44.61, 46.83, and 46.46 ms, respectively. Each of the standard deviation was also calculated up to 1.45 ms. The latency was measured accurately regardless of the rotation angle in the yaw direction. 
· Table 2 shows the experimental statistical results for the rotation of the pitch direction. In this case, the rotation angles were 10°, 20°, and 30°, and the results were 46.48, 46.79, and 47.05 ms, respectively. The standard deviation was up to 1.09 ms. 
· Figure 4 shows the latency in the pitch direction for a specific individual experiment. These results showed that the proposed measurement system could measure the latency precisely and also showed the reliability of the measurement because of the almost similar results.
Table 1. Average latencies and standard deviations for different rotation angles (yaw rotation).

	Conditions
	Measured Time (ms)

	Max rotation Angle (°)
	Angular Velocity (°/s)
	Average Latency
	Standard Deviation

	20
	42.82
	44.61
	1.45

	40
	
	46.83
	0.74

	60
	
	46.46
	0.90


Table 2. Average latencies and standard deviations for different rotation angles (pitch rotation).

	Conditions
	Measured Time (ms)

	Max rotation Angle (°)
	Angular Velocity (°/s)
	Average Latency
	Standard Deviation

	10
	42.82
	46.48
	1.09

	20
	
	46.79
	0.98

	30
	
	47.05
	0.89
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Figure 3. Latency measurement results when the yaw rotation angle was changed: (a) 20(, (b) 40(, and (c) 60(.
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Figure 4. Latency measurement results when the pitch rotation angle was changed: (a) 10(, (b) 20(, and (c) 30(.
4.2 Use Case 2 (Different Workload)

4.2.1 Results
· The change in motion-to-photon latency was measured according to the change in the image rendering workload. Generally, the HMD system requires a high-performance GPU because it needs to generate 3D-rendered contents with high resolution and a variety of visual effects. However, the rendering process generates a latency, and this latency is changeable according to the workload for rendering an output image. For example, if an output image is complex in the same hardware resource, the latency would increase. Therefore, in the following experiments, the change in latency was measured when varying the rendering workload in the HMD. 
· The measurement system used a model with a high number of polygons as a basic unit in the Unity game engine to set the rendering workload, as shown in Figure 5a. This model is composed of many textures, as shown in Figure 5b. Generally, the specific indicator that can predict the workload is a vertex. A vertex in computer graphics is a data structure that describes certain attributes such as the position of a point in 2D or 3D space, at multiple points on a surface. 
· Table 3 shows the number of vertices according to the rendering workload change. The rendering workload was gradually increased by increasing the number of vertices. In this experiment, the workload stage was largely divided into four steps. Load 0 was the normal state, with no additional model for the workload in the virtual space. Load 1 used 16 models that had 9.1 million vertices in the virtual space. Load 2 used 32 models that had 20.5 million vertices. Load 3 used 48 models that had 34.2 million vertices. 
· Figure 6 shows the latencies for the different workloads from load 0 to load 3, and the motion-to-photon latency increased up to 381.17 ms when increasing the rendering workload. This means that the proposed device can accurately measure latency changes due to workload changes.
Table 3. The number of vertices for workload change.

	
	Workload

	
	0
	1
	2
	3

	# of models
	0
	16
	32
	48

	Vertices
	148
	9.1M
	20.5M
	34.2M
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Figure 5. (a) A model with a high number of polygons used in the experiment and (b) textures of the model.
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Figure 6. Change in the motion-to-photon latency according to the change in the graphics rendering load.


300
Copyright © 2009 IEEE. All rights reserved.

8

