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[bookmark: _Toc314836840][bookmark: _Toc396749644]Scope
This standard defines a vendor-independent generalized method for modeling spectrum consumption of any type of use of RF spectrum and the attendant computations for arbitrating the compatibility among models. The methods of modeling are chosen to support the development of tractable algorithms for determining the compatibility between models and for performing various spectrum management tasks that operate on a plurality of models. The modeling methods are exclusively focused on capturing spectrum use but are defined in a schema that can be joined with other schemata related to spectrum management.
This standard defines the data structures of models in an eXtensible Markup Language (XML) schema called Spectrum Consumption Modeling Markup Language (SCMML).  The data elements and their meaning are the critical parts of the modeling and may be converted into other data schema if content and context is preserved.  
[bookmark: _Toc314836841][bookmark: _Toc396749645]Purpose
This standard defines an analytical framework of necessary modeling constructs which can be used to express the boundaries of spectrum consumption by any transmitting or receiving device. The standard documents a machine readable data exchange schema for the purpose of transferring these spectrum consumption models (SCM) between automated systems. This standard serves as a loose coupler for the spectrum management enterprise by providing all spectrum communities of interest a common way to express spectrum consumption. Further, the standard enables the creation of algorithms that can rapidly evaluate compatibility among SCMs and quickly perform spectrum management tasks such as finding reuse opportunities or optimizing spectrum assignments to maximize spectrum utilization. To achieve this goal, the SCMs must be sufficient in that the algorithms can perform these functions using the models alone without dependence on external databases of system or environmental characteristics.
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The following referenced documents are indispensable for the application of this document (i.e., they must be understood and used, so each referenced document is cited in text and its relationship to this document is explained). For dated references, only the edition cited applies. For undated references, the latest edition of the referenced document (including any amendments or corrigenda) applies.
IEEE Std 1900.1TM, IEEE Standard Definitions and Concepts for Dynamic Spectrum Access Terminology
Relating to Emerging Wireless Networks, System Functionality, and Spectrum Management.[footnoteRef:3][footnoteRef:4] [3: The IEEE standards or products referred to in this clause are trademarks of the Institute of Electrical and Electronics Engineers, Inc.]  [4: IEEE publications are available from the Institute of Electrical and Electronics Engineers, Inc., 445 Hoes Lane, Piscataway, NJ
08854, USA (http://standards.ieee.org/)] 
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The data model supports interchangeable encoding with Extensible Markup Language (XML) and JavaScript Object Notation (JSON). This specification is distributed as an XML schema file, which may be compiled into a complete computer software library.
XML Schema files (.xsd) are regular text files which can be viewed using any text editor, a web browser, or dedicated XML tools. 
The XML schema includes descriptions of objects, compound objects, object parameters and properties. XML refers to these various components with its own syntax of simple types, complex types, attributes and elements. The corresponding software and XML labels are listed below.
	Software Label
	Description
	XML Label

	Object
	A simple object
	Simple Type

	Compound Object
	An object that contains other objects
	Complex Type

	Parameter
	An object parameter
	Attribute

	Property
	An object property
	Element


Complex elements representing software objects are described using graphical illustrations of the XML Schema. Briefly, diagrams are created according to the following convention:
· Attributes of the current Type are grouped inside a box titled “attributes”
· Optional element or attribute are drawn using a dashed line 
· Required elements and attributes are drawn in a solid box
· Element lists and repeatable attributes are shown in shadowed boxes with their permitted numbers of occurrence indicated underneath
Optional vs. Required
Software data object (also complex type) illustrations in this document are presented for illustrative purposes only. The XML definitions is authoritative. Each data object is also presented with an enumerated list of its elements and attributes with their type and documentation describing their content and function. Object values (XSD attributes and elements) may be declared optional or required. Optional values may be either declared null or omitted from the exchanged XML.
Within each element and attribute table, the respective element or attribute name is formatted to indicate its required status: labels with bold text are required (mandatory), while normal text labels are optional.
[bookmark: _Toc360046134][bookmark: _Toc360047191]Validity
Data elements that contain a dataset identifier (e.g. a date, an integer or a decimal number) must be properly formatted according to W3C standard XML data types. When exchanged in an XML message, the messages must also be well formed (e.g. compliant with applicable XML standards) and valid (e.g. compliant with the this standard schema definition and any referenced external XML schema file or files).
[bookmark: _Toc360046135][bookmark: _Toc360047192]Reading the Diagrams
Some diagrams that appear in this specification are presented using the Unified Modeling Language (UML) static structure diagram.
Most diagrams that appear in this document are presented using an XML schema notation created by the XMLSpy commercial software product. The provided XML schema diagrams are for illustrative purpose only although every attempt has been made to ensure the diagrams accurately reflect the accompanied schema definitions.
An XMLSpy diagram graphically represents the contents of XML files and XSD schemas. In the context of this document the XSD text shall serve to authoritatively describe the XML representation of all software objects. 
Software objects are referred to as elements in XML and may contain other simple (e.g. String, Double, Float, Boolean) and or complex (e.g. List, Map, Object) parameters. Elements (i.e. objects) are shown graphically via a content model image which represents the structure and contents of an XML element (or when un-marshaled, as a software object), and is rendered in XMLSpy as a horizontal tree, as shown in Figure 1

[bookmark: _Ref393313865]Figure 1: A typical XML rendering.
Within a composite content model a compositor defines the order in which child elements occur. There are three compositors available: sequence, choice, and all. These are illustrated in Figure 2.
	Sequence
	Choice
	All

	
	
	

	[bookmark: _Ref393313884]Figure 2: Rendering strategies for available XML compositors


Diagram Components
The graphical representation of a data model’s components provides detailed information about the component's type and properties. Components employed in this document include the following types:
	Component
	Graphic
	Description

	Mandatory single element
	
	A solid-border rectangle indicates an element is required. No number range indicates a single element (i.e. minOcc=1 and maxOcc=1). 
The name of the element shown is Country.

	Optional single element
	
	The dashed-border rectangle indicates an optional element. The absence of a number range indicates a single element (i.e. minOcc=0 and maxOcc=1). 
The name of the element shown is Location.

	Mandatory multiple element
	
	The solid-border rectangle indicates the element is required, and the number range 1..5  signifies that minOcc=1 and maxOcc=5. 
This element name is Alias.

	Mandatory multiple element containing child elements
	
	The solid-border rectangle indicates the element is required, while the number range 1..infinity means that minOcc=1 and maxOcc=unbounded. The plus sign indicates this element is a complex type with embedded content (i.e. at least one element or attribute child). 
This element name is Division.

	Complex type
	
	The irregular hexagon with a plus sign indicates a global complex type. Within the context of this document, global complex types are always employed as the data type of an element. 

	Attributes
	
	Complex type objects may include attributes, which are indicated with the word 'attributes' shown italics and enclosed within a solid rectangle. Each attribute is shown in its own rectangle which may have a dashed border if the attribute is optional or a solid border if the attribute is required.


[bookmark: _Toc360046136][bookmark: _Toc360047193]Naming Strategy is Lower Camel Case
The lower camel case, convention, where compound words have one or more internal uppercase letter, is used for all object and entity names. Mixed upper- and lower-case are permitted in any data entry and should be consistently maintained throughout any implementations, except for any pre-defined enumerated codes, which must be exchanged exactly as represented.
[bookmark: _Toc360046137][bookmark: _Toc360047194][bookmark: _Toc396749648]Units of Measure
The formats and units in the data model definitions are the units of exchanged data. With regard to definitions and structure this specification requires the following fundamental unit of measure. 
All numbers are recorded in decimal form: scientific notation is not supported. For example, 6720000000 is valid whereas 6.72×109 or 6.72E9 is not valid.
	Type
	Unit
	Description

	Power
	dBW
	Decibel WATT. All power fields are recorded in units of dBW in accordance with ITU treaty procedures, with power in dBW calculated as:

where
 = Power in dBW
 = Power in Watt

	Relative Power
	dB
	Decibel. Relative power levels are always recoded in dB.

	Power Spectral Flux Density
	dBW/MHz/m^2
	Power spectral flux density is always recorded as a decimal number with units of decibel Watt per MHz per square meter (dBW/MHz/m^2).

	Frequency
	MHz
	Frequency is always noted in MHz. 
This specification follows common practice and ITU convention in which a frequency value is normally formatted with between zero to five decimal places. However fractional Hz values are permitted and a model may employ however many significant digits are required. 

	Geodetic Datum
	N/A
	All geo-location references are measured and communicated using the World Geodetic System of 1984 (WGS84) geodetic datum. [footnoteRef:5] [5:  See United States Department of Defense; DoD WGS-1984 – Its Definition and Relationships with Local Geodetic Systems; Washington, D.C.; 1985; Report AD-A188 815 DMA; 6127; 7-R-138-R; CV, KV;] 


	Time
	Second
	All time values are recorded in Seconds. Fractional seconds are permitted and a model may employ however many significant digits are required. For example, one microsecond is noted as 0.000001 or 0.0000010 second.

	Distance
	Meter
	All distance values are recorded in Meters unless otherwise explicitly declared. Fractional meters are permitted and a model may employ however many significant digits are required.

	Time Zone
	N/A
	All date and time values are recorded in Coordinated Universal Time (the UTC timezone). The UTC time zone does not change with the change of seasons and does not observe saylight saving time.


[bookmark: _Toc314836843][bookmark: _Toc396749649]Definitions, acronyms and abbreviations
For the purposes of this document, the following terms and definitions apply. The IEEE Standards Dictionary: Glossary of Terms & Definitions[footnoteRef:6]should be referenced for terms not defined in this clause. [6: IEEE Standards Dictionary: Glossary of Terms and Definitions is available at http://shop.ieee.org.] 

[bookmark: _Toc396749650]Definitions
bandwidth-time product: The product of the bandwidth of a signal and the average time the signal is transmitted per second.
canonical transmitter model: A spectrum consumption model of a transmitter with all constructs needed to specify spectrum consumption of the transmitter located in the transmitter definition, i.e. the model does not reference constructs from a system or collection header in order to be complete.
canonical receiver model: A spectrum consumption model of a receiver with all constructs needed to specify spectrum consumption of the receiver located in the receiver definition, i.e. the model does not reference constructs from a system or collection header in order to be complete.
incompatible interference:  Interference that exceeds the threshold interference boundary defined by a receiver model.
link budget scaled mask:  A spectrum mask that has been scaled to account for all sources of attenuation up to the input to a receiver antenna.
model-based spectrum management:  Spectrum management based on the creation and exchange of spectrum consumption models.  Incumbent and proposed spectrum uses are captured in spectrum consumption models.  The efficacy of proposed uses is arbitrated based on the compatibility of these models with the models of incumbent uses.
receiver model: A part of a spectrum consumption model that define the threshold boundaries for incompatible interference.
spectrum consumption list:  A list or spectrum consumption models of all spectrum uses within the boundaries specified in the header off the list.
spectrum authorization list:  A list of spectrum consumption models that define the boundaries of spectrum that is available for a system to use.  An allowed new use of spectrum is one that falls within the boundaries of one or more of the spectrum consumption models in this list.
spectrum constraint list: A list of spectrum consumption models that define uses of spectrum that a new use may not interfere as predicted by the model of the new use with any of the models in the constraint list.  Spectrum constraint lists are given together with spectrum authorization list to define spectrum availability.
spectrum consumption model: A model of spectrum use using a set constructs that capture the key phenomenology and operational use that determine the extent of RF spectrum effects.  To identify the extent of effects, the methods of spectrum consumption modeling are complemented with well-defined methods for arbitrating compatibility among models.
spectrum management enterprise:An organization that needs to arbitrate the use of spectrum by its own RF systems so warrants its own spectrum management activity.
spectrum manager:  An organization, person, or automated process that arbitrates the access to spectrum.
system model:  A spectrum consumption model with a set of transmitter and receiver models that collectively capture the spectrum use of an RF system.
transmitter model:A part of a spectrum consumption model that captures the RF emmissions of a radio. 
local regulating administration:  The administration with legal authority to establish policy for the use of spectrum withn the local geographic region.
system manager: A person or automated process that manages the collective set of devices of a system and their use of resources to include the RF spectrum that they use, e.g. a wireless network manager.
compatible spectrum consumption models:  Two or more spectrum consumption models are compatible with each other if the collective set of transmitter models do not violate the boundaries of any of the receiver models.
[bookmark: _Toc396749651]Acronyms and abbreviations
	A2P 
	Antenna to Platform Direction

	ACK
	Acknowledgement

	BAEPSD
	Bandwidth Adjusted Effective Power Spectral Density

	BTP
	Bandwidth Time Product

	BW
	Bandwidth

	CDMA2000
	Code Division Multiple Access 2000

	CR
	Collision Resolution

	CTS
	Clear to Send

	dB
	Decibel

	dBm
	Decibels relative to 1 milliwatt

	dBW
	Decibels relative to 1 watt

	DC
	Duty Cycle

	DSA
	Dynamic Spectrum Access

	DTED
	Digital Terrain Elevation Data

	DySPAN
	Dynamic Spectrum Access Networks

	E2S
	Earth to Surface Coordinates

	EIRP
	Equivalent Isotropically Radiated Power

	EPSD
	Effective maximum Power Spectral Density

	EW
	Electronic Warfare

	FCC
	Federal Communications Commission

	FH
	Frequency Hop

	GCS
	Ground Control Station

	GHz
	Gigahertz

	GSM
	Global System for Mobile Communications

	Hz
	Hertz

	IEEE
	International Electrical and Electronics Engineers

	IETF
	Internet Engineering Task Force

	IM
	Intermodulation

	IMA
	Intermodulation Amplification

	IMC
	Intermodulation Combining

	ITU-R
	International Telecommunications Union – Radiocommunications Sector

	kHz
	Kilohertz

	LOS
	Line of Sight

	LTE
	Long Term Evolution

	MAC
	Medium Access Control

	MANET
	Mobile Ad Hoc Network

	MBSM
	Model-Based Spectrum Management

	MHz
	Megahertz

	NM
	Network Manager

	NTIA
	National Telecommunications and Information Agency

	P2A
	Platform to Antenna Direction

	P2T
	Platform to Travel Direction Directions

	PAWS
	Protocol for Access to White Space

	PBSM
	Policy-Based Spectrum Management

	PDS
	Power Density Spectrum

	PSD
	Power Spectrum Density

	RBW
	Resolution Bandwidth

	RF
	Radio Frequency

	RTS
	Request to Send

	S2E
	Surface to Earth Coordinates

	S2T
	Surface to Travel Directions Coordinates

	SCM
	Spectrum Consumption Model

	SINR
	Signal to Interference and Noise Ratio

	SLA
	Service Level Agreement

	SM
	Spectrum Management

	SMADEF
	Spectrum Management Allied Data Exchange Format

	SSRF
	Standard Spectrum Resource Formant

	T2P
	Travel Direction to Platform Direction

	T2S
	Travel Direction to Surface Coordinates

	TDL
	Tactical Data Link

	TDMA
	Time Division Multiple Access

	TIREM
	Terrain Integrated Rough Earth Model

	TV
	Television

	TVBD
	Television Band Device

	TVWS
	Television White Space

	UAS
	Unmanned Autonomous System

	UAV
	Unmanned Autonomous Vehicle

	UTC
	Coordinated Universal Time

	WGS 84
	World Geodetic System – 1984

	WiMAX
	Wireless Interoperability for Microwave Access

	WRC
	World Radiocommunication Conference 

	XML
	eXtensible Markup Language


[bookmark: _Toc396749652]Purpose and use
The purpose of a spectrum consumption model (SCM) is to convey the extent of the use of spectrum in time, frequency and space, and to reveal what constitutes acceptable reuse.  SCMs provide an unambiguous definition of the extent to which a system will emit radiation and what would constitute harmful interference to that system's operation.  These models capture specific uses of spectrum as opposed to being general characteristics of systems as is the case with system data.  They provide a means to capture and use the judgment of mission planners, RF system users, and spectrum managers.
SCMs provide a means to capture the spectrum consumption by RF devices and RF systems and to arbitrate the compatibility among RF devices and RF systems.  This basic functionality enables distributed and dynamic spectrum management that promises more reuse of spectrum.  Further, the models can serve as a means to specify in a machine readable format the availability of spectrum for cognitive systems to self-select the RF spectrum they use.
[bookmark: _Toc396749653]Capturing spectrum use of RF devices
Both transmitters and receivers consume spectrum.  Spectrum is consumed by an RF device to the extent that its transmitter precludes the receivers of another RF device from operating and to the extent that its receiver’s protection requirements precludes the transmitters of other RF devices from operating. The spatial extent of consumption is determined by identifying the boundary of compatibility beyond which the secondary must operate.  SCMs support the definition of these boundaries.  Transmitter models within an SCM define the extent of RF emissions.  Receiver models with an SCM define what constitutes interference.  The computational methods for arbitrating compatibility between transmitters and receivers of different RF devices enable the determination of the separation boundary between those RF devices.
RF systems generally consist of multiple RF devices that work collaborative to perform a function.  That function is dependent on all devices receiving some level of protection from interfering radiation from external RF devices and systems.  SCM can model the collective use of spectrum by multiple RF devices.  These models consist of multiple transmitter and receiver models and/or of transmitter and receiver models that apply to spaces.  A system is compatible with an external RF device or RF system if all models across all spaces they apply are compatible.  The same methods used for arbitrating compatibility among devices are used for arbitrating compatibility with systems.  The lone difference is that multiple transmitter and receiver model pairs may need to be evaluated for that determination.
[bookmark: _Toc396749654]Model-based spectrum management
Model-based spectrum management (MBSM) is spectrum management based on the creation and exchange of spectrum consumption models.  These SCMs can be used by all types of spectrum management activities.  
In regulation, SCMs can be used to define a user’s spectrum usage rights.
In operations, SCMs can enable very dynamic and flexible management thus increasing spectrum reuse.  Peer managers can collaborate in spectrum management by sharing the models of their spectrum use.
In technology, SCMs can be used to convey spectrum assignments and spectrum policy to RF systems.
In commerce, SCMs are a means to capture the quanta of spectrum that are traded.
SCMs serve as a loose coupler for spectrum management.  They allow the spectrum management problem to be distributed where users of spectrum can model their own use and then have their models used across the spectrum management enterprise to affect where and when new uses of the same spectrum may occur.  Models support this determination because they stand alone from any database of environmental or system data and have a well-defined attendant methods for arbitrating pairwise compatibility.  These methods use the information in the models only. 
[bookmark: _Toc396749655]Loose coupling spectrum management
Loose coupling refers to a definition of common data or operating conditions that exists at the intersection of a large set of systems that allow them to interoperate and to be integrated. When identified and placed between the layers of complex systems not only does it engender interoperability it enables the larger system to be boundless in its ability to support innovation. To be effective, the loose coupler must be well-defined and broadly adopted.  A couple of well-known systems serve as examples.  The first is the electrical power system.  The loose coupler is the specification for power distribution at the user end, frequency, voltage, and interface definition.  This standardized coupler then allows innovation at two ends, power generation and electrical appliances and devices.  There is no constraint to development of means of generating power so long as it can be converted into the frequency and voltage necessary at the end of the distribution.  There is no constraint to the development of appliances and devices so long as they can accept power at the specified voltage and frequency.  The second example is the Internet.  The Internet Protocol (IP) serves as a loose coupler with the two layers being the means of transport and the services of the internet.  There can be innovation in the means to enable transport so long as the systems can accept and route IP packets and there can be innovation in the services and applications that ride the network and use the transport so long as they conform their communications to the standards of IP.  The loose coupler in these systems is standardized.
Figure 3 illustrates the layering of the anticipated spectrum management system that uses SCMs as its loose coupler.  The methods of modeling defined in this standard describe how to specify the boundaries of spectrum use and given a pair of SCMs, how to determine if one is compatible with the other.  The SCMs are the loose coupler and are placed at the center of what is referred to as a bowtie diagram.  The SCM definition allows disparate spectrum management systems and RF devices to interoperate and to collaborate in the activities of spectrum management.  Figure 3 illustrates the anticipated interactions.  At the top layer it provides a means for systems that collectively perform spectrum management to convey[footnoteRef:7] to each other their vision of spectrum consumption.  Thus a diversity of spectrum management systems can interoperate so long as they can articulate spectral quanta in SCM.  Organizations with spectrum management processes that are unique to themselves can create their own tools for management and then convey to peer managers of other organizations their spectrum use and their spectrum requirements using SCMs.  At the bottom layer it allows RF systems that use the spectrum to coexist.  RF devices adapt their use of spectrum to fit within the boundaries of a model or to avoid violating the boundaries of other users whose models they are given.  In the long term, multiple RF systems could autonomously collaborate to share spectrum and use SCMS to arbitrate and manage their spectrum sharing.Moving from layer to layer, SCMs provide a means for spectrum management systems to convey to RF systems what spectrum they can use.  This includes means to convey machine readable protocols and policies to DSA systems.  Finally, SCM are a means for RF systems to convey the actual spectrum they are using to spectrum management systems. [7:  The word "convey" refers to the collection of data in a model to indicate a policy for using spectrum or a definition of a use of spectrum as opposed to the means to transmit such guidance or information. ] 


[bookmark: _Ref364876620]Figure 3 – SCM as a loose coupler in spectrum management
[bookmark: _Toc396749656]Independent modeling of RF systems
Modeling does not require knowledge of peer systems.  Users of systems can model their use of spectrum independently and then provide their models to the spectrum management enterprise so their use of spectrum as conveyed in their model is considered in the assignment of spectrum to devices and systems.  Knowledge of peer systems, however, is useful.  Frequently, knowledge of peer systems allow modelers to call out particular modes of compatibility that are possible with particular peer systems.  For example, wideband networking systems may be compatible with low duty cycle signals that are typical of radars.  In this case, the modeler of the wideband networking system may want to specifically call out in their model the robustness of their system to this type of interference if they know the incumbent system is a radar.
[bookmark: _Toc396749657]Common methods for arbitrating compatibility of models
Spectrum consumption modeling is complemented with attendant methods of determining compatibility between models.  These methods allow any two complete models to be assessed for their compatibility without dependence on any data other than that contained in their models.  These computations will have the same results anywhere in the spectrum management system.  Thus, in modeling, the modeler has a clear understanding of the interpretation of what is included in the model.
[bookmark: _Toc396749658]Radio spectrum use policy
Spectrum use policies typically have two parts, a permissive part identifying what the DSA system may do and a restrictive part that constrains what the DSA system may do.  In the case of using SCM models for DSA policy, the models of incumbent users would be the restrictive part.  Additional models can be used to convey the permissive part.  Policies written using SCMs have the advantage that their compatibility with existing spectrum users can be verified using the algorithms of MBSM.
Spectrum use policy can be conveyed to DSA systems in two ways, either as a direct or a dynamic authorization.  They differ in the computations expected at the DSA system.  
Direct Authorization: The spectrum manager determines the requirements for compatible reuse and creates a set of permissive models of that compatible reuse.  These models are given as policy to the DSA systems.  Components of the DSA system would simply determine where they are and the current time and lookup which models apply and so which channels can be used.  If there are choices, they can use other criteria of their own to select which of the choices to use.
Dynamic Authorization:  Policy is conveyed using two types of models, permissive models which are broad in scope that describe the spectrum that might be considered and then restrictive models which are the spectrum consumption models of spectrum use of other incumbent systems that have precedence in spectrum use.  The expectation is that the DSA system would make the computations that ensure that a use within the broader permissive model also respects the restrictions of the restrictive models.  This approach can provide many more opportunities for reuse.  From the spectrum manager's view, creating the models of the incumbent use is equivalent to writing restrictive policies for DSA use.  A long term permissive model can be augmented over time with short term restrictive models as they are created for new uses.
Generally, SCMs enable location based reuse.  The Policy and Protocol construct of spectrum consumption models may be used to identify well know behaviors and their operational parameters when a particular policy or protocol is known to be compatible with incumbent use.  Modeling does not support the creation of policies or protocols ad hoc.
[bookmark: _Toc396749659]Modeling Spectrum Consumption
This document describes a computer-based spectrum model that describes in abstract terms an existing system’s spectrum consumption, another system’s spectrum requirements, and a corresponding spectrum use authorization. 
Each of these capabilities (authorization, constraint, consumption) is modelled with a collection of complex date model types described in this section. 
A Spectrum Consumption Model Compatibility Set (ScmCompatibilitySet) is the single point of entry to access all aspects of a spectrum consumption model configuration. The ScmCompatibilitySet data type is a flexible and highly configurable container that allows variable configuration to reflect the spectrum modeler’s desired purpose. The ScmCompatibilitySet is the XML ROOT for this logical data model and is the only data model type that may be exchanged between users or exported from a spectrum access system. A high-level diagram of the ScmCompatibilitySet is shown in Figure 4.

[bookmark: _Ref393643205]Figure 4: An expanded overview of a ScmCompatibilitySet showing the attributes plus System, Device and Model components
[bookmark: _Toc396749660]ScmCompatibilitySet

	Field
	Type / UoM
	Description

	purpose
	Epurpose
	The enumerated purpose of this ScmCompatibilitySet. Allowed values are AUTHORIZATION, CONSTRAINT or CONSUMPTION.

	name
	String
	A user-provided name for this modeled type.

	Id
	String
	A system-generated universally unique identifier assigned to this ScmCompatibilitySet. The ID is used to identify, differentiate and reference sets as they are exchanged between model producers and consumers.

	jurisdiction
	String / 2-Characters
	The legal jurisdiction where the spectrum authorization, constraint or consumption is effective. Jurisdictions are identifies as a comma delimited list containing one or more ISO 3166-1 alpha-2 two-letter country codes.

	registrar
	String
	The model originator and responsible party.


Spectrum is consumed both by transmitting and by receiving:  Transmitters emit radiation and may cause harmful interference to other transmitters or receivers.  Receivers do not emit radiation but can suffer interference from a secondary transmitter (i.e. one that is not the desired signal source) and so must be protected.  A spectrum consumption model must therefore model both the transmitters and receivers operating within a complex radio frequency environment. 
A ScmCompatibilitySet is composed of a hierarchical set of abstract component elements (e.g. transmitter, receiver and transceiver), which themselves may be organized or grouped for convenience into one or more abstract system models. Each component in the hierarchy (set, system, device) provides an increasing level of detail and specificity to the ScmCompatibilitySet’s spectrum consumption, requirement or authorization. This concept is illustrated in Figure 5.
	Comment by Jesse Caulfield: Replace and update to reflect new component names.
[bookmark: _Ref365870041]Figure 5 – The heirarchical relationship between devices, systems and a compatibility set.
A ScmCompatibilitySet consists of a small collection of mandatory attributes, a general SpectrumConsumptionModel, a list of ScmSystems and a list of AScmDevice configurations.
A ScmCompatibilitySet may be used to define a number of different spectrum compatibility scenarios, including:
the spectrum consumption of an individual system, 
the spectrum consumption of one or a collection of systems, 
the permitted use of spectrum by a system, or 
the constraints on spectrum used by a prospective, inquiring system or systems.  
A ScmCompatibilitySet is designated to have one of three purposes: spectrum authorization, constraint or consumption:
· AUTHORIZATION: Describes spectrum belonging to one party that another (inquiring) system is authorized to use, subject to the limitations of the compatibility set.
· CONSTRAINT: Describes currently occupied or allocated spectrum that must be protected by all other (inquiring) systems.
· CONSUMPTION: Describes currently occupied spectrum that may interfere with an inquiring system.
The selected purpose attribute imposes certain validation rules on the ScmCompatibililitySet configuration and its constituent elements, which are detailed later in this document.
[bookmark: _Ref365891295][bookmark: _Ref365891293][bookmark: _Toc396749661]Spectrum Authorization
A Spectrum Authorization model conveys which spectrum a system may use. For example, authorization may be used to provide a permissive policy from a Spectrum Access System (SAS) to an inquiring dynamic spectrum access (DSA) radio. Continuing the example, an authorizing ScmCompatibilitySet may be sent to a DSA radio with the expectation that the DSA radio will dynamically choose channels within the constraints of the compatibility model.
The convention for communicating a spectrum authorization is to declare a general Spectrum Consumption Model at the ScmCompatibilitySet level, then to apply increasing levels of detail and specificity, as the spectrum owner requires, to further tune and narrow the spectrum availability by geographic location, frequency range, and time. Limits specified at higher level have precedence and are not extended or negated by more permissive subordinate components.
A ScmCompatibilitySet transmission authorization will include one or more transmitter elements, which will each include a location to specify the geographic position, region, track or volume where the prospective transmitters may operate. The transmitter element will also include a spectrum mask, power level and directional power gain determine the maximum allowed power spectral flux density of the transmission. A schedule establishes the temporal period of authorization and a policy specifies behaviors necessary for using the spectrum. 
A ScmCompatibilitySet receiver authorization will include one or more receiver elements to define the limits to protection that a prospective receiver may expect. 
[bookmark: _Ref365891297][bookmark: _Toc396749662]Spectrum Constraint
A ScmCompatibilitySet constraint conveys incumbent spectrum rights that may limit the use of spectrum in an authorization. Constraint messages are restrictive and are typically associated with, and may be combined within, a spectrum authorization. 
A constraining model includes spectrum masks, locations, and schedules which together describe a comprehensive set of spectrum use constraints. As with authorizations, limits specified at higher level have precedence and are not extended or negated by more permissive subordinate components.
A ScmCompatibilitySet transmitter model describes how other users may consume spectrum and serves as a constraint to the extent those other users would cause interference to the inquiring party within that same spectrum. 
A ScmCompatibilitySet receiver describes what type of transmission a new, prospective spectrum user would cause harmful interference to an incumbent or existing system.
[bookmark: _Toc396749663]Spectrum Consumption
Components of ScmCompatibilitySet configured to represent spectrum consumption must include spectrum masks, locations and schedules. The spectrum mask element in the heading of a spectrum consumption model will be just two points specifying the start and end of the band of spectrum that the collection applies.  If there are multiple disjoint bands being specified by the collection then it should use multiple spectrum masks of this type.
[bookmark: _Toc396749664]ScmSystem 

	Field
	Type / UoM
	Description

	purpose
	Epurpose
	The enumerated purpose of this ScmSystem. Allowed values are AUTHORIZATION, CONSTRAINT or CONSUMPTION.

	name
	String
	A user-provided name for this modeled type.

	id
	String
	A system-generated universally unique identifier assigned to this ScmCompatibilitySet. The ID is used to identify, differentiate and reference sets as they are exchanged between model producers and consumers.

	deviceList
	List<AScmDeviceType>
	A list of modeled devices. Each device model will have its own SpectrumConsumptionModel providing more specific details and narrowing the System-wide model.

	model
	SpectrumConsumptionModel
	A broad and general spectrum consumption model configuration that applies to all child elements of this system where those elements are not othersise more specifically configured.


A ScmSystem contains a single SpectrumConsumptionModel instance that is further detailed by a collection of radio device elements, each with their own SpectrumConsumptionModel instance and configuration.
Most radio frequency networks and systems consist of both transmitters and receivers and so the modeling of such systems will necessarily contain a collection of radio devices.  Other reasons for using multiple transmitter and receiver models in a system model include:
Attempts to capture different propagation behaviors associated with different spaces
Attempts to build complex spaces of operation that are not feasible with a single location primitive.
Attempts to distinguish between specific transmitters and receivers that have different component features, usually their antennas.
Although few, there are some examples where a single transmitter or receiver model is used in a system model. For example: surveillance systems, such as radio telescopes and signal intelligence devices, to name a few. Another example, a radio frequency jammer, would use only a single transmitter model. 
Most systems consist of both transmitters and receivers and so spectrum consumption modeling of systems will contain a collection of both of these types of models.  In addition to there being different types of devices, other reasons for using multiple transmitter and receiver models in a system model include:
Attempts to capture different propagation behaviors associated with different spaces
Attempts to build complex spaces of operation that are not feasible with a single location primitive.
Attempts to distinguish between specific transmitters and receivers that have different component features, usually their antennas.
Although few, there are some examples where a single transmitter or receive model is used in a system model.  Surveillance systems, such as radio telescopes and signal intelligence devices, are examples of systems that would just use a receiver model.  Jammers are examples of systems that just use a transmitter model.  
[bookmark: _Toc396749665]Model Hierarchy
A ScmSystem SpectrumConsumptionModel applied to the system and all of its components, unless a component SCM is more specifically configured. For example, each transmitter and receiver SCM element may have its own location configuration describing that devices operating area within the general, system wide, area of applicability. 
When device SCM element is not configured then the system-wide SCM configuration must be used by that device. For example, if a location is provided for a system but not by one of its transmitters then the location of the system is considered the location of the transmitter.Furthermore, the ScmSystem configuration has precedence. For example, if a transmitter has a larger location configuration the system location must be used for compatibility computations.  	Comment by Matthew: Should this be one paragraph?
Where the configurations do not conflict the subordinate configuration must be used. For example: where a transmitter location is more specific and is within the system location the transmitter configuration must be used. In most cases the intersection of the sytem and device configuration can be used. 
The ScmSystem includes a unique ID to identify the system record, an optional descriptive name, a purpose declaration, a required system-wide SpectrumConsumptionModel, and a collection of zero or more device implementation. System configurations without associated devices typically describe an abstract spectrum consumption unless the ScmCompatibilitySet designates another purpose.
[bookmark: _Toc396749666]AScmRadioDeviceType

	Field
	Type / UoM
	Description

	purpose
	Epurpose
	The enumerated purpose of this modeled radio device. Allowed values are AUTHORIZATION, CONSTRAINT or CONSUMPTION.

	name
	String
	A user-provided name for this modeled type.

	id
	String
	A system-generated universally unique identifier assigned to this ScmCompatibilitySet. The ID is used to identify, differentiate and reference sets as they are exchanged between model producers and consumers.

	platform
	ScmPlatform
	A name of this modeled device installation. The device can be installed within a facility, on a vehicle, etc. The modeled, abstract installation is called a “platform”.

	model
	SpectrumConsumptionModel
	A spectrum consumption model configuration that applies to this device implementation. The model should be more specific than the ScmSystem or ScmCompatibilitySet to which this device is associated.


The AScmRadioDeviceType data element is an abstract data element describing a generic radio device. Abstract data elements are not implemented directly, but rather define a minimum contract that any real-world implementation must meet. In this instance, the AScmRadioDeviceType is extended by three radio device type implementations: ScmTransmitter, ScmReceiver and ScmTransceiver. Each implemented type may be used wherever an AScmRadioDeviceType is required, according to the modeler requirements.
[bookmark: _Toc396749667]ScmTransmitter

A ScmTransmitter type extends the AScmRadioDevice type but does not modify the generic definition. When a transmitter is part of a ScmSystem the transmitter’s spectrum consumption model must reference the system configuration wherever the transmitter’s model is not configured.
A ScmTransmitter conveys the extent and strength of an RF emission. The essential elements of a transmitter are total power, a spectrum mask, a directional power description, a propagation map, a location, and schedule. Transmitter emissions can come from anywhere in the space identified by its location during the time specified.  From those locations the total power, spectrum mask, and directional power define the strength of the emission at the source.  The propagation map defines the rate of attenuation of those signals as they propagate away from the transmitter. This concept is illustrated in Figure 6.  

[bookmark: _Ref365866573]Figure 6 – A transmitter model defines the emitted signal at the transmitter, the location of the transmitter, and the rate the signal attenuates as it propagates
[bookmark: _Toc396749668]ScmReceiver

A ScmReceiver type extends the AScmRadioDevice type but does not modify the generic definition. A ScmReceiver model never includes a ScmSpectrumMask element. Instead, it contains a ScmUnderlayMask element. If present, a ScmSpectrumMask must be ignored in a ScmReceiver model.
A ScmReceiver conveys what is harmful interference. The essential elements of a receiver model are total power, an underlay mask, a directional power description, a propagation map, a location, and schedule.  A receiver may be anywhere in the space defined by its model’s location.
There are three important distinctions between a ScmReceiver and ScmTransmitter model: 
1. Receivers require an underlay mask rather than a spectrum mask,
2. Receiver models define the allowed strength of an interfering signal at the receiver rather than the strength of transmission, and 
3. Receiver path loss is used to computing the attenuation of a potentially interfering signal.
Figure 7 illustrates the attenuation of a receiver model and clearly shows it is the opposite of a transmitter model as was illustrated in Figure 6.

[bookmark: _Ref365866698]Figure 7 – A receiver model defines the maximum allowed interference at a receiving antenna and the rate of attenuation to be used in determining interference by distant transmitters
[bookmark: _Toc396749669]ScmTransceiver 	Comment by Matthew: There isn’t a consistent spelling for transceiver (autocorrected to ei not ie). 

A ScmTransciever type extends the AScmRadioDevice type but does not modify the generic definition. A ScmTransciever is a combined ScmTransmitter and ScmReceiver radio device. The transceiver configuration requires all components from both the ScmTransmitter and ScmReceiver definitions.
[bookmark: _Toc396749670]SpectrumConsumptionModel

	Field
	Type / UoM
	Description

	minimumPower	Comment by Matthew: What is this type/UOM? I didn’t see it in the mini-section below, either.
	Double / dbW
	A minimum signal power level, below which this model is not valid.

	maximumDistance
	Double / Meter
	A maximum distance value, beyond which this model is not valid.


The SpectrumConsumptionModel (SCM) data type is a flexible container designed to efficiently communicate a spectrum occupancy, authorization or use request. Depending upon the modeller’s requirements, a SpectrumConsumptionModel can provide variable amounts of detail or abstraction from actual operating parameters.
Establishing whether two systems that use common spectrum at the same time are compatible relies on objective computations using the SCM of the two models. Such computations seek to determine whether the model of one abstract system (a ScmCompatibilitySet) is compatible with the model of the other. For example, given the specific locations for a transmitter and a receiver the computation may be considered equivalent to a link budget analysis, where the interaction of a ScmTransmitter ScmSpectrumMask and a ScmReceiver ScmUnderlayMask configuration provides a power margin that indicates the propensity of the two systems to interfere with each other. The power level, power gain, path loss and location may be used to evaluate the rest of the link budget. In the instant example, if the predicted power from a modelled transmitter is below the threshold established by the modelled receiver then that transmitter-receiver pair may be considered compatible. By similar strategy, ScmSystem models and ScmCompatibilitySets may be considered wholly or partially compatible based on the compatibility of their respective consituent models and configurations.
In example cases where a modelled systems is susceptible to intermodulation (IM) a compatibility assessments must also consider the IM effects of not just the two systems but of multiple systems.  The IM portion of a SCM supports evaluation of such interactions: IM models describe how a remote system may interact with a transmitting system to generate IM products that may interfere with another remote system or how multiple remote signals may generate new products that and interfere with a modelled receiver.
A spectrum consumption model captures the extent of spectrum use in a manner that allows arbitration of compatibility. Although the spectrum consumption of a system is a function of the location of the transmitters and the receivers that comprise the system, the boundaries of use are less easy to define. Consumption depends on the signal space, the transmission power, the antennas used, the attenuation that occurs in propagation, and the susceptibility of the modulation to interference. Most of these cannot be modeled exactly. Variations in location and antenna orientation, variation of propagation effects that result from changes in the environment, and the imperfections in RF devices make the consumption stochastic. Therefore, modeling consumption does not attempt to capture these effects precisely, but instead to create a bound on these effects – one that ultimately protects the uses that require protection.
Each element of a spectrum model may be combined and assembled as the user deems appropriate to best describe their spectrum consumption model.  Some element values, such as total power, may be found in all model implementations while others, such as the protocol or policy construct, may be used infrequently as the user may require.  Note that different instances of the same element may appear multiple times in the same model as a list.
The particular meaning of a given model element, how it is used to articulate an aspect of spectrum use, plus how it may interact with other elements to yield a comprehensive model of use, and finally how the collection of elements determines compatibility among other models is the very the core of spectrum consumption modeling.
[bookmark: _Toc396749671]The minimumPower attribute
The purpose of the minimum power spectral flux density is to allow a transmitter model such as would be used for a commercial radio or television station to also imply a receiver model.  Receivers are protected to the spatial extent that the transmission model predicts the signal will reach before attenuating beneath this threshold.  The minimum power spectral flux density is the allowed attenuation of the maximum power of the spectrum mask.
The minimum power spectral flux density attribute of a SpectrumConsumptionModel specifies the attenuation level where transmitted signals are no longer protected.  This value is added to a modeled transmitter, typically for broadcasting services where signal reception is based only on the range of the transmission. Such one-to-many broadcast models also incorporate an underlay mask.  By specifying the minimum received power spectral flux density and a global underlay mask a modeled broadcast transmitter can specify the protection of any receiver within a well-defined service area.
This is a single number indicating a minimum power spectral flux density.  
Usage and best practices
The minimum power spectral flux density attribute is used together with total power, a spectrum mask, a propagation map, and a power map of a transmitter as part of an alternative method to define the spatial volume or geographic extent of spectrum use.  The minimumPower attribute is associated with a broadcast right to define the space where a signal’s modeled receivers should receive protection from interference while making that protection contingent on the ability of the broadcaster to deliver a sufficiently strong signal.  
The broadcast service volume or surface is computed by identifying the range at which a signal attenuates to the minimum power spectral flux density using the transmission power specified by the total power, the spectrum mask, and the power map and then the attenuation specified by the propagation map.  This threshold applies to the maximum power of the transmitted signal.
[bookmark: _Toc396749672]AScmChannelType
The AScmChannelType is an abstract data element describing a generic band of spectrum. This abstract data type contains no attributes or elements and is not implemented directly but rather serves as a generic placeholder for real-world implementations. In this instance, the AScmChannelType is extended by three implementations describing a spectrum channel by center frequency, by start-stop frequency, and by center-frequency with a time-based duty cycle modifier.
AScmChannelType implementations only contain attributes; they do not contain other complex data elements.
AScmChanneltype frequency ranges are “less than or equal” inclusive. For example, a channel band ranging from 1.0 to 2.0 MHz has the frequency range (1.0 MHz ≤ frequency < 2.0 MHz). e.g. the range does not include the upper bound.
ScmChannelCenter

	Field
	Type / UoM
	Description

	frequencyCenter
	Double / MHz
	The channel center frequency.

	frequencyWidth
	Double / MHz
	The channel width.


A ScmChannelCenter type describes a spectrum band with a center frequency and channel width. 
ScmChannelBand

	Field
	Type / UoM
	Description

	frequencyStart
	Double / MHz
	The channel start frequency.

	frequencyEnd
	Double / MHz
	The channel end frequency.


A ScmChannelBand type describes a spectrum band be explicitly declaring the start and stop frequencies.
ScmChannelDutyCycle

	Field
	Type / UoM
	Description

	frequencyCenter
	Double / MHz
	The channel center frequency.

	frequencyWidth
	Double / MHz
	The channel width.

	durationDutyCycleON
	Duration
	The period when the channel is in use.

	durationDutyCycleOFF
	Duration
	The period when the channel is not in use.


A ScmChannelDutyCycle type describes a spectrum band with a center frequency and optional channel width with associated time-use attributes.
Each channel type identified in a frequency hopping system can optionaly describe its own time-based occupancy details. This allows, for example, a frequency hopping system that might prefer a common carrier but also periodically uses a synchronization carrier. If a ScmChannelDutyCycle type does not include ON and OFF configuration attributes then those values are adopted from the parent ScmSpectrumMashFrequencyHopping instance.
[bookmark: _Toc396749673]AscmConfidenceType

	Attribute
	Type / UoM
	Description

	confidenceCumulative
	Boolean
	TRUE indicates that, in a series of elements of the same type, those having a confidenceValue are more likely to occur than those with a lower value
FALSE indicates that, in a series of elements of the same type, the confidenceValue of each is atomic and belongs only to the individual record

	confidenceDerivation
	EDerivation
	An enumerated attribute describing how the value was determined. Allowed values are:
ESTIMATE: The value is the modeler's judgment or best estimate. 
CALCULATE: The value was determined through a theoretical analysis. 
MEASURE: The value was determined through a statistically appropriate method of measuring the phenomenon

	confidencePersistent
	Boolean
	TRUE indicates that the measured value is persistent or steady state.
FALSE indicates that the measured value is fleeting.
Phenomena that move to a state with some probability and then stay there are persistent; those that move freely from state to state, spending some fraction of their time in one state or another, are fleeting.

	confidenceMaxDwellTime
	Double / Second
	If the value is fleeting then the maximum duration of a given event. The value is specified as a decimal (Double) and supports fractional seconds.

	confidenceValue
	Double / Ratio
	An upper value on the probability of what is being modeled. Confidence values are a ratio range between zero and one (0  x  1) where zero means the event will never occur and 1 means there is a 100% probability the event will occur.


A SpectrumConsumptionModel includes components that describe the location, time, frequency and power configuration, among others, of a desired radio frequency transmission or reception. Many of these data types associate a statistical probability with the value they represent. For example, a location data type may identify a geographic position, the modify that geographic position with a statistical probability that the transmitter will be at or near that position. SCM statistical probabilities are modeled as a set of attributes within an abstract AScmConfidenceType.
AScmConfidenceType attributes all begin with a “confidence” prefix. The AScmConfidenceType abstract data type is not used directly but is instead extended by other data type implementations that require a statistical association with the value they represent. The AScmConfidenceType is extended by the following SCM types:
· ScmPlatform
· ScmLocation
· ScmSchedule
· ScmPowerLevel
· ScmPowerGain
· ScmSpectrumMask
· ScmUnderlayMask
· AscmPathlossType
· ScmIntermodulationMask
[bookmark: _Toc396749674]ScmPlatform

	Field
	Type / UoM
	Description

	name
	String
	The platform name.


The ScmPlatform is an optional element used to identify whether and when two or more systems are co-located and are susceptible to adjacent band interference or the generation of IM products. The ScmPlatform allows the association and grouping of modeled device implementations.  A ScmPlatform is only associated with modeled devices and may be used to identify a particular platform, facility or device or a particular class of platform, facility, or device.  For example, Vehicle #27 would be a particular platform and "2-41 Company Command Vehicle" would be a class of platforms.  A modeler may also use the platform construct to identify a hypothetical rendezvous location as a method to indicate different systems are likely to come close to each other. 
In real-world configurations radio transmitters and receivers are often combined on the same platform (e.g. within the same facility, on the same vehicle, or in the same device) in which case the radio devices become more susceptible to interfere with each other either through adjacent frequencies or IM intermodulation effects.  The ScmPlatform type is used to provide a grouping capability and to identify when different systems are co-located so these occurrences can be considered.  
Third and higher order receiver IM consideration should be restricted to systems that are co-located.  
It is possible for mobile systems to come in proximity to a facility or to each other by happenstance.  When a modeler believes there is a risk of this occurring and that it would be disruptive, they may assign a probability to its occurrence.  The model would have a platform name of the arbitrary rendezvous point and a probability that they would arrive there.  The modeling of this probability would not necessarily be used to arbitrate compatibility but may be used to optimize assignments to avoid this type of interference.
Usage
Modelers should use the platform construct when a single platform or facility are likely to host multiple radios operating in the same or adjacent frequency bands.  If an IM mask is not provided, the use of the platform construct will still trigger closer scrutiny of adjacent band interference.  
The only ScmPlatform element is a single name.  The confidence attributes are optional and used for mobile systems that have some statistical probability of meeting at the named platform location. A platform location is 
ScmPlatform configurations must have a distinct name to enable cross-referencing between different ScmSystem instances. If a ScmSystem component (e.g. a ScmTransmitter) is co-located at the named platform then there is no need to use the confidence attributes.  If the platform name indicates an arbitrary rendezvous point the model must provide a confidence value attribute indicating the statistical likelihood that a ScmSytem component will arrive at that point.
[bookmark: _Toc396749675]ScmLocation 

	Field
	Type/UOM
	Description

	Point
	Point
	A POINT defining a single 3-dimensional (x,y,z) position. If two dimensions are specified (X, Y) then the position is at ground level.

	Path
	Path
	A MULTIPOINT containing an ordered set of 2 or 3-dimensional (x,y,z) POINTS that define a path or track through space. If the points are 2-dimensional then the path lies along the ground.

	Region
	Surface
	A 2-dimensional geometric surface with positive orientation. The orientation of a surface chooses an "up" direction through the choice of the upward normal, which, if the surface is not a cycle, is the side of the surface from which the exterior boundary appears counterclockwise. Unorientable surfaces such as the Möbius band are not allowed. 

	Volume
	Solid
	A 3-dimensional polyhedron, implemneted as a surface geometry. The extent of a solid is defined by its boundary surfaces.


The ScmLocation data type extends the AScmConfidence data type to optionally modify the location configuration.
ScmLocation conveys where the components of the RF system being modeled may be used.  Locations may be specified as a point, path, area or volume.  When a non-point location is used it indicates a position uncertainty of a device or possibly that the device is mobile.  Regardless, for the purposes of determining compatibility, an AScmRadioDevice instance may be positioned anywhere within specified location (e.g. along the path, within the area or volume.) 
The purpose of a ScmLocation is to specify the geographic or volumetric limits within which the associated element of an RF system may be located and thereby to facilitate a spectrum compatibility evaluation. 
Location modeling is artful and pits the simplicity of single location constructs with the accuracy of more complex location modeling that use the location index to subdivide models into multiple locations with different propagation models and different time periods of applicability.  Modelers should generally seek the simplest model possible unless it is known that a higher resolution or more complex model implementation will result in greater sharing.
Geodetic datum
The common geodetic datum for all location configurations is the World Geodetic System – 1984 (WGS 84).  WGS-84 defines an earth-centric ellipsoid datum that can be used for locations across the world.  Details of this WGS-84 datum are described in Annex A.  Guidance on converting between coordinate systems of different datum is described in Annex D.  Figure 8 illustrates a datum and the relation between locations specified as longitudes, latitudes, and heights and those specified in earth centric Cartesian coordinates.

[bookmark: _Ref365436889]Figure 8. – An Earth ellipsoid datum and the references for point locations
Accuracy and Precision
A location configuration type is chosen by the modeler to provide the most specific resolution possible or available to the modeler.  ScmLocation may optionally include statistical confidence attributes to allow a modeler to identify the most likely position of a ScmDevice while simultaneously modeling a larger location that puts anouter bound on the device’s possible locations within an ScmSystem.  The alternative probability may also be used.
Elevation and ground clutter
SpectrumConsuptionModels are atomic and comprehensive. No reference to an external digital elevation model or ground clutter database is accommodated within this specification.
Point


Point is a text-encoded POINT implementation. Points are specified with the 3-tuple of longitude, latitude, and altitude, .  Altitude is referenced to the surface of the datum ellipsoid and is measured on the prime vertical.  The altitude value of "a" is different than the value of the major axis of an ellipsoid also labeled as "a" in Figure 8. 
A point location is the most restrictive of the location models specifying an unmovable location for a device for the duration of the model. A radio device antenna is expected to be at the point. 
Path

A Path is a 1-dimensional text-encoded LINESTRING implementation consisting of a sequence of line segments defined by two control points joined by a straight line. The interpolation between control points is “linear”. 
A Path may be either along the surface of the Earth or through space depending upon the control point configuration. If control points include only (X, Y) values (the longitude, latitude coordinates) then the path tracks along the Earth surface. If the Path control points include an altitude component (X, Y, Z) the Path may track free through space.
A ScmLocation Path is combined with an ScmSchedule configuration to describe a mobile configuration wherein an object is located at the first Path control point point at the model start time and proceeds to the last control point by the model end time. The total time of travel is the ScmSchedule duration. The instant velocity (speed, s and heading (azimuth, , and elevation, ) may be calculated from the Path and Schedule component of the SpectrumComponentModel. The direction of travel is indicated by the control point order.
Region

A Region is a 2-dimensional text-encoded SURFACE implementation describing a terrestrial surface area or geographic region. The 2-dimensional geometric surface is described with positive orientation. The orientation of a surface chooses an "up" direction through the choice of the upward normal, which, if the surface is not a cycle, is the side of the surface from which the exterior boundary appears counterclockwise. Unorientable surfaces such as the Möbius band are not allowed.
Three surface implementation types are supported: Polygon, Triangular Irregular Network (TIN) and Gridded Surface.
Polygon

The simplest surface implementation is a POLYGON, which defines a boundary area (optionally with holes). The elevation of a POLYGON surface is actual ground level.
Triangular Irregular Network (TIN)
A TIN surface is the most common method of conveying interpolated elevation data. Control points are triangulated and then used to interpolate a surface. Terrain features can be easily and compactly represented by a group of terrain control points with three dimensional coordinates. TIN has the advantage of easy and variable control point density according to the terrain feature though it has the disadvantage of being more compute intensive when searching for random terrain point elevations. This concept is illustrated in Figure 9.

[bookmark: _Ref393664045]Figure 9: TIN Surface

TIN surfaces must use the Delaunay algorithm or a similar algorithm complemented with consideration for breaklines, stoplines and maximum length of triangle sides. These networks satisfy the Delaunay criterion away from the modifications: For each triangle in the network, the circle passing through its vertexes does not contain, in its interior, the vertex of any other triangle.
Gridded Surface
A grid surface contains a set of 3-dimensional points on a regular grid. Terrain data other than the grid data are interpolated from the surrounding grid points. Gridded surfaces are commonly created from a digital elevation model (DEM) or Spatial Data Transfer Standard (SDTS) file. A grid surface consists of a sampled array of elevations for a number of ground positions at regularly spaced intervals. This concept is illustrated in Figure 10.

[bookmark: _Ref393664220]Figure 10: Gridded surface
Other surface implementations may be implemented if supported by both the model sending and receiveing party..
Volume
A Volume is a text-encoded POLYHEDRALSURFACE implementation describing a solid volume in 3-dimensions. The encoded polyhedron must be convex, in that its faces, edges and vertices do not intersect the solid volume and the line segment joining any two points of the polyhedron is contained in the interior or surface.
A polyhedral surface can define any volume in space, referencing the ground elevation as zero height. This concept is illustrated in Figure 11.

[bookmark: _Ref393664221]Figure 11: A polyhedral surface common volume configurations is airspace and air travel corridors.
[bookmark: _Toc396749676]ScmSchedule 

	Field
	Type/UOM
	Description

	durationStartOffset
	Duration
	Identifies the time displacement from the model start time that the first ON period begins.

	durationDutyCycleON
	Duration
	Specifies the duration of a cyclic ON period.

	durationDutyCycleOFF
	Duration
	Specifies the duration of a cyclic OFF period.

	dateTimeStart
	DateTime
	The date and time that a model is effective or, depending upon the context, when the use of spectrum begins.

	dateTimeEnd
	DateTime
	The date and time that a model is no longer effective or, depending upon the context, when the use of spectrum ends.


The ScmSchedule data type extends the AScmConfidence data type to optionally modify the date time configuration.
All date and time values are recorded in Coordinated Universal Time (the UTC timezone). UTC does not change with the change of seasons and does not observe saylight saving time.
Usage
Increasing the reuse of spectrum requires subdividing the use of spectrum in time and so specifying the duration that a swath of spectrum is used.  The start time in a spectrum consumption model is the beginning of the period that the model applies.  Included in the start time is a description of any periodic use of a model.  The periodic use is defined by a period that a model is on and then a period that it is off.  It is assumed that these on-off periods alternate until the end time of model.  This definition provides support easy specification of spectrum uses that are periodic and persist such as models that might be associated with orbiting satellites or radio stations that have different models based on the time of day.
Locations may be subdivided into parts to allow finer resolution modeling in time.  Each of these parts may apply to different time periods.  In this case, locations are tagged with an index and associated with a start time that has the same index or otherwise to the start time with no index.
Time may also be specified with confidence.  The intent of the confidence term is to provide the modeler the ability to convey their confidence when the use will start.  By practice, models that consume more spectrum start earliest and so when cumulative probability is used the time elements with earlier times will have higher probabilities.
[bookmark: _Ref365472139]Required data elements and their meaning
Start times are fully qualified and include the year, month, day, hour, minute, and second in Coordinate Universal Time (UTC). 
The ScmSchedule field may optionally specify a cyclical period of on-off events for spectrum use with three sets of duration attributes where durationStartOffset identifies the time displacement from the models start time that the first on period begins, durationDutyCycleON specifies the duration of on periods and durationDutyCycleOFF specifies the duration of off periods.  The on and off periods alternate until the end time of the model.
The duration elements use the ISO 8601 extended format of PnYnMnDTnHnMnS where nY is the number of years, nM is the number of months, nD is the number of days, nH is the number of hours, nM after the T value is the number of minutes, and nS is the number of seconds.  The P designator is always present.  The T designator is only used when one of the time elements of hours, minutes, or seconds is present.  The duration of one day would be written P1D.  The duration of one hour would be written PT1H.  The duration of one month and one minute would be written P1MT1M.  Durations are assumed positive unless preceded by a negative sign before the P designator in which case there is a negative duration.  
ScmSchedule confidence attributes are always cumulative and all model entries must add up to a total confidenceValue of 1. If individual AScmDevice and ScmSystem schedule confidenceValue attributes do not add up to 1 then the ScmCompatibilitySet schedule should be scaled to make up the difference.
Schema syntax
DateTime property values are represented according to ISO 8601 conventions per the W3C XML Schema.[footnoteRef:8] Note that while the W3C schema allows for a UTC offset to be included in date/time values, this specification does not. Also note that in this specification the whole number of seconds may be followed by decimal seconds to an arbitrary level of precision.  [8:  XML Schema Part 2: Datatypes Second Edition at http://www.w3.org/TR/xmlschema-2/] 

The DateTime pattern is "\d\d\d\d-\d\d-\d\dT\d\d:\d\d:\d+Z".
The definition of periodic use uses three values, a time displacement to the beginning of the first on period and then an "On" duration followed by an "Off" duration.  All of these duration values use the XML Schema Duration data type which, like the DateTime property, allows that the whole number of seconds may be followed by decimal seconds to an arbitrary level of precision.
The confidence attributes allows modelers to express the confidence that the modeled system will start and end its use at the modeled time. The intent of the confidence value is to provide the modeler the ability to convey their confidence that the model will comply with the provided schedule. 
The computations of whether two uses of the same spectrum are compatible are required when their models overlap in time.  This is true if the period of one model overlaps the period of another model.
[bookmark: _Toc396749677]ScmPowerLevel 

	Field
	Type/UOM
	Description

	powerLevel
	Double / dBW
	Transmitter power driving an antenna; Receiver power received after passing through an antenna. 
Values are specified as decimal numbers with units of dBW.


The ScmPowerLevel contains a reference total power value for a model. It is the only data element within a model that has a power reference.  Power values in other model components are relative to this value.  
For ScmTransmitter types the power attribute specifies the total power that drives an antenna, whereas for a receiver the power value specifies the total power that is received after passing through the antenna.  The power level identifies the total power that a modeled transmitter emits or specifies the maximum interference power that a receiver may tolerate. 
The power attribute is a reference power level and is modified by other model components to describe how the power is distributed spectrally and spatially and may be converted to a useful power spectral flux density value. 
In general a model will match the physics of a radio scenario and the total power in a modeled transmitter would be the total power that drives the antenna.  The total power for a modeled receiver would be the total amount of co-channel (interfering) power that a receiver can tolerate. Modeling however is artful and the total power term may be adjusted by other model components to produce boundaries of use but to obfuscate the specific operating parameters of a modeled system.
Many systems, specifically broadband systems, employ power control.  The particular powers used by individual transmitters is managed to ensure optimum reception at a base station while minimizing system wide interference among the plurality of base stations in the system.  As a result, power levels may vary according to a quantifiable distribution.  The ScmPowerLevel data  type provides a means to capture this variability using the confidence attributes.  Note however that confidence attributes are generally ignored in computing compatibility unless there is a peer-wise agreement on how confidence values should be considered in a spectrum sharing arrangement.  The default compatibility computation is to use the highest power identified by a distribution.
Schema syntax
The ScmPowerLevel specifies a reference power.  Although every transmitter and receiver model requires a reference power the actual power value may appear either in the ScmSystem or the AScmDevice implementation directly. 
Usage and best practices
A ScmPowerLevel is part of all model types.  In most cases there is a single power level that identifies the highest transmit power expected.  In cases where the power used in a system may vary because of power control or some other factor the confidence element may be used to identify the distribution of that power.  A distribution of power levels only affects the arbitration of compatibility when there is a corresponding receiver model of a competing system that has defined a threshold to interference with a distribution. 
[bookmark: _Toc396749678]ScmPowerGain

	Element
	Type/UOM
	Description

	powerSurface
	ScmTranslatedSurface
	The directional power gain or loss of the transmitter  or receiver antenna component, also incorporating environmental effects.

	scanSurface
	ScmTranslatedSurface
	The directional power gain or loss of a receiver antenna component, providing a mask for the looking area.


The ScmPowerGain models the 3-dimensional gain of a directional antenna and describes the dispersion of electromagnetic energy transmitted from an antenna or the concentration of electromagnetic energy received by an antenna.  ScmPowerGain specifies power flux density value by direction that is relative to the ScmPowerLevel reference power that drives the antenna in transmitters or the same ScmPowerLevel reference power received by a radio after the antenna in receivers. Relative power flux density is modeled as a surface in 3-dimensions, centered upon the modeled transmitter or receiver, facing polar north. The surface must be translated to point in the correct direction.
A model of a receiver or a transmitter will always reference a ScmPowerGain but the powerSurface may appear in the ScmSystem or within an individual AScmRadioDevice model.  
The relative power flux density is added to the ScmPowerLevel reference power and the spectrum masks of a model transmitter to convey a total power spectral flux density by direction.  For receivers the reciprocal is calculated from a total power spectral flux density arriving at the antenna from a direction less the ScmPowerLevel reference power to provide the total power spectral density that has arrived at the receiver.
Usage
ScmPowerGain attempts to capture the directional transmission characteristic of a system.  Transmit power may vary directionally because of directional antenna effects or because of the local environment.  Local obstructions can affect the directional gain and include the effects of platform mounting (e.g. an antenna mounted on the belly of an aircraft may have less gain in a direction above the aircraft) and proximate independent structures (e.g. a building that is close to the antenna).  Structures can also affect directional gain by blocking signals in their direction or giving the perception of higher gain in a direction due to signal reflection from directions of low antenna gain into the antenna where the gain is larger.  The ScmPowerGain allows modelers to capture the effects of antennas and some environmental effects if they are known.
The terms of power in the ScmPowerGain are a power flux density expressing the power relative to a surface area emanating out from the point of transmission or reception at a one-meter distance.  This term takes into account the losses that occur when the transmission first leaves the antennas because of the transition from the antenna to the ether 

,
where c is the speed of light, f is the frequency of the signal, and L is the loss in the media.  It includes the losses associated with the distribution of power to the surface of a sphere with a one-meter radius

.
It includes the insertion losses that occur in connecting an antenna to a radio.  Finally, it includes the relative gains of the directional antenna to the power flux density if the transmission were isotropic, i.e. no directional gain.  
The ScmPowerGain together with total power and either a spectrum mask or an underlay mask define a power spectral flux density.  The combination of these constructs conveys the power spectral flux density at particular frequencies toward any direction from a transmitting antenna for a transmitter model or at a receiving antenna from any direction for a receiver model.
Antennas have a large role in determining the compatibility of systems.  Many systems have dynamically changing antenna characteristics including radars where antennas scan and track and smart antennas in communications systems that attempt to optimize reception of a desired signal in the presence of interfering transmitters by dynamically steering either beams or nulls.  These antennas may mitigate the occurrence of interference with external systems; however, their effectiveness depends largely on the particular scenario of use and the particular behaviors of the antennas.  Not all of these behaviors can be modeled in a power map.  Power maps can capture the more deliberate behaviors such as scanning and tracking but at best can assign a probability to the success of adaptation.  In cases where particular pairs of systems are known to be compatible based on the adaptation methods used, the protocol and policy construct is more applicable for this modeling.
The intent of the spectrum consumption model is to capture the geospatial limit of a use of spectrum.  So constraints to transmit power are defined as the effective power spectral flux density at a particular frequency at a specified distance away from the antenna rather than the power driving an antenna.  Transmitters with high gain antennas must still conform to the power spectral flux density constraints.  Users cannot switch to a higher gain antenna using the same driving power and assume they can remain complaint to a use approved for the previous antenna at that driving power.
Object data structure
The ScmPowerGain specifies an additive directional gain by direction in three dimensions. The ScmPowerGain powerSurface and scanSurface are text-encoded POLYHEDRALSURFACE implementations describing a solid volume in 3-dimensions. An example surface model with increasing levels of detail is illustrated in Figure 12.

[bookmark: _Ref393374033]Figure 12: A polyhedral surface example showing increasing specificity
The encoded polyhedron has no constrains but in general is expected to be be convex, in that its faces, edges and vertices do not intersect the solid volume and the line segment joining any two points of the polyhedron is contained in the interior or surface. 
Defining scanned beams
An additional method of modeling antennas in power maps is to use two concentric maps.  One of these masks describes a directional antenna that is scanned and the second map indicates the space over which it is scanned.  The map of the directional antenna places the scanned beam on the vertical axis.  The map that indicates the region of scanning is assigns a positive value to the scanning directions and the value 0 to other directions.  The directional values of scanning region power maps are Boolean.  These maps are surface or platform oriented.  The vertical axis, the positive z direction of the directional antenna power map moves through the directions of the scanning region power maps indicated by the unit values.  The x axis of the directional antenna model remains parallel to the x-y plane of the scanning region map.  In most cases, the effects of scanning in transmission are captured in the pulsing characteristics of the spectrum masks.  This articulation of scanning is most relevant in receiver modeling to indicate the spatial extent of higher gain that should be considered in assessing the total power of interference from external systems.  The goal is to reveal that the high gain at any point in time is confined to the limits of the beam as oppose to the entire region that the beam is scanned.
Confidence
Confidence attributes are optional in a ScmPowerGain type.  When present a model will have more than one ScmPowerGain and the confidence value indicates the likelihood of one surface over another.  This is mostly used with directional and smart antennas.  In the case of directional antennas the confidence would indicate the probability of one pointing direction over another.  In the case of a smart antenna the confidence value may be used to indicate the probability that the antenna systems would point a null or low power lobe toward a distant receiver as opposed to a main beam.   The probability may be either cumulative or alternative but it must be consistent among the power maps and indicate a 100% condition or else the assessment algorithms will scale probabilities to that level.
ScmTranslatedSurface

	Element
	Type/UOM
	Description

	translationType
	ETranslation
	An enumerated translation function. Allowed values are: 
NONE (default) – no translation is applied to the surface
ROTATE - the surface is rotated in 3 dimensions with an affine transform described by the 3x3 matrix
TARGET – the surface is rotated to the direction of a POINT in 3-dimensional space described by the 1x3 matrix, configured with the POINT x, y, z position values.

	matrix
	Double
	A 3x3 or 1x3 matrix of double values. The matrix is a formatted String with bracket delimited numbers: e.g. a 3x3 matrix containing nine elements would appear as [[1.0, 2.0, 3.0], [4.0, 5.0, 6.0], [7.0, 8.0, 9.0]].


Using ScmPowerGain in a spectrum consumption model requires a reference location and an orientation to the physical environment.  The polyhedron is always located at the ScmLocation model component position and configured with its origin pointing to polar NORTH. The polyhedron is then rotated and translated according to the ScmTranslationMatrix, which allows for a REFLECTION, ROTATION, SCALE or TRANSLATION affine transform.
It is possible to define a point towards which the vertical axis of a ScmPowerGain surface points as it moves.  This modeling approach enables the modeling of directional antennas that can point to a specific stationary transmitter or receiver even while the system moves. This is done using a an affine translation of the ScmPowerGain surface.

[bookmark: _Ref381509393]Figure 13 - Example platform coordinate system
The horizon of the polyhedron is always positioned by default parallel to the plane tangent to the earth’s surface with the 0 azimuth pointing north and the 90 azimuth pointing east.  Azimuths progress clockwise; similar to measuring directional azimuths in land navigation.  The elevations, however, are different.  Typically, elevations in navigation are measured from the horizon rather than from the nadir as is done with the maps.  The conversion between the two is very simple,




where  is the elevation used in the map and  is the elevation used in navigation.  The coordinate systems and the methods for computing directions and distances are described in Section 6.8.  The transformations between coordinates systems are described in Appendices C and D.
It is most desirable for a ScmPowerGain to have the same orientation as that of the propagation map of the model since this simplifies computations.  These orientations are platform independent.  This orientation should be used in most modeling. However, there are specific scenarios where the orientation is best referenced to that of a platform.  In this case, we assume that the starting reference matches that coordinate system of the platform and then coordinate rotations are used to reorient the antenna from that reference.  Figure 13 illustrates the standard platform coordinate system where the x axis is coincident with the normal direction of travel of a platform (e.g. coincident to the fuselage of an aircraft) that the y axis is perpendicular to and to the right of that direction and generally parallel to the horizon (e.g. parallel to the wings of an aircraft) and that the z axis points towards the earth.  The antenna may then be displaced from this orientation by rotating the axis first about the z axis by an angle of rotation , then the y axis by an angle of rotation , and finally the x axis by an angle of rotation .  Thus the orientation of the ScmPowerGain surface is conveyed in the 3-tuple <, , >.  Details about how to compute rotations of coordinate systems and to convert directions between coordinate systems are described in Appendix D.  
A ScmPowerGain identifes the translation type with one of three possible attribute values:
· NONE: The orientation that matches that of the surface and so is fixed. In this case the orientation matches the direction of a PATH (if present) or points due North.
· ROTATE: The surface is rotated relative to the platform.  If the platform is in motion its own orientation is determined by its Path. Otherwise the platform is always considered to be facing due NORTH at its location.  
· TARGET: The surface is rotated to point at a designated target or 3-dimensional reference point, regardless of the position of either the surface platform or the target.
For ROTATION type the orientation contains a 3x3 coordinate rotation matrix. For TARGET type the orientation is a 1x3 matrix containing x,y,z (longitude, latitude, altitude) values.
Orientation matrix format is bracket delimited: e.g. a 3x3 matrix containing nine elements would appear as [[1.0, 2.0, 3.0], [4.0, 5.0, 6.0], [7.0, 8.0, 9.0]].
The ScmPowerGain also has an optional element that identifies a Scanning Region.  When used, this polyhedral surface identifies the directions of scanning by assigning the map value of 1 to those directions and a 0 to all others.  The ScmTranslationMatric also applies to the scanSurface.  
ScmPowerGain may also use the optional confidence attributes to specify either a cumulative or alternative probability for the powerSurface.  When present models should have more than one powerSurface configured and the total confidence that one or the others are applicable should be 1.
Usage 	Comment by Matthew: Did you want this to be a numbered section? 
A ScmPowerGain is found in all transmitter and receiver models.  The powerSurface data element provides a lot of flexibility to model different aspects of antenna characteristics and behavior.  In case where antennas are dynamically pointed in some predictable way that can be exploited to share spectrum, the modeler may use the time constructs together with a number of powerSurface instances to indicate the change in use over time.  In many cases, the matching benefits of these and more ad hoc antenna capabilities are better differentiated by using the protocol or policy construct.  In this latter case, an alternative powerSurface may be defined if a particular adaptive antenna protocol is used. These may be complemented further with a power distribution. For example, the effectiveness of adaptive antennas that point nulls is dependent on the number of nulls it must point and the proximity of the null direction to the direction of a desired beam.  A model may use an omnidirectional power map together with a power construct with multiple power levels differentiated by probability to characterize the likelihood that a particular operational condition will degrade the null steering capability such that a particular power level should be used.
[bookmark: _Toc396749679]ScmSpectrumMask

	Field
	Type/UOM
	Description

	continuous
	ScmSpectrumMaskContinuous
	Configuration of continuous use across a list of channels.

	frequencyHopping
	ScmSpectrumMaskFrequencyHopping
	Configuration of frequency hopping across a list of channels. The duty cycle information for the toal channel use, plus duty cucle for each component channel is configurable.

	mask
	Map<Double, Double> / <dB, MHz>
	A piecewise linear description of the relative power density versus spectrum.


The ScmSpectrumMask specifies a power-density spectrum (i.e., the power per unit bandwidth as a function of frequency) relative to the ScmPowerLevel element.  A ScmSpectrumMask describes the spectrum and power components of a radio frequency emission, which  may extend beyond a modeled transmitter’s channel assignment. 
ScmSpectrumMask includes a signalMask element describing power component of a spectrum mask. The ScmSpectrumMask mask element is a linear graph of relative power spectral density (i.e. relative power per unit bandwidth versus frequency) and either a continuous or frequency hopping spectrum mask modifier. 
A determination of harmful interference on coexisting systems will depend on the configuration of the receiver's susceptibility to this interference in the receiver’s ScmUnderlayMask model.  
The purpose of the spectrum mask construct is to convey the spectral content of RF emissions and their power spectral density.  RF signals occupy a band of spectrum and may extend beyond the nominal bounds of their channel or fit well within that channel.  The spectrum mask attempts to convey the bounds to the spectral content of the signal.  This construct also enables SCM to be used to determine when adjacent band interference will occur. 
Spectrum masks are specified by a power, frequency and optional time component. When combined a ScmSpectrumMask describes relative power across a set of frequencies or bands. 
The relative power value for frequencies outside the mask is considered to be less than or equal to those at the closest end of the mask: e.g. the mask continues with constant value ad inifinitum in each direction.  
The power term in a spectrum mask is a relative reference to the ScmPowerLevel type configuration.  When combined, the power level, relative power mask and frequency mask describe a power spectral density (i.e., power per unit bandwidth) at each frequency within the ScmSpectrumMask. Figure 14 illustrates of a typical (continuous) spectrum mask.

[bookmark: _Ref365103519]Figure 14 – A spectrum mask and the alternative approaches to identify inflection points
Probability is also a part of modeling spectrum masks.  Some transmitters may have operational characteristics where they may be in one state or another with some probability.  For example, electronically steered radars may move from a scanning mode to a tracking mode.  A receiver in the tracking direction would perceive a much greater pulse rate.  An alternative probability measure can be used to convey the likelihood that a secondary receiver would perceive one or the other of the modes.  These differences in operation may make a difference in whether a secondary would take the risk of using the channel.
Spectrum masks may also be created with cumulative probabilities.  The probability measure would define the likelihood that transmissions in a system fall within the boundary of the mask.  A system may consist of radios of different manufacturers that vary in their quality, some allowing more leakage of signals into adjacent bands.  The cumulative probability measure would show that the boundary of the masks of the poorer performing transmitters subsumes the boundaries of the masks of the better performing transmitters.
When used, probabilities are associated with individual masks In these cases, transmitter models would have multiple masks.  All masks would use the same probability approach, either alternative or cumulative.
Usage and best practices
A model may have one or multiple spectrum masks and a ScmSpectrum mask type may appear in a ScmSystem configuration or as part of a AScmRadioDevice model.  At least one ScmSpectrumMask is required in a ScmCompatibilitySet, and child element must adopt their parent’s ScmSpectrumMask unless they have a more specific configuration.
Spectrum masks convey the spectral occupancy of signals.  When the mask type is specified at the System or Set level it identifies the total (e.g. sum) spectral occupancy of all signals within the System or Set, respectively.  Spectrum masks used in a device model convey the particular occupancy of that device.  
A spectrum masks may describe either a continuous or frequency hopping signal. Continuous do not vary in time, whereas a frequency hopping configuration provides the  modeler with great flexibility in describing the time-based occupancy of a signal. 
The frequency components of a ScmSpectrumMask may be expressed as a start-top frequency band, a center frequency and band width, or simply a center frequency (with band width derived from the model’s ScmPolicy; which may include an emission designator).
Power terms in a spectrum mask are relative to the total power of the model as configured in the ScmPowerLevel type.  If the total power accurately represents the power of transmission then the highest power in a spectrum mask will be beneath 0 dB since a power spectral density with a resolution bandwidth that is a fraction of the total bandwidth of a signal will only have a fraction of the total power.  For example, if the bandwidth of a signal is 1 MHz but the resolution bandwidth is just 1 kHz, then the relative power reduction within the resolution bandwidth would be determined to be

.
The spectrum mask is used together with the total power, a propagation map, and a power map to estimate the power spectral flux density at any location covered by the model.  A description of these computations is provided later.
Spectrum masks are intended to support not only in-band but also out-of-band compatibility computations.  Computation of compatibility depends on the extent of spectrum modeled by the spectrum mask.  Ideally, the spectral breadth of a spectrum mask should be broad enough that the power at the end points are beneath the ambient noise floor at the locations they are considered for compatibility.  In cases where the mask does not reach this level, it can only be assumed that the signal outside the mask is something less than that of the end points.  For the purposes of compatibility computations the level of the end points are assumed for all frequencies up to twice the spectral distance from the mask center frequency as the end point.[footnoteRef:9] [9:  This rule attempts to account for the use of masks that were built to show in-band spectrum use only.  We expect that with time, spectrum masks will extend beyond in-band representations to fully show the potential for out-of band interference with end points where out-of-band interference is unlikely.] 

The determination of compatibility using the spectrum mask will depend on the underlay masks used in models of the systems with which spectrum is shared.  The modeling of the details of frequency hopping or short duty cycles allows use of underlay masks that match these characteristics and allow either higher levels of power in the transmitting system or for the receiving system modeled in the underlay to be closer in proximity to the transmitting system.  The method for determining compatibility will depend on the masks used to model both systems.
There are two distinct ScmSpectrumMask configurations, depending upon the modeled devices spectrum access strategy. These are:
· CONTINUOUS: The device requires carrier signal that is continuous and does not change frequencies in time.
· FREQUENCY HOPPING: The device allows for a carrier signal to change frequencies in time.
These are detailed below.
ScmSpectrumMaskContinuous

	Field
	Type/UOM
	Description

	channelList
	List<AScmChannelType>
	A list of AScmChannelTypes implementations. ScmChannelCenter or ScmChannelBand instances are expected.


A continuous ScmSpectrumMask model includes a ScmSpectrumMaskContiuous type, which itself describes the frequency component of the ScmSpectrumMask model. Frequencies may be described as a start-stop band, a center frequency and band width, or just a center frequency with the band width derived from the model’s ScmPolicy (which may include an emission designator). 
ScmSpectrumMaskFrequencyHopping

	Field
	Type/UOM
	Description

	dutyCycleON
	Duration
	A period of time during which the spectrum mask is to be considered ON.

	dutyCycleOFF
	Duration
	A period of time during which the spectrum mask is to be considered OFF.

	channelList
	List<AScmChannelType>
	A list of AscmChannelType implementations. All types are supported. To provide varying duty cycles for individual channel components use an ScmChannelDutyCycle instance.


A frequency hopping ScmSpectrumMask model includes a ScmSpectrumMashFrequencyHopping type, which is identical to a ScmSpectrumMaskContinuous type in describing the spectrum channels or frequency component of the ScmSpectrumMask model but also includes a pair of duty cycle attributes.
For frequency hopping systems a generic mask, i.e. one without a specific frequency reference, shows the spectral content of signals and then additional data specifies the frequency hopping characteristics.  Pairs of masks convey spectrum occupancy, one to show the range of frequency traversed in hopping and one to show the spectral content of the signals.  Only the latter mask that shows the spectral content provides a power spectral density.  Additional data structures in the construct convey the dwell and average period between revisits, and in some cases, specifics on the particular channels that are used. 
A frequency hopping transmission does not persistently occupy a single channel, creating a co-existence opportunity for other systems to use the same frequency band by interleaving or multiplexing transmission signals in time.  For frequency hopping scenarios the ScmSpectrumMask captures not only the spectral content of a signal at any given instant in time but also the statistical characteristics of its hopping.  A modeler may varying the level of detail about the hopping as they may require.  
A frequency hopping spectrum mask captures the nature of the frequency hopping.  The basic content is the generic spectral content of a signal, the channels or frequency bands through which these signals hop, the dwell time of a signal at a hop, and then the average period between revisits.  In cases where the signal space varies at individual hops or when the dwell time varies, modelers have the choice to use multiple spectrum mask data structures to capture the variation in these characteristics.



Frequency hopping systems require the modeling of the signals that are transmitted and also the characteristics of the frequency hopping.  Models of frequency hopping use relative spectrum mask.  This type of spectrum mask is then complemented with details on the frequency hopping, specifically, the channels used, the dwell time, and the average period between revisits.  There are two options for specifying the frequencies used: a listing of the specific center frequencies such as  or a listing of the end frequencies of the bands that are used.  In the second case, the tuple  define the beginning frequency and ending frequency of a band.  A collection of disjoint bands can be specified through a series of frequency pairs such as .  The relative spectrum mask and the frequency specifications are paired with two additional data elements that define the frequency hopping.  The first is the dwell time and the second is the average revisit period.  In the case of using specific center frequencies the dwell time refers to the duration of time that a signal dwells on one of the center frequencies before the next hop.  The average revisit period specifies the average time between occurrences of a signal on the same channel.  In the case where bands are specified for the hopping frequencies, the dwell time also specifies the dwell time of a signal as specified by the relative mask at a particular frequency.  In this second case, the average revisit period, however, accounts for the fact that individual signals may overlap in spectrum.  The revisit period is a function of the bandwidth of the signal conveyed in the relative mask as compared to the bandwidth of the hopping frequency band and the duty cycle for that band.  As an example, if the ratio of the bandwidth of the relative mask to the bandwidth for the signal occupancy (the bandwidth between the end frequencies) is 1 to 50 and the duty cycle is 50 %, then the revisit period would be

.
This type of computation exaggerates the signal occupancy at the edges of the frequency bands while underestimating the occupancy in the center but these discrepancies are small if the ratio is small. 
[bookmark: _Toc396749680]ScmUnderlayMask

	Field
	Type/UOM
	Description 

	ratingType
	EUnderlayRating
	The enumerated underlay rating type. This identifies the configuration of the rating element. Supported values are:
· NONE (default) – the rating element is null.
· CHANNEL
· BTP
· DUTY_CYCLE 
· POLICY

	powerMarginMethod
	EPowerMarginMethod 
	The enumerated power margin method type. This defines how the power margin is measured.

	rating
	AScmUnderlayRating
	A ScmUnderlayRating instance corresponding to the ratingType attribute.

	mask
	Map<Double, Double> 
/ <AScmChannel, dBW/MHz/m^2>
	A piecewise linear description of the power spectral density versus spectrum.


The ScmUnderlayMask specifies the power spectral density that a receiver can tolerate from a remote interfering transmitter or the minimum power level that a receiver must see to receive a signal from a modeled transmitter.  ScmUnderlayMask conveys both the total power and spectral density of tolerable interference or signal level, depending upon its use context.  
Like the ScmSpectrumMask type a ScmUnderlayMask is a piecewise linear graph of relative power versus frequency combined with a spectrum rating modifier.  A model may provide a single underlay mask, which may apply to any signal of any bandwidth or multiple underlay masks for different conditions of interference. When multiple ScmUnderlayMask configurations are provided they are differentiated by the temporal nature of a prospective interfering transmission, which is described by an AscmUnderlayRating type.  
The power values in a ScmSpectrumMask are relative to the ScmPowerLevel in the model. If the model is a transmitting device then the ScmUnderlayMask describes the minimum power that a receiver must receive to achieve a good link with the modeled transmitter. 
When describing receiver interference the ScmUnderlayMask conveys the filtering by frequency that the receiver performs. When describing receiver “carrier lock” the ScmUnderlayMask conveys the minimum acceptable signal level. In the former configuration the modeled device with which the ScmUnderlayMask type is associated is a ScmTransmitter instance, whereas in the latter it is an ScmReceiver. For ScmTransceiver types the same ScmUnderlayMask serves both purposes.
Purpose
Underlay masks may be used as a means to define the conditions that a new user must accept in order to use the spectrum.  The underlay mask defines the maximum power level of the anticipate interference as a function of frequency.  
Underlay masks are the constructs of spectrum consumption modeling that define what is considered harmful interference.  They are selected to provide an interference margin that will protect reception in a system.  The mask may be defined relative to a spectrum mask of a transmitter and so change with propagation or be defined for a location and so be the same for all potential locations of receivers.  The former method is used when there is a single transmitter and so the reference power for the underlay mask is the same as that used for the spectrum mask and adjusts with propagation.  The latter method is used in systems with multiple transmitters or mobile transmitters and receivers.  The reference power for these masks is the total power of the receiver model.  Figure 15 illustrates the difference between these masks.  Panel A illustrates a mask that uses a transmitter spectrum masks as a reference and Panel B illustrates a similar mask that would apply to a location.  The constraints of the first provide a margin relative to the spectrum mask and the constraints of the second are fixed for all locations.  The frequency terms of the two are the same but power terms of the mask referenced to a location are much smaller.
	

a.	An underlay mask referenced to a spectrum mask	
	

b.	A similar underlay mask that might be referenced to a 	location



[bookmark: _Ref365106957]Figure 15– Comparisonof underlay masks with alternative references, spectrum mask and location
A receiver model may use multiple underlay masks to indicate differences in sensitivity based on particular signal spaces or sensitivity to different duty cycles of interference.  The criteria of all the underlay masks must be met to assess that two RF systems are compatible.
Underlay masks may differ based on the signal spaces of the protected signal and the interfering signals.  A broadband signal can withstand interference from a signal with greater spectral power density if the interfering signal is narrowband.  Multiple sets of underlay masks can be used to account for different scenarios of narrowband interference.  These collections of masks are used to enable more reuse opportunities.
Underlay masks may differ based on the duration of interference and its bandwidth as caused by frequency hop systems operating in the same band.  RF systems may be able to coexist in the presence of frequency hopping systems operating in the same bands if the frequency hop systems occupancy in the band is infrequent, brief, or weak.  Underlay masks with bandwidth-time product (BTP) ratings allow modelers to convey the resilience of receivers to this type of interference.
Similar to the underlay masks for frequency hop systems there are also systems that can tolerate interference from certain low duty cycle signals that might be transmitted from radars and some frequency hop systems.  Rather than a time-bandwidth product, a duty cycle and a maximum dwell time rate each of these masks.
[bookmark: _Ref366246273]Data elements and their meaning
ScmUnderlayMask includes a set of frequency and power density values plus a rating configuration.  The power term is a relative power referenced to the ScmPowerLevel type.  When combined, the ScmPowerLevel, the relative power of the mask, and the rating modifier specify the spectral density of power (i.e., power per unit bandwidth) at each frequency covered by the mask.  Unlike a ScmSpectrumMask type there are no restrictions or assumptions made about the power at frequencies outside the mask.
ScmUnderlayMask uses the same appoarch as ScmSpectrumMask when describing frequencies and frequency bands, allowing the modeler to use whichever AChannelType implementation they desire.
Underlay masks convey both the power of allowed interference and the frequency dependent filtering of a modeled receiver.  The mask may be presented graphically to illustrate the allowed power of an interferer as a function of frequency.  By convention the total power allowed by the underlay mask in the 3 dB bandwidth of the mask conveys the total allowed interference.  The difference in relative power at a point of the mask with respect to the relative power in the passband of the underlay mask (i.e. the lowest power of the mask) indicates the frequency dependent attenuation of the filtering of the receiver.
The computation of the power margin from the interaction of an interfering transmitter spectrum mask and an underlay mask may be of two types: 
· TOTAL: The total power computation uses the underlay mask to assess the quantity of power that would enter the receiver and cause interference.
· MAXIMUM:  The maximum power density computation assesses whether the maximum power spectral density of a transmitter spectrum mask exceeds any threshold level of the underlay mask.
Figure 16 provides an example using multiple masks to account for different signal spaces of interfering signals and compares the two approaches used to specifying the values.  When the same mask shape can be used for all underlay masks as shown in the example the single underlay mask with offset data structure is the more efficient way to specify the masks.  Figure 17 illustrates the use of these data structures to convey the allowed interference from frequency hopping systems.  Figure 18 illustrates the use of these data structures to convey the allowed interference from low duty cycle interferers.

[bookmark: _Ref365110682]Figure 16 – Using multiple masks to specify different interference constraints for different interference bandwidths and a comparison of data structures specifying these masks

[bookmark: _Ref365110698]Figure 17 – Using underlay masks to specify ratings for frequency hopping interference

[bookmark: _Ref365110724]Figure 18 – Using underlay masks to specify ratings for low duty cycle interference
Assigning a probability to a model of the tolerance a receiver has to interference is not very useful.  The variety of underlay mask ratings achieves the objective of classifying tolerance to interference based on statistical properties of the interference.  Use of a probability attribute in an underlay masks has greater value in negotiating the sharing of spectrum.  Negotiators may use probabilities together with spectrum masks to specify a softer restriction to interference levels that accounts for factors that users cannot fully control, for example, variation in propagation conditions or operational use that determine the specific power levels a receiver experiences.  Underlay masks complemented with a probability are interpreted to mean that the receiver can tolerate interference above the underlay if the interference is compliant with the mask with the specified probability.
Usage and best practices
A model may have one or more underlay masks and masks may appear either in a ScmSystem or as within a AScmRadioDevic model. 
The spectrum mask of a distant system together with the total power and power map constructs conveys the total interference that the transmitter of this distant system may cause.  Typically, the total power term in the local system will try to capture the total allowed interference as a power and the underlay mask will capture the distribution of that power as a function of frequency.  The power map will capture other factors that affect the power received including antenna gain and insertion losses.  There is no requirement in modeling to adhere to this approach but it is the most intuitive.
The main role of the underlay mask is to identify the spectral and small scale temporal limits to interference.  It directly interacts with the spectrum masks of interfering signals.  Determining whether a transmitted signal interferes with a receiver requires use of multiple constructs to perform a link budget assessment.  The interaction between an underlay mask and a spectrum mask provides a power margin that is part of a link budget computation.  
There are two methods to compute the margin: the total power method and the maximum power spectrum density method.  The modeler of the underlay mask specifies the method that should be used. Most models will likely use the total power method.  The maximum power spectral density method is used when multiple interferers are present and they do not coordinate their interference with each other to ensure that they collectively stay within the limits of allowed interference.  So long as each stays within the limits of the underlay mask their collective interference will also not harm the system of the underlay mask.  This method, however, results in a more conservative constraint to interference to individual interferers as compared to the total power method.
Each of the rated masks has some unique considerations for the computation of power margin.
The power margin computations and the determination of compatibility between models are described in Chapters 9 and 10.  Modelers build underlay masks with the understanding of how the models will be used to compute compatibility.  The methods in Chapter 9 and 10 are very important not only to understand the specific meaning of underlay masks but also to understand how to build underlay masks.
AScmUnderlayRating

	Field
	Type/UOM
	Description

	type
	EUnderlayRatingType
	The enumerated underlay rating type of this implementation. Supported values are:
· CHANNEL
· BTP
· DUTY_CYCLE 
· POLICY




Underlay mask ratings can be specified in one of six ways:
1. NONE: The mask applies to all bandwidth signals and so is unrated. The rating element is null or must be ignored if present.
2. CHANNEL: An unrated mask's power rating is adjusted for one or more bandwidth ratings using a list of adjustments and ratings. 
3. BTP: The mask is given a rating for a Bandwidth Time Product to reflect sensitivity to frequency hopping signals.
4. DUTY CYCLE: An unrated mask's power is adjusted for one or more duty cycle with dwell time ratings.  
5. POLICY: The mask is associated with the use of a particular protocol or policy described using the ScmPolicy type of the parent model.
Unrated masks (type NONE) are used at the ScmSystem and ScmCompatibilitySet level to indicate bands of applicability. 
Figure 16, Figure 17, and Figure 18 demonstrate the difference between the approaches to specifying bandwidth rated, bandwidth time rated, duty cycle rated underlay masks.  
ScmUnderlayRatingMask

	Field
	Type/UOM
	Description

	mask
	Map<Object, Double> / 
<[AScmChannel, BTP], dB>
	The enumerated underlay rating type of this implementation. Supported values are:
· CHANNEL
· DUTY_CYCLE 
· BTP


The ScmUnderlayRatingMask type is used for underlay mask rating types 2 through 4 (CHANNEL, DUTY CYCLE, BTP). 

CHANNEL: Underlay masks may indicate allowed interference for different bandwidth signals, the maximum bandwidth, BW, of the interfering signal considered by the mask is provided.  When multiple masks are used for different narrowband interference scenarios and the basic shape of the underlay mask is the same, then a single underlay mask may be provided followed by an offset data structure of bandwidth and relative power pairs of the form .
A CHANNEL type underlay rating bandSet is encoded as one or more AScmChannel instances versus relative power pairs, with the AScmChannel instance as the unique key. 

BTP (Bandwidth Time Product): Underlay masks rated for frequency hop interference use a format similar to this latter type for narrowband interference.  A single mask is given several ratings associating a BTP with a power level of the form .  The BTP is a product of the bandwidth and duration of occupancy of a single signal on average per second within the spectrum covered by the underlay mask.  When multiple signals arrive within the spectrum covered by the underlay mask then the effective BTP is the sum of the individual BTPs. 
A BTP type underlay rating bandSet is encoded as one or more BTP quantities versus relative power pairs, with the BTP quantity as the unique key. 

DUTY CYCLE: Underlay masks rated for low duty cycle interference also use a similar format.  A single mask is given several ratings that combine duty cycle, maximum dwell time and a power level of the form .  These masks identify two constraints that define the duty cycle limitation.  DC identifies the total fraction of time the interferer is present and DT identifies the maximum continuous period of time an interfering signal may be present.  When multiple low duty signals arrive from distant interferers, margin computations add their duty cycles and add their dwell times in order to select the correct mask.
A DUTY CYCLE type underlay rating bandSet is encoded as one or more ScmChannelDutyCycle versus relative power pairs, with the ScmChannelDutyCycle as the unique key. 
ScmUnderlayRatingPolicy

	Field
	Type/UOM
	Description

	policy
	ScmPolicy
	A ScmPolicy configuration.




The ScmUnderlayRatingPolicy associates enables the modeler to assign a protocol or policy an an underlay mask.
[bookmark: _Toc396749681]AscmPathLossType

	Element
	Type/UOM
	Description

	type
	EPathLoss
	The enumerated path loss implementation type.

	azimuth
	Integer / Degree
	The azimuthal heading, recorded clockwise in decimal degrees from polar North. Range is zero to 360. (e.g. East is +90.0 degrees, West is +270 degrees).
Azimuthal heading is recorded in whole integer values. Any fractional values are rounded half up.

	receiveAntennaHeightAboveGround
	Double / Meter
	The receive antenna height above ground level in meters.


The AScmPathLoss type is a generic data type to descibe the rate of attenuation of a signal by distance.  AScmPathLoss is a generic, abstract type that describes the basic behavior and data structure of a path loss but is not used directly. Instead, real-world specific implementations extend the AScmPathLoss and allow the modeler to select the most appropriate path loss for their configuration.
The AScmPathLoss path loss is a relative power value calculated according to a specific set of rules set by the modeler. There are three implementations available to the modeler:
· Linear: The path loss is calculated by distance according to a fixed equation with a single parameter
· Piecewise Linear: The path loss is calculated by distance according to three parameters.
· Interpolated: The path loss is calculated by interpolation of a modeler-provided data set.
The Linear and Piecewise Linear models are variants of the log-distance path loss model and are linear on a log of power to log of distance scale. There are no constraints on interpolated path loss model except that the values must indicate a loss and not a gain. 
If the AScmPathLoss implementation does not specify an azimuthal direction then the calculated relative power levels must be interpreted as applying to all directions. If an azimuthal direction is specified then specific values are to be interpolated according to a 2-dimensional surface defined using polar coordinates with the specified azimuthal headings and (specified or calculate) distances. This concept is illustrated in Figure 19.

[bookmark: _Ref393536560]Figure 19: Polar surface plot created from multiple azimuthal path loss profiles
Purpose and use
The goal of including the path loss calculated from a propagation model within a spectrum consumption model is to account for the attenuation of RF emissions in space and thereby to describe the geographic profile of a signal.  
RF emissions attenuate as they propagate away from their source.The quantity of attenuation is a function of frequency, distance, and the environment.  On account of the rich diversity of environmental effects, there is no shortage of propagation models in the literature since no single model can do it all.  Precise prediction of attenuation is usually untenable since total attenuation can vary significantly by slight movements and subtle changes in the environment.  The model chosen in engineering is typically that which best supports the specific task.  In spectrum consumption modeling the propagation model needs to capture attenuation trends but result in tractable computations for spectrum reuse.  The models chosen for this purpose are two variants of the log-distance pathloss model.  The received power predicted by these log-distance pathloss models decrease monotonically at a rate specified by their parameters.  They are compact and allow tractable computations.
[bookmark: _Ref380078887]Required data elements and their meaning
Pathloss types are consistent: The path loss type for all directions must be the same.
Terrestrial propagation is dominated by the heights of antennas.  At long ranges, the directional variations of maps are not appropriate for capturing the differences caused by antenna heights as the elevations that correspond to the changes in antenna height that cause significant differences in pathloss are very small and may not be appropriate for all ranges.  For this reason, maps modeling long range terrestrial propagation may be rated for particular antenna heights.  These antenna-height rated maps only apply to propagation on the horizon.  Multiple height rated propagation maps may be part of a SCM.  When multiple antenna-height rated maps are used, and a receiver has an antenna height that straddles two, the pathloss is computed as the interpolation between the two values on a log scale.  The height rated mask is also an appropriate tool for capturing the enhancements to propagation on account of ducting.
The seeming random differences in power that occur between radios in practice are largely due to variation that can occur over short distance because of fast and slow fading effects.  Multiple maps can be used with probability ratings to provide a bound to the pathloss by a probability.  These probabilities would be cumulative and the lower probabilities would be associated with the higher pathloss versions.
7.4.11.3 Usage and best practices
A model of a receiver or a transmitter will always reference a propagation map but the propagation map may appear in the heading of a system or as part of an individual transmitter or receiver model.  Because of this option there is a minimum occurrence of zero maps.  The Propagation_Map element gives the choice of being either a linear or piecewise linear map and then uses the element of the Map type to record the map values.  The Location_Index supports modeling multiple locations in an SCM with different propagation maps.  This index associates the propagation map with the location.  Multiple maps may be used per location if differentiated by an antenna height rating or a confidence.  Maps that have antenna height ratings usually have no elevation differentiation since it would be meaningless.  Maps that use the Confidence element are matched to other maps that also use confidence.  The confidence element of power maps is a cumulative probability with the map that would result in greatest separation between users, lesser pathloss, having the highest confidence level.
Pathloss modeling usually does not attempt to capture the nuances that differentiate propagation as transmitters or receivers move.  Rather, the propagation map is made more conservative using smaller exponents and using less differentiation by direction.  The intent is to accept a worse case that ensures compatibility.  If location differences can be exploited to enable more reuse, the modeler has the choice of subdividing the model into multiple parts, each with different locations so that different propagation models may be used.
When maps are rated by antenna heights then the height-rating data element is used in the propagation map construct.  When maps have a probability rating, the Confidence data element is used in the propagation map construct.  In both cases, the SCM would have multiple maps.  The height rated maps will at least need a map to capture propagation in the directions above the horizon and may provide several height-rated maps.  The confidence rated masks would have multiple maps or else the confidence value has no meaning.  The Confidence data element is a cumulative probability that must provide a model for a confidence of 1.  If missing, the existing models are scaled.  Multiple height-rated maps for the same height can be further qualified by the confidence value.
The spaces across which mobile systems move may have varied terrain and so varied propagation effects.  Different propagation models would apply to different regions.  Spectrum consumption modeling allows division of spectrum use into multiple models.  As a convenience, when other constructs remain the same, the propagation map, location, start time, and end time constructs can be grouped and associated by an index.  Multiple of these groups can appear in a single SCM with each group differing by location, propagation map, or time of use.  (It is a goal of modeling to create some level of abstraction that applies over a large area.  Modelers should avoid creating models of multiple spaces because it appears to provide better resolution. Such modeling can be counterproductive in an agile spectrum management system.  Modeling for multiple spaces is used when it provides a resolution that assists sharing.)
Terrestrial environments with varied terrain and manmade structures can have propagation that is quite complex resulting in fading and shadowing effects.  Modeling can accommodate the variance caused by fading and shadowing by establishing bounds on the expected pathloss.  Modelers can use the power levels in the total power, spectrum mask, underlay mask, and power maps of SCM to move the one-meter pathloss of the propagation model.  Power maps are usually the preferred construct for this modeling but the modeler has the choice.  Modelers may also use exponents and breakpoints of propagation maps to place a bound on the variations.  Through the combinations of these constructs modelers can create multiple propagation models and assign probabilities that one or the other occurs.
[bookmark: _Toc396749682]ScmPathLossLinear

	Field
	Type/UOM
	Description

	n1
	Double
	The path loss exponent n1 in Equation 1.


The linear log-distance pathloss model is:
[bookmark: _Ref393536970]Equation 1




In this propagation model the power spectral flux density is determined from the total power, spectrum mask, and powerGain of a transmitter set to its one-meter pathloss, .  This becomes the power spectral flux density at one meter for a far field propagation result.  The power spectral flux density at the antenna of a receiver at a distance d from the transmitter is .  
Equation 1 (the linear model) has only one parameter, the pathloss exponent n. In the linear log-distance pathloss model, a pathloss exponent of 2 corresponds to the freespace pathloss model, i.e., Friis equation, and larger exponents are used in terrestrial models where reflected signals are likely to result in destructive interference and where other environmental effects contribute to further signal attenuation.
Figure 20 illustrates several propagation models on a dB versus the log of distance plot. Free space attenuation is captured by Friis equation which is linear on this plot.  The 2-ray model demonstrates some oscillations but still has linear trends.  Assuming that the 2-ray model accurately predicts the attenuation of the signals, the range model uses the exponent that predicts the same range and the conservative model uses an exponent that exceeds that range.  The conservative model will cause greater separation between users than the range model.  This illustration demonstrates that attenuation has a linear trend on these scales and, where attenuation is a little more complex, a linear model can still be used to provide a bound on the effects.

[bookmark: _Ref365216583]Figure 20 – Examples of propagation model predictions graphed on a log-log plot.
The use of the log-distance pathloss model is a significant feature of modeling.  Typically, spectrum management tools use propagation models that depend on having an accompanying terrain database, for example the Terrain Integrated Rough Earth Model (TIREM) uses Digital Terrain Elevation Data (DTED).  These models consider the locations between transmitter and receiver and the terrain in between.  Other models, say for urban propagation effects, may consider the surface effects of manmade structures.  Using these models require having a current database of the structures.  A goal in modeling is to remove this dependence on external databases and so simplify propagation computations and enable interoperability of tools and systems.  The pathloss exponent of the log-distance pathloss model is typically determined empirically.  Thus propagation models that use environmental data such as terrain and structure databases might be part of the tool sets that a modeler uses to select the appropriate log-distance pathloss model parameters for the propagation map.
The computation of location specific signal strengths using the models requires the coordinated use of the propagation map, the total power, the power map, and the spectrum mask.  The log-distance model is generally considered to be an unreliable predictor of pathloss due to the wide variance in pathloss that occurs due to shadowing and multipath fading.  Nevertheless, in spectrum consumption modeling, the log-distance pathloss model possess advantages over comparable models, including the simplicity of the model and because the model provides a monotonic trend it leads to tractable computations of compatible reuse.
[bookmark: _Toc396749683]ScmPathLossPiecewiseLinear

	Element
	Type/UOM
	Description

	n1
	Double
	The path loss exponent n1 in Equation 2.

	n2
	Double
	The second path loss exponent n2 in Equation 2.

	dBreak
	Double / Meter
	The distance at which the piecewise linear equation transitions.


The piecewise linear log-distance pathloss model is:
[bookmark: _Ref393659805]Equation 2

.



Equation 2 (the piecewise linear model) has three parameters, , , and and provides a more accurate estimate of propagation modeling at the cost of a larger model and more complex computation.  The piecewise linear model is very useful for terrestrial propagation modeling where there are sudden changes in propagation because of obstructions or rough terrain.  Figure 21 illustrates a piecewise linear model that is fitted to the 2-ray model previously illustrated.

[bookmark: _Ref393659806]Figure 21 – Example of a piecewise linear model fitted to a 2-ray model
[bookmark: _Toc396749684]ScmPathLossInterpolate

	Element
	Type/UOM
	Description

	interpolation
	String
	The interpolation strategy to use.

	profile
	Map<Double, Double> / 
<Distance, dB>
	A path loss profile describing the relative signal loss (dB) versus distance, with distance as the unique key.


The ScmPathLossInterpolate implementation allows modelers to specify with an much precision as desired the area path loss profile for their transmitters. A modeler may provide as many radial profiles as desired (up to 360) to describe a 2-dimensional surface upon which the model consumer may interpolate their required path loss values.
The default and minimally required interpolation strategy is BILINEAR. Other interpolation strategies may be negotiated between the model producer and the model consumer.
[bookmark: _Toc396749685]ScmIntermodulationMask

	Element
	Type/UOM
	Description

	order
	Integer
	The intermodulation order value.

	highSideInjection
	Boolean
	Attribute indicating if the receiver uses high-side (TRUE) or low-side (FALSE) frequency injection. This attribute allows determination of the local oscillator frequency used the heterodyning and the image frequency.

	intermediateFrequency
	IntermediateFrequency / MHz
	The intermediate frequency used by filters of a superheterodyne receiver. 

	mask
	Map<Double, Double> / 
<AScmChannel, dB>
	A ordered set of key/value pairs of frequency versus relative power level. The AScmChannel is the unique key.


A ScmIntermodulationMask conveys the susceptibility of AScmRadioDevice models to generate intermodulation (IM) products from externally received signals.[footnoteRef:10]  ScmTransmitter IM products are emitted by the device and may cause interference at distant receivers.  ScmReceiver IM products can cause interference within the receiving device.   [10:  Intermodulation distortion that occurs within a radio and its effect on the signals the radio generates should be captured in the spectrum masks of these systems.  The IM masks model intermodulation involving externally generated signals.] 

ScmIntermodulationMask is an optional model and is only needed when the modeled radio device is known to generate or be susceptible to harmful IM products – typically only when the radio device is analog or contains analog components.  The ScmIntermodulationMask bounds the effects of IM. 
The ScmIntermodulationMask identifies the signal frequencies likely to be combined into IM products and how each of those products would be amplified in that process.  ScmTransmitter types may have two types of masks.  
· INPUT: specifying the frequencies of signals that are likely to combine.  Incoming signals may be reshaped by this mask.  
· OUTPUT: identifying the frequency dependent amplification, at the transmitter, of the IM output.  This mask may also shape the output. 
ScmReceiver implementations only support a single INPUT IM mask which identifies both the frequencies of signals that are likely to create IM products and their likely amplification.  Receiver IM may occur between different externally arriving signals or, for superheterodyne receivers, between a external arriving signal and the local oscillator frequency.  ScmReceiver ScmIntermodulationMask configurations may also shape the input signals.  Analysis of a modeled receiver IM should be limited only to the IM products that would cause interference with a signal the receiver is actually trying to receive. 
Each IM order is modeled with a different ScmIntermodulationMask instance.
Background













IM products are created in the non-linear components of systems.  Signals combine in these components and generate new signals at frequencies that are sums and differences of the fundamental and harmonic frequencies of the inputs.  For example, say the frequencies of the signals that combine are  and , , then the possible second order IM products are , , , and .  The possible third order products are , , , , and .[footnoteRef:11]  This concept is illustrated in Figure 22. [11:  If , then the third order product  would be possible and  would not be.] 


[bookmark: _Ref393660944]Figure 22: Example intermodulation products (marked in red) between two injected signals
The IM products that are of most interest are those that are close to the passband of the radios which typically are those that are odd order.  Second order IM products may be of interest in cases of passive IM at transmitters such as IM that may occur in the non-linear components of high power antennas.  In the case of passive IM, one of the frequencies is that of the transmitter carrier.  At receivers, the IM products are those of signals external to the receiver that combine with each other or with the local oscillatorof superheterodyne receivers.
The output power of IM products is an attenuated product of the inputs.  The relevance of this observation is that the output power spectral density is proportional to the sum of the dB power spectral densities of the combining signals.  If the power of each of the input signals of a third order IM product were to increase 10 dB then the power of the output IM product would increase 30 dB.
The bandwidth of an IM product can be as broad as the combined bandwidths of the signals that intermodulate together.  Thus the assumption of the model is that the bandwidth is this sum unless reduced as shaped by the IM masks.
Typically, the signals that will combine in the non-linear components of radios are strong and close to the operating frequencies of the transmitters and receivers within which they combine.  The motivation for modeling IM is to identify the systems that are susceptible to IM so that spectrum assignments can be made to avoid IM generation that is harmful.  IM occurs most frequently when transmitters and receivers come close to each other.
The primary scenarios that a ScmIntermodulationMask addresses are:
Co-location of susceptible radios on the same platform,
Co-location of susceptible radios in the same facility,
Co-location of susceptible radios in the same device, and
High power transmitters that are prone to generating IM in passive components.
IM modeling is less concerned about mobile systems that by happenstance come in proximity to each other.  Although some factor of risk might be associated with this event, this type of occurrence of IM is likely rare and when it does occur is short lived as systems eventually move apart from each other.  
IM products that result from the mixing of an image frequency with the local oscillator of a superheterodyne receiver are not as dependent on proximity as on the filtering characteristics of the front end of the receiver as conveyed by the intermodulation mask.
Required data elements and their meaning
IM masks differ from a ScmSpectrumMask or a ScmUnderlayMask in that the ScmIntermodulationMask defines a spectrum filter as opposed to a power spectrum density.  ScmIntermodulationMask types also do not incorporate frequency channelization. There are two uses of IM masks: input and output, which are identified by their context.
Input-type masks are found in ScmReceiver types. Input-type masks shape multiple incoming signals (e.g AScmChannel types) and determine how those multiple signals combine with each other to generate IM products. The calculated power spectrum density of each IM products is the level at the modeled receiver input.
Output-type masks are found in ScmTransmitter types. Output-type masks describe how an output signal combines with other ambient signals to generate IM products. The calculated IM products are all amplified and emitted by the modeled transmitter.
ScmTransceiver devices use an ScmIntermodulationMask according to the instant function under evaluation: receipt or transmission of a signal.
Each ScmIntermodulationMask entry in a SCM applies to a single intermodulation order.  For superheterodyne receivers and image frequencies the order is always set to one (1) and the mask configuration will also describe the heterodyning configuration intermediate frequency (IF) and whether the local oscillator frequency is below or above the received frequency.
Developing IM masks for a radio involves testing systems for IM distortion and measuring the effect.  A possible concern in modeling is that susceptibility to IM occurring among co-located radios is a function of the platform on which they are mounted as the platforms provide some shielding.  It may be necessary in models to associate IM masks with specific radios of a system rather than to the radios in general.  
Modeling typically assumes that where radio signal power is strong enough that intermodulation will occur and so a confidence configuration is typically not used for fixed devices.  However confidence attributes may be configured for mobile devices to describe the likelihood that radios will come into close proximity and warrant an assessment of IM interference.  The AScmRadioDevice Platform type allows the modeling of this occurrence.  A ScmPlatform type enables the correlation of proximity and a statistical probability that radios with a common ScmPlatform are colocated within the same ScmLocation.
Schema syntax
The ScmIntermodulationMask type is only used when there is a known susceptibility to IM.  There may be multiple IM masks per model for each order of IM.  In the case of a modeled receiver IM mask for heterodyning the order is specified as one (1), the intermediate frequency is noted, and high or low-side injection is indicated.
The mask data element specifies a frequency-dependent power amplification as a set of AScmChannel / relative power (dB) pairs. A ScmIntermodulationMask mask must contain at least one channel / power pair in the set as this is the minimum necessary to specify some quantity of bandwidth over which amplification applies. In practice the frequency range of a ScmIntermodulationMask may be limited to the spectrum of interest to the model.
[bookmark: _Toc396749686]AScmPolicyType 

	Element
	Type/UOM
	Description

	name
	String
	A user-recognizable name for the the policy type. 

	configuration
	Map<String, String>
	A paired set of String-encoded key/value parameters. Keys are used to retrieve values and must be unique.

	protocolList
	List<ScmProtocol>
	ScmPolicy RULE types must have one or more associated POLICY descriptions. 


An AScmPolicyType is an abstract data element that determines how a system will use spectrum. Abstract data elements are not implemented directly, but rather define a minimum contract that any real-world implementation must meet. In this instance, the AScmPolicyType is extended by two implementations: 
· ScmPolicyRule and
· ScmPolicyProtocol
Each implemented type may be used wherever an AScmPolicyType type is required, according to the modeler requirements. An AScmPolicyType enables two important capabilities:
1. It provides a means to specify how spectrum sensing may be used to inform spectrum use decisions, adding flexibility in the management of cognitive RF systems, radios and radars.
2. It provides a means to exploit reuse opportunities that come from knowing the specific behaviors of incumbents.
The AScmPolicyType describes either the parameters of a spectrum RULE or the technical aspects of a spectrum PROTOCOL, both of which determine how a system will use spectrum. The distinction between a policy rule and protocol is the scope of applicability and how each is applied to influencethe spectrum access decisions and behaviors of a modeled radio system. Rules and protocols are modeled using the same AScmPolicyType as they both affect how a modeled radio consumes spectrum, but in different ways.
Usage
An optional name attribute is available for modelers to identify the ScmPolicy for easy reference. The AScmPolicy is configured by a set of one or more String-encoded key / value pairs. A RULE configuration (ScmPolicyRule instance) should specify matching criterion, and a PROTOCOL configuration (ScmPolicyProtocol instance) should specify use criterion for one or more aspect of timing, frequency use and power output. 
An AScmPolicyType configuration only applies to spectrum defined in its SpectrumConsumptionModel.  AScmPolicy instances associated with a ScmTransmitter describe the particular of that modeled transmitter whereas instances associated with a ScmReceiver indicate the interference boundary applies if the particular behavior is employed by the interfering system.  
ScmPolicyRule

	Element
	Type/UOM
	Description

	protocolList
	List<ScmPolicyProtocol>
	A list of spectrum protocol configurations.


An ScmPolicyRule description extends the AScmPolicyType with a list of asociated ScmPolicyProtocol instances. A ScmPolicyRule specifies the conditions that must exist for a radio to consider spectrum available for use.  Once a ScmPolicyRule’s conditions have been satisfied the modeled radio may chose a ScmPolicyProtocol description associated with the ScmPolicyRule. The protocol ScmPolicy then describes the technical procedures and decisions that a modeled radio or system must implement.
A ScmPolicy RULE configuration provides guidance to the reasoning components of a modeled cognitive radio system.  The cognitive system must observe the available spectrum and validate the configured rules to determine if and when a ScmPolicy RULE applies. Once a ScmPolicy RULE is matched with the environment the modeled radio system may select from one or more associated PROTOCOL configurations for its actual spectrum consumption and use.
ScmPolicyProtocol

A ScmPolicyProtocol extends the AScmPolicyType but does not modify its basic configuration. The ScmPolicyProtocol specifies the mechanics, timing and other technical parameters of spectrum access. An advantage of using clearly defined protocols is to enable spectrum sharing at much finer time resolutions and thereby enable more efficient reuse.
[bookmark: _Ref367686672][bookmark: _Toc396749687]Computing compatibility
The compatibility of two modeled systems is based on an objective analysis of those system’s respective SpectrumConsumptionModel configurations.  Model compatibility computation is roughly equivalent to a link budget analysis, where a modeled transmitter’s ScmSpectrumMask and a modeled receiver’s ScmUnderlayMask provide a power margin indicating the propensity of the former system to interfere with the latter.  If the transmitter’s calculated power is below the threshold established by the receiver model that transmitter receiver pair is compatible: the transmitter will not cause harmful interference to the receiver.  ScmSystems are compatible when all of the transmitter and receiver models are compatible with each other, and ScmCompatibilitySets are similarly compared.
In cases where a radio device is susceptible to intermodulation the compatibility assessment must also consider IM effects.  
This chapter describes the various computation methodolodies used in determining spectrum compatibility between modeled systems and sets.
[bookmark: _Toc396749688]Evaluating temporal coincidence
If two models are not temporally coincident then they are not compatible and no further analysis is required. Temporal coincidence is determined by analyzing the dateTime elements of each model’s ScmSchedule type and determining if any periods overlap. This is among the simplest assessments to make. Two models are temporally coincident if the start time of one model falls within the period of the other. It does not make a difference which of the two models overlaps the other.
[bookmark: _Toc396749689]Evaluating spectral coincidence
If two models concern entirely different spectrum bands then they are not compatible and no further analysis is required. Spectral coincidence is determined by analyzing the ScmSpectrumMask and ScmUnderlayMask of modeled transmitters and receivers, respectively, to determine if any occupied frequencies overlap. 
[bookmark: _Ref366217611][bookmark: _Toc396749690]Link budget computation
In a spectrum consumption model the power spectral flux density is the basic measure used to assess compatibility between two radio devices.  PSFD is what a remote device will observe from a given transmitter’s signal, and a minimum PSFD level is required by receivers to establish signal lock.  
At a modeled transmitter, the ScmPowerLevel, ScmSpectrumMask, and ScmPowerGain collectively establish an upper bound on the transmitted power spectral flux density.  At a modeled receiver ScmPowerLevel, ScmUnderlayMask, and ScmPowerGain collectively establish the maximum allowed power spectral flux density from an interfering transmitter at the receiver’s input.  The ScmPathLoss determines the attenuation of the transmitted power spectral flux density as a function of distance. These concepts are illustrated in Figure 23. 

[bookmark: _Ref381591310]Figure 23 – Assessing compatibility using power spectral flux density
[bookmark: _Toc396749691]ScmTransmitter link budgets
The power spectral flux density of a signal is the ScmPowerLevel, scaled by the ScmSpectrumMask and ScmPowerGain, where power is recorded in units of dBW/MHz/m2.  
Given the location or operating area/volume of the a modeled transmitter and the location of a modeled receiver the distance and direction between the two of them can be established with a certain degree of accuracy and the power spectral flux density of the transmitter at the receiver can be computed in three steps:
1. Adjust the transmitter ScmSpectrumMask by the ScmPowerLevel power value. The result is a piecewise linear graph of power (dBW) versus frequency (MHz).
2. Adjust the output of Step 1 by the ScmPowerGain in the direction of of interest. The ScmPowerGain component is a surface covering the entire receive location extent. The result is a piecewise linear graph of power (dBW) versus frequency (MHz) versus area (m^2), or dBW/MHz/m2.
3. Adjust the output of Step 3 by the predicted ScmPathloss value for the direction and distance of interest. The result remains a piecewise linear graph of power (dBW) versus frequency (MHz) versus area (m^2), or dBW/MHz/m2.
[bookmark: _Toc396749692]ScmReceiver link budgets
A ScmReceiver link budget is calculated in similar fashion as for a ScmTransmitter, except that the ScmUnderlayMask is substituted for the ScmSpectrumMask.
Potential interference is then computed with an additional two steps:
1. In this case the ScmPowerGain is absorbing energy according to its directional gain. Adjust the ScmUnderlayMask by the ScmPowerGain in the direction of the DESIRED transmitter. The direction is a surface covering the entire transmitter location extent. The result is a pieceise linear graph of power (dBW) versus frequency (MHz) versus area (m^2) or dBW/MHz/m2. 
2. Adjust the output of Step 3 by the ScmPowerGain of the power map construct in the direction of the interfering transmitter. The result is a pieceise linear graph of power (dBW) versus frequency (MHz) versus area (m^2) or dBW/MHz/m2.
[bookmark: _Toc396749693]Choosing a pathloss model
Both transmitter and receiver models may have an associated ScmPathLoss model.  By default the path loss model implying greater separation (i.e. the one that predicts least attenuation ) is used.  However there are cases where other criteria dictate the preference to the transmitter’s or receiver’s propagation map.  The following exceptions to the default selection are in the order they should be considered.
1. The modeled receiver is part of a system with precedence over the modeled transmitter’s system.  In this case the ScmPathLoss of the receiver shall be used for propagation computations.
2. One component is stationary and the second is mobile and operates in a location that does not intersect with the stationary component. In this case the ScmPathLoss of the stationary component has precedence.
3. A modeled receiver operates on a surface with a specified antenna height and the modeled transmitter ScmPathLoss is configured with receiver antenna height values and the transmitter PowerLevel is 10 dB or greater than the receiver PowerLevel. In this canse the ScmPathLoss of the the transmitter is used.
[bookmark: _Ref366246306][bookmark: _Toc396749694]Evaluating power margins 
A ScmSpectrumMask defines the spectral and relative power bounds of a transmitted signal while a ScmUnderlayMask defines the limit to interference as a function of frequency and relative power. Actual power levels in both cases are dependent upon other elements in the model yet, in relative terms, these masks by themselves can allow modelers to compute a simple power margin. 
A power margin may be computed using a spectrum mask and an underlay mask in their original form or in the scaled form described in Section 8.3. In the former case, the power margin conveys the amount of attenuation necessary between the interfering transmitter and the receiver to achieve compatibility. In the latter case, the power margin conveys whether the transmitter and receiver are compatible.
In many cases the evaluation of compatibility must consider the interference at a receiver from multiple concurrent transmitters. The approach to assessing compatibility in this scenario differs by the computational method specified for the underlay mask. 
There are multiple types of masks. Transmitter models may have a spectrum mask for a signal that is continuous, pulses, or frequency hops. Receiver models may have underlay masks that are rated for interferer bandwidth, frequency hopping, or DC. In cases where receiver models have multiple types of underlay masks, part of the power margin computation involves determining the specific underlay mask to use.
[bookmark: _Ref366385902][bookmark: _Toc396749695]Computing a power margin
Modelers can use two methods to compute the power margin between a ScmSpectrumMask and a ScmUnderlayMask: 
· TOTAL POWER and 
· MAXIMUM POWER DENSITY.
The modeler identifies which method is to be used with the powerMarginMethod attribute within the ScmUnderlayMask. The method affects the assessment of aggregate interference from multiple signals. See Section 8.9 for more details.  Particular criteria govern the use of the bandwidth, BTP, and DC-rated masks, but all of these mask types must specify and use either TOTAL POWER or MAXIMUM POWER DENSITY for computing a power margin. 
[bookmark: _Toc396749696]Total power method
When computing total power for a power margin the modeler uses the shape of the ScmUnderlayMask to convey the attenuation that the receiver filter performs on arriving signals and uses the power levels of the mask to convey the total amount of power of the allowed interference.  The total power approach to determine power margin has four steps:
1. Determine the allowed interference the underlay mask permits
The allowed power that an underlay masks permits is specified as the total power within the lower 3 dB bandwidth of the underlay.  Determining this value involves identifying the part of the mask that is within the 3 dB band and integrating across that part of the mask for the total power.  A 3 dB bandwidth underlay mask simply adds 3 dB to the configured ScmUnderlayMask and remains a piecewise linear graph of power (dB) versus frequency (MHz).  



















Given two consecutive points, and ,  within a graph segment the equation for the line is  where  and .  The total power under the segment is determined in the linear scale and so within the segment between  and , , is . For segments where  and , , where  and ,, and where , .  Given multiple computed powers from multiple line segments, the allowed interference, pallowed_interference, in dB is specified as .
2. Adjust the shape of the interfering ScmSpectrumMask based upon the shape of the receiver ScmUnderlayMask
The modeled receiver’s underlay mask reshapes the modeled interfering transmitter’s spectrum mask.  The underlay mask specifies a filter that adjusts the spectral power density of the interfering signal.  The new mask will extend for the full bandwidth of the underlay mask.  Each point in this new mask matches one of the points in either the underlay mask or the spectrum mask.  The power adjustment made to the spectrum mask is the difference in power of the underlay point at the specified frequency and the lowest power value of the underlay mask. 

For example: say the lowest power of the underlay is pl. and the power of the underlay atf1 is p1.  Let ps1 indicate the power of the spectrum mask at f1.  The new power of the spectrum mask at f1 after the adjustment is .  For the points within the underlay mask but outside the original spectrum mask, the points are added and the power levels are derived by determining the adjustment the underlay mask dictates for those frequencies but applied to the power levels at the end inflection point of the original spectrum mask.
Figure 24 provides a graphical example of reshaping the an underlay mask.  Each inflection point entry in of both the original spectrum mask and the underlay mask are part of the newly shaped spectrum mask.  The difference between the lowest power of the underlay mask and the power at a particular frequency in the underlay mask determines the attenuation at that frequency between the original spectrum mask and the reshaped spectrum mask.  
The reshaped spectrum mask has the same bandwidth as the underlay mask.  In the cases where the reshaped spectrum mask it covers frequencies outside the frequencies covered by the original spectrum masks, then reshaping uses that the power value at the closest frequency of the original spectrum mask as the power to adjust in the frequency extension of the mask.

[bookmark: _Ref366169901]Figure 24 – Graphical example of an underlay mask shaping a spectrum mask
3. Compute the total power in the reshaped spectrum mask


With the new, reshaped ScmSpectrumMask from Step 2 one may now determine Calculate the total power within the new, reshaped ScmSpectrumMask from Step 2 mask by integrating the piecewise linear graph in a similar manner as described in Step 1 above.  Given powers for all the segments of the reshaped mask, , the total interference power is  .  These power values have units of dB.
4. Find the difference between the total power of the reshaped spectrum mask and the allowed interference specified by the underlay mask. 

The final step is determining the power margin from the masks. PMmask.  The power margin determined from the spectrum and underlay mask, PMmask, is the difference between the interference power predicted by the interaction of the masks and the allowed interference permitted by the underlay mask, .
[bookmark: _Toc396749697]Maximum power spectral density method
When computing maximum power spectral flux density for a power margin  an interfering signal is compatible with a underlay mask if its power levels are above those of the spectrum mask.  This concept is illustrated in Figure 25, where several instances of acceptable interfering signals as determined by an underlay mask are shown.

[bookmark: _Ref365114172]Figure 25 – Compatible interfering signals given an underlay mask that specifies the maximum power spectral density method for arbitrating compatibility
The power margin in this instance is the adjustment that must be made to the spectrum mask to make it just touch the underlay mask.  Figure 26 is a graphical example of the method, where the spectrum mask has been lowered by 8.56 dB to eliminate the overlap. The power margin is therefore 8.56 dB.  
When the power margin is computed using the link budget adjusted spectrum and underlay masks, the two are compatible if the PMmask≤ 0 dB.

[bookmark: _Ref366170592]Figure 26 – Graphical example of determining power margin using the maximum power density method
The maximum power spectral density method is indifferent to the number of interfering transmitters.  Each is compatible if it satisfies the underlay mask.
[bookmark: _Toc396749698]Using policy and protocol
When a modeled transmitter and receiver are specified with matching AScmPolicyType configurations then that policy model may be used to assessing their respective compatibility in lieu of the ScmUnderlayMask.  In this instance the receiver policy and protocol will specify the method to use for computing a power margin.   
[bookmark: _Toc396749699]Determining the compatibility of multiple interferers using their total interference power

Power margin computations allow analysts and management systems to determine the contribution of the masks' portions of models for larger link budget computations for compatibility between models.  These computations can be done at any time leading up to the final determination.  In cases where interference involves multiple arriving signals at a receiver, there is no single power margin.  Rather, assessments must consider whether the collection of arriving signals is compatible or not.  In these computations, the analysis first considers the effects of the other constructs to determine the appropriate link budget scaled masks at the point of interest.  These link budget scaled masks allow the computation of power margin for each pair of systems.  Given a receiver that experiences interference from multiple transmitters for which each interference power, pinterference-i, is known, the receiver is compatible with the collection of interfering transmitters if:.
[bookmark: _Toc396749700]Using Bandwidth Rated Masks
The bandwidth rated masks exist to provide a similar approach to accommodating higher power spectral densities when there are narrowband interfering signals for masks that use the maximum power density method of power margin computation.  For the purposes of applying this model the bandwidth of an interfering signal is determined from its spectrum mask and is the bandwidth between the -20 dBpoints.  Figure 27 illustrates an example of this bandwidth determination for a pair of signals.

[bookmark: _Ref366171371]Figure 27 - Example measurements of narrowband signal bandwidth
When computing the compatibility of multiple narrowband signals, any signal beneath the full bandwidth underlay mask may be ignored.  When there are multiple signals, the effective bandwidth is the sum of their bandwidths.  The effective maximum power spectral density, EPSD, is a normalized power spectral density of the collection of signals determined by the following equation.


If both the effective bandwidth (i.e. the sum of the bandwidths) and the effective power spectral density is less than the bandwidth rating and the power density of one of the bandwidth rated underlay masks then the combination is compliant and the computations can stop.  Otherwise, these should then be adjusted to the bandwidth of the next highest bandwidth underlay and a bandwidth adjusted effective power spectral density, BAEPSD, is computed for use with this underlay mask spreading the power density to that of the bandwidth of the underlay mask.  


A use is acceptable if the bandwidth adjusted effective power spectral density is less than the restriction of an underlay mask with a reference bandwidth larger than the effective bandwidth.  Note that when an underlay mask is multilevel, the power of a signal that falls in the range of a less restrictive segment of the mask is reduced to a level equally displaced from the most restrictive segment.
The goals of using multiple bandwidth specific underlay masks are to provide a means to compute differences in allowed interference based on the bandwidths of signals in a method that makes compatibility computations simple.  At present, there is no theory on how to create these underlay masks and doing so would likely require experiments with the modeled equipment.
[bookmark: _Toc396749701]Evaluating the compatibility of low duty cycle signals
Modelers may use either the duty cycle rated underlay masks or the BTP rated underlay masks to capture a greater tolerance to the power of interfering signals when they occur briefly and have narrow bandwidth.  The duty cycle rated masks use the total power method of determining power margin and the BTP masks use the maximum power density method.  Compatibility computations in these cases start by verifying that the combination of interfering signals meets the duty cycle and maximum dwell time limits of duty cycle rated underlay masks or the BTP rating of bandwidth-time rated underlay masks.  If so, the next step is to assess whether the power levels of the signals meet the power thresholds specified by the underlay mask.
Frequency-hop rated spectrum masks of interfering systems provide the characteristics of signals that allow the computation of the duty cycle and the determination of whether the maximum dwell time constraint is met.  The duty cycle is the fraction of time, on average, that a signal is on within the bandwidth of the underlay mask.  The dwell time comes directly from the spectrum mask.  When multiple frequency and time hopping signals arrive at a receiver we assume that they do not overlap in time and so the effective duty cycle is the sum of their duty cycles and the effective dwell time is the sum of their dwell times.  Since center frequencies of frequency hopping are generally pseudo-random, the assessment of the total power of interference uses the signal that is least attenuated by the underlay mask as the representative signal to determine the power of the interference.
[bookmark: _Toc396749702]Evaluating the compatibility of frequency hopped signals



Frequency-hop rated spectrum masks of interfering systems provide the characteristics of signals that allow the computation of the BTP.  Let  and  be the lowest and highest frequency of an underlay mask and  define the range between those frequencies.  Let S be the set of signals that are contained within or partially extend into that range.  Then the overall BTP of a system is computed as

,



where is the portion of the bandwidth of a signal that is in the underlay mask frequency range, is its dwell time, and is its average revisit time.  The bandwidth of a signal is the bandwidth where the mask is 20 dB below peak.  When a frequency list is used, this bandwidth is applied for every signal within the range.  When a signal is partially in the range then only the portion of the bandwidth that is within the range is summed.  When a frequency band list is used to specify the frequency hop signal, then there is one bandwidth that is prorated by the portion of the total frequency range of the frequency band list that is also in the underlay mask frequency range.
The BTP of a collection of frequency hop signals is the sum of their BTPs.  In the case of multiple frequency hop signals, there is no effective bandwidth power computed.  The BTP of a collection of frequency hop signals determines the mask to use.  The BTP masks only use the maximum power spectral density power margin computations.  When the sum of the BTPs of multiple systems is compliant with a particular underlay mask then the next assessment is to ensure the signals of each of the systems have a power density less than that specified by this underlay mask.  If the signals of systems meet this power criterion, then the combination is compliant.
[bookmark: _Toc396749703]Evaluating the Compatibility with Particular Policies or Protocols
When a transmitter model identifies a particular protocol or policy that matches the protocol or policy associated with an underlay mask then that underlay mask may be used with the transmitter model in the power margin computations.  Generally, the use of a protocol or policy that allows coexistence with an RF system permits the use of an underlay mask that is much less restrictive than an unrated underlay mask.
[bookmark: _Toc396749704]Selecting the appropriate underlay mask
When receiver models provide multiple underlay masks, then it becomes necessary to select the underlay mask that applies to a particular transmitter model.  The following list provides the precedence for selecting the underlay mask to use when one transmitter or one receiver interact.
1. When the transmitter model specifies a policy or protocol and a receiver model has an underlay mask with a common policy or protocol specified, then use that underlay mask. 
2. When a transmitter model indicates that a signal pulses either because it hops or is just infrequent as would be the case with a radar, first determine if a receiver model has DC rated masks and assess whether the signal meets the criteria of anunderlay mask, i.e., the DC is less than the DC of the underlay mask and the largest dwell time is less than the maximum dwell time of the underlay mask.  If the receiver has multiple DC rated underlay masks, use the underlay mask that has the largest minimum power spectral density level for which the criteria can be met.
3. When a transmitter model indicates that a signal pulses or hops as above and a DC rated mask cannot apply, then determine if the receiver model has BTP rated underlay masks.  If so, check if the BTP of interfering signal meets the criteria of one or more of the underlay masks.  If the receiver has multiple BTP rated underlay masks, use the underlay mask that has the largest minimum power spectral density level for which the criteria can be met.
4. When the transmitter model has a smaller bandwidth than the receiver model, determine if the receiver model has bandwidth rated underlay masks.  If so, check if the bandwidth of the transmitted signal meets the criteria of one or more of the underlay masks.  If the receiver has multiple bandwidth rated underlay masks, use the underlay mask that has the largest minimum power spectral density level for which the criteria can be met.
5. When none of the transmitter models can meet the criteria of the rated underlay masks or there are no rated underlay masks, use the unrated underlay mask to determine compatibility.
When interference arrives at a receiver from multiple transmitters the same rules and precedence will apply but first there must be an assessment of whether the combined effects of the transmitters would meet the criteria of the ratedunderlay mask that is used.  Thus, this type evaluation would start with assessing whether the combined signals form a low-DC signal, then a frequency hop signal, or would still combine and be considered narrowband a signal.  These methods are described in Section 8.4.1.
[bookmark: _Toc396749705]Assessing image frequency and intermodulation effects
IM masks capture both image frequency and IM effects.  Most radios designs that use heterodyning concurrently select front end filters and an IF that prevent image frequencies in the bands they operate and so the susceptibility to image frequency interference is not modeled.  In cases where it is modeled the modeler is indicating this vulnerability and the analysis of interference includes the channel that is modeled by the underlay mask and then the channels that fall within the image of the underlay mask as reflected on the opposite side of local oscillator frequency.
IM effects involve the interaction of two or more devices to cause interference at yet another device.  The source of the IM is distant from the victim in the case of transmitter IM and is the victim of the interference in the case of receiver IM.  The combinatorics that can be involved with arbitrating IM could make arbitrating compatibility among a plurality of devices computationally intensive.  Fortunately, IM is most often a problem for high power transmitters (e.g. commercial broadcasters) or for transmitters and receivers that are close to each other.  To consider IM in the spectrum management problem first requires that it be modeled.  In the case that the condition would normally require devices to be in close proximity for IM to be an issue, the modeler assists in the reduction of computations by identifying locations where the evaluation should be limited using the platform construct.  Thus, IM is evaluated at all high power transmitters with IM masks and for all other systems with IM modeled when devices are co-located at the same platform.  The criteria for a high power transmitter would be the lower of that established by the spectrum management enterprise or by the local regulating administration.
[bookmark: _Toc396749706]Power margin with receiver intermodulation masks that indicate susceptibility to image frequencies



Compatibility computation for an IM mask of a superheterodyne receiver starts by determining the bands in which image frequencies occur.  This determination uses the information in the IM mask and in the receiver's underlay mask.  The combination of the intermediate frequency, , and injection side, high or low, in the underlay mask, and the center frequency, , of the passband of the underlay (i.e. either the frequency at the point of the lowest power level of the mask or the center of the region with the lowest power) provides the frequency of the local oscillator, :


The intermediate frequency is usually below the center frequency.  We describe the case where it is not for completeness.  The center frequency of the image is on the opposite side of the local oscillator.


The frequencies of interest are those within the total bandwidth of the underlay mask shifted in frequency and centered at the image frequency.  The attenuation specified by the IM mask is applied to these signals before determining the level of interference they cause.
There are two approaches to computing the compatibility of signals within the band of image frequencies of a receiver.  The first is to identify the band of the image frequencies and then to translate the signals that are present in that band to the frequencies of the underlay mask.  The IM mask is applied to these image signals prior to their translations.  The equations for this translation are:


This translation causes the arriving signals to be their reflection in the underlay.  If this is done for each inflection point of an image signal mask, the new mask will be a reflection of the previous mask.
The second and easier approach is to translate the underlay mask to the image frequency and to reshape it to account for the effects of the IM mask, thus creating an image underlay mask.  Figure 28illustrates an example.  The underlay mask of the receiver model is illustrated on the right.  The underlay mask for the image frequencies is reflected about the local oscillator frequency and appears on the left.  The shape of the IM masks increases the rate of attenuation of the underlay mask on its left edge. 

[bookmark: _Ref366473612]Figure 28 – Example of creating an image frequency underlay mask
[bookmark: _Toc396749707]Power margin with a transmitter intermodulation mask
Transmitter IM consists of the IM product of the transmitted signal and other signals that arrive at the transmitter antenna.  An IM product is interesting if the distant signal falls within the bandwidth of the input IM mask and the IM product falls within the bandwidth of the output IM mask.  The power of the transmitter's signal is dominant in determining the power of the IM product.  For modeling and compatibility computation purposes, the transmitted signalinput to intermodulation is the scaled spectrum mask at the one meter point from the transmitter.  This is the transmitter’s spectrum mask scaled by the model’s total power and power map constructs.  The distant transmitter input is the link budget scaled mask at the location of the transmitter where IM occurs.  This is the same link budget scaled spectrum mask that would be used for assessing interference at a receiver at the same location and includes the scaling from the total power and power map constructs, and propagation using the appropriate model indicated by the propagation map construct and the separation distance between the two transmitters.  Given these two inputs, the computation of the IM product that is transmitted has three steps:
1. Reshape the arriving signal by the inputIM mask.
The scaled spectrum mask of the signal that arrives at the transmitter is shapedby the input IM mask.  The power levels of the spectrum masks are adjusted according to the power levels of the input IM mask.  The shaped signal only includes the portion of the signal in the frequencies covered by the input IM mask.  The portion of the spectrum mask the lies outside this range is truncated from the shaped spectrum mask.



For example assume the spectrum mask of the arriving sign is , the input IM mask is , and .  The shaped spectrum mask would be

.
2. Combine the signals that are intermodulated.



Combining masks that intermodulate with each other is approximated.  The combined signal is assumed to have the sum of the bandwidths of the two masks.  The approximation of the combining uses up to four points of each mask: the two end points and then the two highest power points of each spectrum mask.  Each point of one mask is paired with a corresponding point in the second mask and their power and frequencies are combined.  Consider the two masks  and .  The first mask has more than four points with the two highest power terms being pa2 and pa3.  In the combining process we would use the mask . If the IM product is a sum of the two signals the combining is performed pairwise between each ordinal point in the two masks.  The mask of the IM product would be 

.
If the IM product is a difference, then the frequencies of the points of the spectrum mask of the subtracted signal are subtracted in reverse order from the first, their powers are added, and the combined signal becomes

.
When there is higher order IM, this process is repeated for each pair.  For example, if the signals S1 and S2 are combined into the third order IM product, 2S1 – S2, then the two signals s1 and s1 would be combined to create 2S1and then 2S1would be combined with S2 to form the final product.
3. Amplify the signals that are intermodulated by the outputIM mask.
The last step is to shape the IM product by the output IM mask.  This operation is performed exactly as the shaping done with the input IM mask.
The output of this process is the signal at the transmitter where IM occurs.  Assessing whether the IM product is harmful requires determining if it interferes with any distant signal operating in the same band of the IM product.
[bookmark: _Toc396749708]Power margin with a receiver intermodulation mask
In receiver IM, multiple arriving signals mix within a receiver and create the IM product.  Rather than using an input and an output IM mask, receiver IM only uses one mask, an input IM mask.  Each receiver input IM mask is rated for a particular IM order.The arriving signals of interest are those that fall within the bandwidth of the input IM mask.  The IM products of interest are those that fall within the bandwidth of the receiver underlay mask.  The intermodulating signals that arrive are first shaped by the input IM mask and are then combined.  The shaping follows the same procedure as described in Step 1 of the transmitter IM process and the combining follows the same procedure as described in Step 2.
[bookmark: _Toc396749709]Meeting protocol or policy criteria
The policy or protocol construct identifiesa policy or protocol with a name and a list of parameters.  The policy or protocol names and the meaning of the parameters are not defined by this standardand it is intended that they can be added as they are developed.  It is anticipated when they are defined the parameters would define particular performance measures.  All parties that respond to these policies or protocol will know what they mean.  The particular parameters may be specific or could be an upper bound or lower bound on a particular measure of performance.  When a receiver model specifies a policy or protocol, then the model provides a restriction that can only be applied to a transmitter that uses the same policy or protocol with parameters that meet or exceed (less than an upper bound or greater than a lower bound) the measures listed in the receiver model.
[bookmark: _Toc396749710]Criteria for planar approximations
The various computations above can be quite complex for locations on a spherical earth.  Fortunately, most reuse opportunities will involve reusing spectrum in close proximity to an incumbent.  Appendix B demonstrates that at distances of 200 kilometers or less the effect of a curved surface as opposed to a planar approximation is insignificant.  However, it is far easier to build algorithms and to do the computations in a planar approximation than in the actual elliptical representation and so the planar approximation is the preferred representation.  So it is suggested that when the distance between a primary user's location and that of a second user's location is 200 km or less that a linear approximation be used.  In this section we define how to convert model locations and directions to a planar approximation.
The conversion of a pair of models to a planar approximation for analysis of compatibility has four steps: 
1. Find the centroid of the location of each of the models as projected onto the surface of the earth, 
2. Compute the great circle distance between these centroids,  
3. Place these centroids on a planar surface separated by the great circle distance and minimize an equal error in the relative azimuths between the two centroids,[footnoteRef:12] [12:  The azimuths of the two tangent planes will likely not point to each other at the great circle distance and so the centroids are shifted so that the error in azimuth from on centroid to the other as compared to what it was for the tangent planes is the same regardless of which centroid is the origin.] 

4. Rotate the points used to define the location volume to maintain the same azimuth and distance from the centroid as in the ellipsoidal coordinates.  Assume the directions in power and propagation maps remain unchanged.
[bookmark: _Toc396749711]Constraining points
In most cases the models of spectrum consumption will not use points to define the locations of the systems but rather surface areas or volumes.  Given either a surface area or a volume for a transmitter and a constraining receiver, determining the maximum interference caused by the modeled transmitter to the modeled receiver requires identifying the pair of locations of the transmitter and the receiver that result in the greatest interference to the receiver.  These points are referred to as the constraining points.  If the transmitter and receiver combination is compatible at the constraining points they are compatible for any placement in their respective locations.
Since signals attenuate over distance, if all other factors are the same then shorter distances result in stronger signals.  The constraining points will be the pair points in the two operating locations that are closest.  However, the two closest points between the two locations are not necessarily the most constraining when power maps or propagation maps have direction differences.  Determining the constraining points is non-trivial and provides opportunity for the development of algorithms and heuristics to accomplish the tasks efficiently.  The following is a brute force method for determining constraining points.
1. For both the transmitter and the receiver combine the effects of the power map and the propagation map creating a new map vector where the values associated with solid angles are the pathloss model and power pairs.
2. Execute a pairwise comparison for each combination of a transmitter and a receiver sector of the new vectors.  For each identify the two points in the transmitter and receiver areas that are closest to each other where the two sectors apply and compute the permitted transmit power.
3. Select the smallest power from the collection in step 2.  This is the constraining power and the points used to compute that power are the constraining points between the two models.
Step two is the most complex of the computations.  Many of the pairwise computations can be eliminated by simple tests that assure they cannot generate the constraining points, e.g. a determination that the two sectors can never point towards each other.  Others, however, may only be found in subspaces of the two locations.  The computation requires identifying the subspace and then the constraining points in those subspaces. 
[bookmark: _Ref367870645][bookmark: _Toc396749712]Assessing aggregate compatibility
Aggregate compatibility occurs when a receiver is compatible with all possible sources of interference in aggregate. This computation is usually executed in the process of considering whether a new use can be added to a collection of incumbent uses.  These computations are necessary when receiver underlay masks use the total power computation method for mask power margin or with bandwidth rated and BTP rated underlay masks that use the maximum power density method of computing power margin.
[bookmark: _Ref367726274][bookmark: _Toc396749713]Aggregate interference
Given two models, compatibility requires determining the constraining points between the two models and then verifying that the interference does not exceed the thresholds defined by the models at those points.
The assessment of aggregate interference at a receiver uses an assessment at each of the receiver constraining points of the previous pairwise assessments for the combined interference of the set of interfering transmitters.  If the SCM of a transmitter or receiver use several areas or volumes to define the location of use,[footnoteRef:13] then each will have a constraining point relative to the individual surfaces or volumes of another model.  All of these constraining points, not just the dominant point of the aggregate location, are assessed to determine the aggregate interference.  If is likely that an additional constraining point will need to be determined for the transmitters that cause the additional interference at each of these fixed receiver point location.  If the aggregate interference at each receiver constraining point is less than the threshold specified for the receiver then the receiver can tolerate the aggregate interference.  For example, say there are two transmitter models, A and B, that interfere with a receiver model and that the constraining points between the receiver and transmitter A are pntRA and pntTA and the constraining points between the receiver and transmitter B are pntRB and pntTA.  A new constraining point for transmitter B would be determined for the operation of the receiver only at pntRA and the interference from the transmitter B at this point would be combined with the interference with the interference from transmitter A from pntTA.  A similar assessment would be made for the combination at pntRB.  The aggregate interference is acceptable if the aggregate interference at each of these points is acceptable. [13:  Locations constructs must be convex and so to define a non-convex location requires the use of multiple location construct elements.] 

[bookmark: _Toc396749714]Aggregate interference with transmitter IM
Multiple transmitterscan combine to create interfering transmitter IM products.  When a transmitter model includes a construct for transmitter IM, then assessments are made whether neighboring transmitters create IM products with that transmitter.  Assuming they do, the computations of its contribution to interference at distant receivers use all the constructs of the original transmitter model but with the power spectral density of the IM product.  The final assessment uses the same process of identifying the constraining points at the receiver and measuring the aggregate interference at each of these points as discussed in Section 8.9.1 where one of the interfering signals is the IM product.By this specification, transmitter IM products only occur for high power transmitters, which are usually stationary or at devices where all the sources of the IM product are co-located as indicated by the platform computation.  These qualifications reduce the quantity of combinations considered in the evaluation of transmitter IM products.
[bookmark: _Toc396749715]Aggregate interference at receivers with receiver IM
The signals arriving from multiple transmitters may cause IM products at a receiver with an IM mask construct.  The aggregate interference assessment includes those transmitter combinations that create IM products in the band of a receiver underlay mask in addition to those operating in the band.  This interference assessment uses the constraining point method for determining aggregate interference but with additional constraining points added, one for each transmitter that contributes to an IM product that interferes.  Receiver IM usually requires radios to be co-located with the receiver.  In this case, the space used for the receiver IM aggregate assessment is limited to the space where this proximity condition applies.  That space would then become the space that the receiver would operate and if different from that modeled by the receiver, new constraining points would need to be computed for the distant transmitters that interfere but not those generating IM products since they are co-located with the receiver.
[bookmark: _Toc396749716]Assessing compatibility
Modeling spectrum consumption allows a common set of rules and algorithms to be applied to determine the compatibility of spectrum uses or whether spectrum uses can coexist. Section Error! Reference source not found. provided the rules for the fundamental computations used in determining compatible use of spectrum. This section provides the general rules for assessing whether a new use is possible given an authorization listing or an authorization listing with a constraint listing.
[bookmark: _Toc396749717]Model precedence
Spectrum managers establish the precedence of models. If management guidance permits systems to use spectrum by issuing an authorization listing without any accompanying constraint listing then these models are sufficient for determining what spectrum to use. When guidance includes a constraint listing then the use of spectrum must fall within the permissive constraints of the authorization listing and also avoid causing interference with any of the receivers modeled in the constraint listing. The transmitters in the constraint listings define a worst case interference that new uses must accept. In cases where no explicit guidance is available, it is assumed that incumbent uses have precedence over new uses.
[bookmark: _Toc396749718]Assessment process
Compliance to an authorization listing requires that:
· The transmitted signal be within the spectrum mask.
· The power of emission at the transmitter complies with the combined guidance of the total power, spectrum mask, and the power map.  
· The transmitter only transmits when it is in a location where it is authorized to use the spectrum
· The transmissions are within the time limits of the authorization.
Compliance to a constraint listing requires that:
· Spectrum identified in authorization listings not be used if the use causes interference to a receiver modeled in the constraint listing.
· Secondary spectrum users to adjust their use of spectrum in space, spectrum, power, or time to avoid interfering with receivers modeled in the constraint listing.
· Secondary receivers must accept the level of interference that the transmitter models in the constraint listing predict.
A system seeking spectrum to use may employ two strategies for making the choice:
1. It may select a set of candidate channels from the authorization listing, assess the restrictions placed by the constraint listing on the use of those channels and then use the channel with least restrictions. 
2. It may start by reducing the authorization and constraint listings to a smaller authorization listing that is fully compliant with the constraint listing and then use this new listing to find a suitable channel.
Of these two approaches, the first offers the greater number of opportunities of finding spectrum to use and greater visibility on its suitability since potential transmitter interference from incumbents conveyed in the constraint listings may be used directly to assess if interference to the proposed secondary use would be unacceptable.  The second approach is likely to be used in systems where radios only respond to authorization listings and require a system manager to pre-process the guidance received from a spectrum manager. 
The process to arbitrate the compatibility of a new use given the restrictions of authorization and constraining lists follows a sequence of computations that first determines that the use is feasible within the authorization listing, and then determines if it is feasible within the constraints of the SCM of a constraint list, if one is provided.  
[bookmark: _Toc396749719]Compatibility with an authorization list
Compatibility with an authorization list requires that the transmitter SCM of the new use fall within the combined constraints of the total power, spectrum masks, power map, location, propagation map, and time limits, and, when specified, use the listed policy or protocol of an SCM in the authorization list.  It requires that the receiver of the SCM be modeled to require no more protection than that specificed in the receiver portion of an SCM in the authorization list.  The receiver SCM must have a total power, underlay mask, and power map that specifies a power spectral flux density for all frequencies less than that predicted by the those constructs in the authorization SCM.
An authorization SCM does not constrain IM characteristics.  It is expected that new users model their IM characteristics.  IM characteristics may impose restrictions on the new users if IM products caused through the interaction with constraint listing models cause interference at receiver models of the constraint listing.  Thus, only constraint list SCMs place restrictions on IM characteristics.
Determining if a transmitter model falls within the constraints of another
A transmitter model falls within the constraints of an authorization model if:
1. The new transmitter model time limits are within the time constraints of the authorization transmitter model
2. The new transmitter model location is within the boundaries of the location of the authorization transmitter model
3. The transmitter model specifies a policy or protocol that matches one specified by the authorization transmitter model.
The restriction only applies if a policy or protocol appears in the authorization model.  If no policy or protocol is specified, there is no restriction.  The new transmitter model may specify a protocol or policy it will use but it is not considered in determining compatibility.
4. The power spectral flux density of the model is less than that of the authorization model
The power spectral flux density is determined by scaling the spectrum mask using the total power and power map of the model.  The scaled masks are determined for both the new transmitter model and for the authorization transmitter model.  The new use is compatible if for all frequencies of the two masks, the powers spectral flux density of the new model is less or equal to that of the authorization model.
5. The propagation map together with the scaled spectrum mask predict a power spectral flux density less or equal to that predicted by the authorization transmitter model for all frequencies at all locations
Putting a propagation map in an authorization transmitter model prevents new users from placing a more strict restriction onthe new users who follow them.The less restrictive mask does not affect compatibility computations with a constraining receiver model and potentially allows greater interference than the receiver model allows, since the receiver model propagation map has precedence if it predicts greater separation.
A propagation map falls within the constraint of another if the power spectral flux density predicted at distant locations for the transmitter model is less or equalto that of the power spectral flux density predicted by the authorization transmitter model at the same locations.  Generally, this can be tested by determining if the pathloss is greater or equal in all directions, but if the location of use is reduced in the new model or if the starting power spectral flux density is less, the propagation model can predict less pathloss so long as the stated power spectral flux density requirement is met.
Determining if a receiver model falls within the constraints of another
A receiver model may not impose constraints on new users that exceed those specified by an authorization receiver model.  A receiver model falls within the constraints of an authorization model if:
1. The new receiver model time limits are within the time constraints of the authorization receiver model
2. The new receiver model location is within the boundaries of the location of the authorization receiver model
3. The receiver model specifies a policy or protocol that matches one specified by the authorization receiver model or specifies no policy or protocol.
4. The power spectral flux density of the model is greater or equal to that of the authorization model
The power spectral flux density is determined by scaling the underlay mask using the total power and power map of the model.  The scaled underlay masks are determined for both the new transmitter model and for the authorization transmitter model.  The new use is compatible if for all frequencies of the two masks, the powers spectral flux density of the new model is greater or equal to that of the authorization model.
5. The propagation map together with the scaled underlay mask predict a power spectral flux density greater or equal to that predicted by the authorization receiver model for all frequencies at all locations 
Putting a propagation map in an authorization receiver model prevents a new user from placing a more strict restriction on even newer users than the authorization model does.
One propagation map falls within the constraint of another if the power spectral flux density predicted at distant locations for the receiver model is greater than or equal to that of the power spectral flux density predicted by the authorization receiver model at the same locations. Generally, this can be tested by determining if the pathloss of the new SCM is greater than or equal to that of the authorization SCM in all directions. If the location of use is reduced in the new model or if the starting power spectral flux density is larger, the propagation model can predict less pathloss so long as the stated power spectral flux density requirement is met.
[bookmark: _Toc396749720]Compatibility with a constraint list
A new SCM is compatible with a constraint list if the transmitter models of the SCM are compatible with all receiver models in the constraint list and if the new user accepts all interference specified by the transmitter models in the constraint list.  The new user SCM should have a receiver model that conveys that interference, even if the receiver model underestimates the actual susceptibility of the receiver being modeled.  
Determining if a transmitter model is compatible with a collection of constraint models
A new transmitter model is compatible with the SCM of a constraint list if for every receiver model in the constraint listeither condition 1 or 2 below applies or the combination of conditions 3, 4, and 5 below apply:
1. The new transmitter model time limits are outside the time constraints of the receiver model, 
2. The new transmitter model does not have an IM mask and has a spectrum mask that is outside the receiver model underlay mask bandwidth and, if modeled, the IM mask bandwidth.
3. The new transmitter modeldoes not cause interference that exceeds the constraint specified by the receiver model underlay mask either individually or in aggregate with other transmitter models in the constraint list.  Alternatively, if it only interferes individually with a receiver model, it uses a protocol or policy that is specified by that receiver model as allowing compatibility.
4. The new transmitter model does not generate transmitter IM products with other transmitter models in the constraint list that cause interference that exceeds the constraint specified by the receiver model underlay mask either individually or in aggregate with other transmitter models in the constraint list.
5. The new transmitter model does not generate receiver IM products with other transmitter models in the constraint list that cause interference at receivers in the constraint list with receiver IM models.

Determining if a receiver model is compatible with a collection of constraint models
A new receiver model is compatible with the SCM of a constraint list if the receiver model is compatible with every transmitter model or combination of transmitter models in the constraint list.  A receiver model is compatible with a transmitter model if:
1. The new receiver model time limits are outside the time constraints of the transmitter model.
2. The new receiver model does not have an underlay mask nor a receiver IM mask that is within the transmitter model spectrum mask bandwidth or the transmitter model output IM mask bandwidth.
3. The power spectral flux density of the individual transmitter model and in aggregate with any other transmitter model and any IM product does not exceed the interference thresholds of the receiver model.
4. The receiver model specifies a policy or protocol andthe transmitter model uses the same policy or protocol and the combination meets criteria 3 above. (A receiver model with a policy or protocol provides no other allowance and it is anticipated that systems will have a complementary unrated mask with a greater restriction to transmitter power spectral flux density levels.)
[bookmark: _Toc396749721]Using probabilities and confidence
Probability is used to specify confidence in the boundaries inferred by the constructs of a model. Models may articulate any number of submodels at different confidence levels, but must always provide a cumulative set of models that captures the full confidence of the use, i.e., no use is outside the boundaries of the submodels. From the modeler's perspective, probabilities offer a means to qualify judgment in modeling, e.g., confidence regarding where mobile RF components will be used or the expected intensity of use sometime in the future, the likelihood that particular environment effects will dominate, or the consistency of the performance and behavior of the devices. From the spectrum manager's perspective, probabilities offer a means to capture softer boundaries that enable more spectrum reuse when systems might be able to tolerate some amount of interference or when interference is only a remote possibility. Modeling with probabilities can also assist spectrum managers to mitigate interference when the availability of spectrum demands that multiple RF systems or networks share it.
Arbitrating compatibility between spectrum uses, however, still requires a clear and unambiguous boundary for a decision. By default, worst case interference predicted by a set of models determines that boundary. Using the softer boundaries enabled by the probability construct requires a concurrent agreement among parties on what that boundary should be. It may be part of a negotiated service level agreement (SLA) between users of spectrum, it may be dictated by regulation or by executive order across an enterprise, or it may be required because the availability of spectrum will not support the more conservative arbitration and still provide the quantity of assignments. 
Modelers may also use probability to convey their acceptance of interference or to provide insight into the variability in the interference they may cause. The publication of this information is non-binding and may alert secondary users to constraints on their use that they could tolerate. The two parties can then negotiate and create an SLA. However, without a corresponding SLA, the computation of compatibility is based on the worst case conditions across the full breadth of possible spectrum use. 
The output of a negotiated SLA is a set of SCMs that the parties agree capture their use of spectrum and the protections they demand. The SCMs would be complemented by a probability of interference based on the persistent states of the SCMs. These SCMs must interfere less than the specified probability. Because parties could easily game this process, SLAs are likely to include additional information beyond that in the SCMs that address enforcement and arbitration of disputes. These exceed the scope of this manual. Here we describe how SCMs are assessed for compatibility.
The assessments of compatibility among models that use probability assume the models are independent. The probability that one model will assume a particular state is not modeled on the presumption that an interfering model will be in a state that causes it to move to that state.
[bookmark: _Toc396749722]Probability Attributes
The probability attributes clarify what is probable and how the probability of the different states has become known.
Approach
The probability approach is either alternative or cumulative. The alternative probability identifies the probability that one among several alternative models will capture the performance of the system. The sum of the probabilities of all alternatives must be 1.0. The cumulative probability identifies the probability that a particular model captures all of the possibilities. Higher probability cumulative constructs subsume the lower probability constructs of the same model. One of the cumulative probability constructs will have a probability of 1.0 and will subsume all other smaller probability constructs of the same type in the same model.






In constructs using probability elements with the cumulative approach attribute, the model specifies that the use beneath the boundary of the construct would occur with the specified probability. The difference between the probabilities of two models of probability  and , , , indicates the probability that the use is above the boundary of the construct with probability and less than the boundary of the construct with probability .
Nature
A probability can have either a fleeting or a persistent nature. One or the other is used in all constructs of the same type in a model. A fleeting nature implies a brief, stochastic presence.  In models using the alternative approach, the model specifies that the use of spectrum shifts among the alternatives that spend a fraction of their time in each alternative state.  A fleeting dwell time is provided in models when using the fleeting nature.  This dwell time indicates the maxiumum duration of a fleeting event.  Underlay masks that use a fleeting nature may specify a maximum signal duration at a power level in order for it to be considered fleeting.  If a probabilistic state last longer than this threshold, it is treated as a persistent state in assessing compatibility.
A persistent nature indicates the probability that the use moves to within the boundaries of the construct and that it stays there. Thus, in the alternative approach, a probability with a persistent nature measures the likelihood that one or the other of the constructs captures the behavior and does so continuously. In the cumulative approach, a probability with a persistent nature measures the likelihood that the use moves to and stays within the space of the construct. Similarly, the probability that the use moves to the state between two cumulative probability constructs of the same model is the difference between their probabilities. 
Derivation
The derivation attribute indicates how a probability value was determined.  There are three values: judgment, estimated, and measured.  Derivation can be an important consideration in the resolution of an SLA, but has no effect on the computation of compatibility. Parties may not agree to probabilities that are mere judgments. Negotiations may require that modelers back up probabilities based on measured use or theoretical estimation by the sharing the data or analysis that yielded the particular values. The methods and data models for those exchanges exceed the scope of this manual.
Attribute Meaning in SLAs
SLA negotiations consist of owners and secondary users of spectrum exchanging SCMs until their models are compatible. The spectrum owners specify the amount of interference they are willing to accept, the nature of that interference, and the probability of its occurrence. Their SCMs specify the boundaries for the allowed interference, and additional probability values indicate the acceptable probability that the interference from secondary users exceeds those boundaries. Spectrum owners provide probability values for both fleeting and persistent interference, and may specify that one or both of these probabilities be zero. Fleeting probability values are more likely because they can be verified in operations. The use of a non-zero persistent probability value of interference requires trust among the parties because persistent probability values indicate the probability that a system will arrive at a state as opposed to being in a state. It is impossible to measure compliance.
The computation of compatibility between SCMs using constructs with probability measures differs for the determination of interference of a fleeting or persistent nature. If the persistent value of allowed interference for an agreement is zero and persistent probability values are used with the model constructs, compliance computations will use the interference that occurs with the worst case persistent states as the criteria for compliance, regardless of how rare they might be. If the SLA includes a non-zero persistent probability, then persistent states that result in unacceptable interference are weighted by their probability of occurrence. The assessment considers all possible combinations of states between a pair of models. It computes the probability of the occurrence of each combination of states, determines whether the combinations are compatible, and sums the probabilities of those combinations that are not. If the sum of the probabilities of all states in which unacceptable interference occurs is less than the persistent probability value of the SLA, then the SCMs are compatible.
Generally, each party in a negotiation builds its own SCM and chooses the constructs that it uses and the particular boundaries those constructs capture. Methods of negotiation may evolve to a point where parties can suggest the particular propagation models to use and the delineation by probability for particular constructs. These aspects of negotiation are beyond the scope of this standard.
Attribute meaning in spectrum management
Spectrum managers and operators may use probabilities to optimize spectrum assignments. Modelers do not negotiate, but attempt to generate models that best represent operations and their system's characteristics. The modelers use the probabilities to create a measure of interference between two systems if they were assigned the same channel or were assigned adjacent channels. These measures represent the computation of the total probability of interference between the systems in the operations modeled, based on the proximity of their channel assignments. The spectrum manager can decide whether these measures should be based on worst case persistent states or be weighted by the probability that particular states would occur. 
A challenging aspect of this analysis is that system operations may be correlated, and so managers cannot assume the model states are independent. Additional weighting may be assigned to systems that have correlated operations. Channel assignment optimization attempts to minimize the total probability of interference among the plurality of systems that use the same spectrum.
[bookmark: _Toc396749723]Probability of states





The assessment of probability for a particular model state differs between the alternative and cumulative approaches. In the alternative approach, the probability of any state matches the probability of the construct. In the cumulative approach, the states are the differences between each of the consecutive constructs and their probability is the difference in probabilities of the constructs. For example, if there are four cumulative probability constructs with probabilities , there are four states: the state of being in the first construct, which has a probability of ; the state of being between the first and second construct, which has the probability of ; the state of being between the second and third construct, which has the probability of ; and the state of being between the third and fourth construct, which has the probability of . This does not apply to cumulative underlay masks at receivers since they do not define different states but rather the allowed probability of a type of interference at a particular state. 
A system SCM may use multiple constructs with probability elements. In this case, the number of possible system states is the product of the number of states possible in each construct. The probability of a particular combination of construct states is the product of the probability of each of the construct states that make the combination.



Given each state a system may be in and its probability, the probability that a pair of states of two systems occurs concurrently is the product of the probabilities of these two states. For example, if system X is in state x with probability and system Y is in state y with probability , the probability they occur concurrently is .
Receiver underlay masks of cumulative probability do not define different states, but rather the interference for each state defined by other parts of the model. An interfering system is compatible if its interference levels fall within the distribution implied by the multiple underlay masks and that interference has the same nature as the underlay masks.
[bookmark: _Toc396749724]Assessment of compatibility of SCM that use probabilistic constructs
The assessment of interference among SCM that use probabilistic constructs determines the probability that two systems, as modeled by their respective SCMs, interfere with each other. The assessment requires consideration of each pair of states of the two modeled systems. The probability of interference is the sum of the probabilities of the persistent states in which interference occurs.
Underlay masks
A set of cumulative probability underlay masks with a fleeting nature in a receiver SCM defines interference that allows higher interference levels as long as they are relatively infrequent. These masks allow modelers to account for the resilience of receivers to some interference. Many systems can work through interference by adapting their signal processing, by managing their access to use the lower interference periods, or by some other system-specific method (e.g., routing around where interference occurs in an ad hoc network). Although systems have resilience to this type of interference, it does degrade performance and modelers therefore use underlay masks to reveal their judgment as to what is tolerable.  These masks use the fleeting dwell time to indicate maximum duration of an event for it to be considered fleeting.
Cumulative underlay masks provide a relaxed definition of interference compared to modeling the likelihood of system states with other constructs that use probability elements. So long as the statistical nature of the modeled interference of a transmitter model falls below the levels defined in the cumulative underlay mask the systems are assessed as compatible. For example, consider the masks in Error! Reference source not found.. These masks identify the four different levels of cumulative probability. So long as 95% of a signal's interference power falls beneath the most restrictive mask (i.e., the lowest), 97% falls beneath the next most restrictive, and so on, it is not assessed as harmful.

Figure 29 – Example of a set of cumulative probability underlay masks
[bookmark: _Toc396749725]Assessment difference between persistent and fleeting sets of states
Multiple constructs of the same type appear when probability elements are used. All of the constructs of the same type are either persistent or fleeting. The states specified by the fleeting constructs affect the distribution of the interference power levels. The states of persistent constructs indicate the probability that a system will arrive at the state. The fleeting states affect the distribution of interference and are evaluated according to how they interact with the underlay masks. The persistent states are checked individually and the probability of interference between two SCMs is the sum of the probabilities of all the persistent states in which unacceptable interference occurs. Thus the treatment of fleeting states and persistent states differ.


















An SCM may consist of multiple constructs that use the probability element. Some may have a persistent nature and some may have a fleeting nature. Consider those of a fleeting nature first. The combinations of fleeting constructs affect the distribution of interference. This is best explained by an example. Let A be the set of fleeting constructs in  and let B be the fleeting constructs in . Let indicate the jth state of the ith construct that uses a fleeting probability in  and indicate the nth state of the mth construct that uses a fleeting probability in . Let indicate the probability of  and indicate the probability of . Let I indicate the total number of constructs in  that use fleeting probability and indicate the total number of states in construct . Let M indicate the total number of constructs in  that use fleeting probability and indicate the total number of states in construct . Then there are a total  system states in the compatibility assessment. An individual fleeting system state in the compatibility assessment of the two SCM would consist of one of each of the states of all of the constructs in both models that use fleeting probability elements. The total probability of each of these states would be the product of the probabilities of the individual construct states, .
If a simple mask is used then the power levels of all these fleeting system states must be compatible with the underlay mask. Any incompatible state makes the two SCMs incompatible. A cumulative fleeting underlay mask indicates several bins of interference levels bounded by the conditions of each underlay mask. The assessment of compatibility considers all states. The power level of each state is associated with the bin it falls in and the probability of that state is added to the tally for that bin. The final probability of interference within a bin is the tally of all the probabilities of states that resulted in interference within the bin. The SCMs are compatible if the distribution falls within that specified by the cumulative underlay mask. In other words, the total probability of interference of the bins beneath each boundary defined by each of the cumulative fleeting probability underlay masks is greater than or equal to the probability assigned to each of those underlay masks. If the probability is less than any one of the boundaries then the SCMs are not compatible.
In a similar fashion, when persistent states are used, they collectively identify multiple system states. Each system state has a probability that is a product of the construct states that make up that system state. All of these systems states are checked for compatibility. If there is no SLA or if the SLA has a zero probability of interference then any incompatible system state results in the SCMs' being assessed as incompatible. If there is an allowed probability of interference then the probabilities of the persistent system states that result in interference are summed. If the sum is less than or equal to the agreed probability of interference the systems are assessed to be compatible. If the sum is greater than the agreed probability they are incompatible.
Systems that use constructs of both natures, persistent and fleeting, would sweep through the persistent system states. At each state they would assess compatibility using the process for fleeting states with their criteria for compatibility, as described above.
[bookmark: _Toc396749726]Extended algorithms
[bookmark: _GoBack]A significant advantage of using SCM for spectrum management is the ability to create common algorithms to perform spectrum management tasks.  Mostautomated processes that use SCMs to perform spectrum management tasks require the freedom to vary some number of the parameters of the SCM constructs in models in order to create models that are compatible.  The following are some anticipated algorithms that will be used in management and in some cases by systems seeking to use spectrum in a compatible way.
[bookmark: _Toc396749727]Determining maximum secondary transmitter power
Determining the maximum secondary transmitter power assumes there is a receiver model and a model of the secondary transmitter with all constructs except the particular total power level at the transmitter model.  This computation requires finding the constraining points given the two models and then identifying the transmitter total power where the interference threshold is just met.
[bookmark: _Toc396749728]Adjusting location to achieve compatibility
A collection of SCMs indicate the current use of spectrum.  A model of a new use with all constructs except location is provided.  The algorithm searches for the boundaries of the locations where the model would be compatible with the collection of SCMs.  This type of algorithm may be seeded with a point location where the new system must be able to operate and the goal is to find the boundary around that point where it may operate.  These boundaries would be articulated using the constructs that are available to modeling.
[bookmark: _Toc396749729]Assigning channels to achieve compatibility
A collection of SCMs indicate the current use of spectrum.  A SCM of a new use of spectrum is provided with center frequency referenced spectrum and underlay masks and information on the center frequencies they can tune.  The algorithm searches through the current assignments and determines whether a channel can be assigned to the new use.  The algorithm may also provide a list of channels.  The list of feasible channels may prioritize the channels based on some criteria such as best packing for the purposes of supporting future spectrum assignment or for best separation to protect the new use best.
This type of algorithm may also be implemented to optimize assignments among multiple new uses.  In this case a collection of SCMs indicate the current use of spectrum.  A second collection of SCMprovides system characteristics and the anticipated location of operation for systems requiring channel assignments.  These SCM provide center frequency referenced spectrum and underlay masks and information on the center frequencies they can tune.  This type of algorithm assigns channels to the new systems that minimizes the interference among the systems and protects the incumbent systems whose SCM are included in the list of current use.  This type of algorithm may be seeded with the center frequencies of the channels that the new radios are limited to operating.
[bookmark: _Toc396749730]Managing time of channel use
A collection of SCMs indicate the current use of spectrum.  A model of a new use with all constructs except start and end time is provided.  The algorithm searches for the time periods where the model would be compatible with the collection of SCMs.  These boundaries provide a potential schedule for this new system to use the spectrum.
[bookmark: _Toc396749731]Visualizing spectrum availability in space
A collection of SCMs indicate the current use of spectrum.  A model of a new use with all constructs except for the location of use is the second input.  The algorithm would render a graphical depiction where the system modeled can operate.  Management tools that use this algorithm may include features that allow modification of various constructs of the model for the exploration of spectrum reuse opportunities.  Most any construct could be specified through the tool.
[bookmark: _Toc396749732]Measuring spectrum consumption
A problem in current spectrum management is the definition of consumption.  If consumption can be quantified then we can understand how much spectrum is being used, how much remains available for use, and how much spectrum a system requires.  Consumption has spectral, temporal, and spatial dimensions and so is the product of time, RF bandwidth and volume of use.  Spectrum consumption modeling provides a means to quantify consumption.  
Quantifying consumption requires the definition of a nominal transmitter and receiver of a secondary user.  The spatial consumption of a model is the union of the volumes that are formed by the boundary where these nominal transmitters and receivers can begin operation.  Such integration can also capture spectral consumption by allowing the nominal transmitter and receiver to change in frequency and to then integrate across frequency as well.  This four dimensional integration is then multiplied by the time of use to get the full measure of consumption.
Given a measure of available spectrum and then a measure of what spectrum is actually being used allows us to identify the opportunities for more uses.  Quantifying consumption reveals the value of subdividing uses into operational segments and of employing technologies that reduce spectral consumption such as directional antennas.  Over time, these measures reveal the improvements in both the modeling and management of spectrum and in the efficiency of systems.
Annex A [bookmark: _Toc396749733]

(Informative)

The World Geodetic System (WGS)-84 Ellipsoid Datum
The World Geodetic System – 1984 (WGS 84) defines an earth-centric ellipsoid to serve as a reference datum for location.  It is a global system and is the datum for GPS.  The WGS 84 datum defines an ellipsoid that approximates the surface of the earth.  A WGS 84 coordinate consists of a latitude, , and a longitude, ,which define a point on the surface of the ellipsoid and then a height, h, that defines the distance above or below that point normal to the ellipsoid surface.  These coordinates can be converted to earth centric Cartesian coordinates <x,y,z>.  Figure 30illustrates a geographic ellipsoid datum demonstrating the meaning of these coordinates and the parameters required to define an ellipsoid.  Table D-1 provides the parameters of the WGS 84 ellipsoid.

[bookmark: _Ref365894035]Figure 30 – The WGS 84 Ellipsoid
Table 1 – The WGS 84 Ellipsoid Parameters
	Parameter
	Value
	Units

	a
	6378137
	meters

	b
	6356752.31245
	meters

	f
	

	

	e
	0.0818191908426
	

	e2
	0.00669437999014
	


Ellipsoids are formed by rotating an ellipse about one of its axes, the minor axis in the case of geographical reference datums.  An ellipsoid formed by rotating an ellipse about its minor axis has four measures, the diameter of the semimajor axis, a, the radius of the semiminor axis, b, the flattening, f, and the eccentricity, e.  These measures are related as follows:

	

	
The minor axis is coincident with the axis of rotation of the earth.  For a global datum reference the center of the coordinate system is located at the center of the earth with the z axis coincident to the minor axis of the spheroid with positive direction toward the north pole.  The x axis lies on the equatorial plane pointing toward the meridian passing through the Greenwich Observatory.  The positive direction of the y axis is chosen to get a right handed coordinate system.  Figure 30illustrates the relationship between ellipsoidal and Cartesian coordinates.
There are just two parameters that are needed for specifying an ellipsoid, a and b, a and f, or a and e.  Normally a and f are given.  Conversion between ellipsoidal and Cartesian coordinates requires an initial calculation of the radius of curvature of the prime vertical  which is a function of latitude.  The geodetic latitude is the angle between the plane at the equator and the geodetic normal to the ellipsoid surface.  Note that the prime vertical is perpendicular to the ellipsoid surface and extends to the minor axis and may not intersect at the ellipsoid origin, (x,y,z) = (0,0,0).  This radius of curvature is determined by

	

The radius to the point P is .  The WGS 84 Cartesian coordinates follow using the equations:

	

	

	
The conversion from WGS 84 Cartesian coordinates back to ellipsoidal coordinates is much more involved.  An effective technique suitable for spectrum consumption modeling applications is described in Sudano_97.[footnoteRef:14]
 [14:  J.J. Sudano, “An exact conversion from an earth centered coordinate system to latitude, longitude, and altitude,” Proceedings of the National Aerospace and Electronics Conference, 1997, pp. 646-650.] 

Annex B [bookmark: _Toc396749734]

(Informative)

Criteria for planar approximations
The ellipsoidal earth and the associated coordinate systems that follow based on location add a complexity to compatibility computations that modelers should avoid. A preferred option is to assume a planar earth in computing compatibility. In this analysis we seek to establish the criteria for using planar approximations.
Using a planar representation of the earth's surface causes three relevant differences listed below and illustrated in Figure B-1. 
· It results in constant differences in distance on points at the same relative height on different prime verticals that would be different distances on an ellipsoidal earth. 
· It allows line-of-sight (LOS) observation of points that would be occluded on a curved earth.
· Directions between points on the planar earth differ from those on the ellipsoidal earth.
We look at each of these differences separately to determine their significance. 
B.1 [bookmark: _Toc396749735]Difference in Distances
As illustrated in Figure C-1, the distance between points on the prime vertical varies with altitude. These differences in distance affect the strength of propagated signals. A fortunate feature of propagation, however, is that it is proportional to the log of distance, and so differences that are likely to be larger at larger distances on the earth will have a smaller difference in the logarithm because of the larger distances. Our goal in this analysis is to determine the separation distance on the Earth at which a planar approximation is inappropriate. 
For two points on the globe that are not collinear with the center of the earth, there exists a unique plane containing these points and the earth’s center. The shortest path between these two points that follows along the earth’s surface is completely contained within this plane. As we consider the effect that the curvature of the earth has on distance calculations, it is therefore sufficient to restrict our attention to this two-dimensional plane. For simplicity of computation in this analysis we assume a spherical rather than an ellipsoidal earth with a radius, er, of 6,367,495 meters, the average of the semimajor and semiminor axes of the WGS-84 ellipsoid.

[bookmark: _Toc324485150][bookmark: _Toc377989348][bookmark: _Toc375246670]Figure B-1. Significant Differences Between the Planar Approximation of the Ellipsoidal Earth
Figure B-2 illustrates the analysis scenario. Given a separation distance on the surface of the earth, r, we consider the linear distance between those points, c, as well as distances between other points at various elevations on the prime verticals through the arc's end points including that tangent to the earth, t, and between points at different altitudes, h, defined as ta(h). We then compare the difference of the logarithms as a fractional difference with log(r). The following paragraphs summarize the computations.

[bookmark: _Toc377989349][bookmark: _Toc375246671]Figure B-2. Analysis Scenario to Assess the Ramification of Distance Differences Between Spherical and Planar Systems on Pathloss Estimates
Start by defining the function for the angle  in radians associated with the surface distance r:

.
Define a function for the linear distance between the points as a function of the surface distance:

.
Define a function for the linear distance at the tangent to the earth to the prime verticals of the surface points:

.
Define a function for the linear distance as a function of the altitudes on the prime verticals of the surface points:

.
Finally, for all of these we define generally the relative change in the logarithm of distance as:

.


Figure B-3 illustrates the relative change in the log of these distances as a function of the surface distance. From these graphs we see that pathloss estimates at the surface of the earth would vary by less than  out to a separation distance of 200 km and that estimates at altitude would be less than  and would actually improve as the surface distance increases. These are well within the accuracy of the model and it can be concluded that difference in separation distances does not constitute a constraint to using planar approximations.
	
a.	Differences in the cord and tangent to the arc with 
	length r
	
b.	Differences as a function of height on the prime 
	verticals at the end points of the arc with length r


[bookmark: _Toc377989350][bookmark: _Toc375246672]Figure B-3. Fractional Differences in Pathloss Estimates as a Result of Distance Differences Between Planar and Spherical Systems
B.2 [bookmark: _Toc375246161][bookmark: _Toc377989270][bookmark: _Toc396749736]Occlusion Range
The range to LOS occlusion is a function of antenna height and is illustrated in Figure B-4a. The illustration also shows that the angle to occlusion changes as a function of height. Since terrain is not considered in the arbitration of the compatibility of models (terrain effects are built into the models) the assessment of when a planar approximation is acceptable depends on how propagation maps and power maps are formed. 
Figure B-4b illustrates the profile of a map on the horizon. In this case, the map indicates that occlusion is not an issue for some distance beyond the horizon. Figure B-5a illustrates how the lower angle beneath the sector at the horizon can be used to indicate the distance at which a planar approximation would have no effect on compatibility assessments. Given , the elevation at the start of the sector that includes the horizon, we can compute the range to which a planar approximation of the earth's surface remains valid for compatibility computations:


Figure B-5b graphs the range as a function of this elevation and shows that for an elevation as little as 2 below the horizon the planar approximation applies out beyond 400 km. Table B-1 lists the threshold elevations for some benchmark distances. It can be concluded that a planar approximation can be used as long asthe lower elevation of sectors at the horizon reaches below the horizon.
	
a.	The effect of height on the range to occlusion
	
b.	The effect of the lower elevation of a map sector 
	that crosses the horizon on the range that the at 
	parameter the horizon applies


[bookmark: _Toc377989351][bookmark: _Toc375246673]Figure B-4. Effect of Angles on the Occurrence of Occlusion by the Earth's Surface

	
a.	An illustration of the relationship between the 
	lower elevation of the sector on the horizon and 
	its planar range
	
b.	The surface range that can be reached in a planar 
	approximation as a function of the lower elevation 
	of the map sector that crosses the horizon


[bookmark: _Toc377989352][bookmark: _Toc375246674]Figure B-5. Effect of Sector Elevations on the Occurrence of Occlusion by the Earth's Surface
[bookmark: _Toc377989377][bookmark: _Toc375246665]Table B-1. Lower elevations of the map sector that crosses the horizon for some benchmark ranges for valid planar approximations that avoid occlusion errors
	r (meters)
	

	1,000
	89.996

	10,000
	89.995

	50,000
	89.775

	100,000
	89.550

	200,000
	89.100


B.3 [bookmark: _Toc375246162][bookmark: _Toc377989271][bookmark: _Toc396749737]Differences in Angular Directions



The final issue in using planar approximations concerns the effect of sector elevations on the range of using linear approximations. This issue is not too different from that of occlusion; however, the significance of the effect is a function of the elevation considered and the range of separation. Figure B-6 illustrates a scenario for evaluating the effect. In comparing the two reference systems we assume that the separation of points, r, and the relative heights at which an LOS vector intersects the prime verticals of those points are the same for both scenarios and we compare the differences in the angles that follow. We parameterize the result as a function of the separation distance, r, and the angle of elevation for the spherical scenario, . Figure B-7 illustrates the geometry of the problem. Given  and r and using the law of sines, the height  is

,


and  follows as


where

.


[bookmark: _Toc377989353][bookmark: _Toc375246675]Figure B-1. Scenario for Evaluating the Significance of Angle Discrepancy in Using Planar Approximations


[bookmark: _Toc377989354][bookmark: _Toc375246676]Figure B-2. Geometry of the Spherical Earth Scenario Used to Determine 
Figure B-8 illustrates the differences in angles as a function of surface distance and for various elevation angles for the spherical earth scenario. It illustrates that discrepancies increase as the elevation varies from 90 and that they increase as the surface distance increases. Figure B-8 illustrates the effect out to 200 km. The linear trend of these graphs continues out beyond 500 km, with all discrepancies less than 3. The significance of these discrepancies depends onthe intent of the model and how conservative the modeler is in creating it. If the model isintended to provide a very fine representation of antenna effects then a planar approximation may not be appropriate for large separation distances.

[bookmark: _Toc377989355][bookmark: _Toc375246677]Figure B-3. Angular Discrepancies Between a Spherical Earth and a Planar Earth as a Function of Surface Separation and Elevation Angle
B.4 [bookmark: _Toc396749738]Conclusion
This analysis has considered the discrepancies of distance, occlusion, and angular differences in determining whether a planar approximation is practical. We conclude that:
· Distance differences are too small to constitute an issue. 
· Modelers can convey that occlusion is not an issue by specifying the lower elevation of the sector that crosses the horizon as being below the horizon. An elevation of this sector as little as 1 below the horizon indicates a planar equivalence for a range of over 200 km,
· Angular differences are the most significant of the three but still not very large – usually less than 2 for ranges as far as 200 km and at angles as much as 40 off the horizon. If the systems under consideration are not airborne these angles are likely insignificant. Further modeling is likely to be conservative and would thus accommodate these differences in the models.
Thus, planar approximations are appropriate for most terrestrial uses of spectrum.

Annex C [bookmark: _Toc396749739]

(Informative)

Rotation matrices
The orientation of objects and the directional components of spectrum consumption models are referenced to their location on the globe.  Since locations differ so too will the coordinate systems of their directional modeling components.  Further, coordinate systems are also associated with platforms and of antennas with respect to platforms.  Thus, converting physical directions to directions for looking up values in the directional model components (i.e. maps and trajectories) will require conversion of the coordinate systems.  Conversions of system centric coordinate systems, discussed later, are accomplished through the displacement of origins and the rotation of axis system.  Rotations of axis systems are accomplished through the use of rotation matrices.  There are three basic rotation matrices:

,

,
and

.



The directions of the rotation are as follows: rotates the y-axis towards the z-axis, rotates the z-axis towards the x-axis, and rotates the x-axis towards the y-axis.  The order of rotation affects the final orientation.  Given a series of rotations, the inverse rotation applies the rotation matrices in reverse order with negative angles
C.1 [bookmark: _Toc360710857][bookmark: _Toc396749740]Coordinate Rotations
C.1.1 [bookmark: _Toc360710858][bookmark: _Toc396749741]Rotation of Earth Surface Coordinates (Propagation Maps Coordinates) Relative to the Earth Centric Coordinates
The orientation of an Earth surface coordinate systems, the same system used for propagation map coordinate systems, on the surface of the earth will vary by its location on the Earth.  The x axis always points to the north, the y axis points east, and the z axis points toward the Earth.  Meanwhile the Earth's axis system is a right handed coordinate system with the z axis coincident to the axis of rotation and the x axis pointing to the prime meridian.  The conversion of a coordinate system from one coincident to the Earth's system to one with appropriate orientation on the Earth's surface requires three rotations the first is a 180 rotation about the y axis which brings the z axis toward the center of the earth, the second about the z axis which aligns the x axis with the longitude and the final rotation is again about the y axis which brings the x axis to an angle that is tangent to the earth's surface at the latitude .  The cumulative rotations are obtained by the product


And the inverse of these rotations is obtained by the product

.
Further details of this conversion are found in Appendix D.
C.1.2 [bookmark: _Toc360710859][bookmark: _Toc396749742]The Rotation of Travel Direction Coordinates Relative to Earth Surface Coordinates
The direction of travel is typically specified by an azimuth and elevation in the Earth's surface coordinates.  By convention the x axis points in the direction of travel.  Moving an Earth's surface coordinate system to the direction of travel requires two rotations, the first is about the z axis to by the azimuth of travel, , and the second is about the y axis by the elevation, .  The cumulative rotation matrix is


and the inverse cumulative matrix is

,
C.1.3 [bookmark: _Toc360710860][bookmark: _Toc396749743]Rotation of Platform Coordinate Systems Relative to the Direction of Travel
The coordinate system of a platform by convention makes the positive x direction point in typical forward direction of the platform (e.g. coincident to the fuselage of the aircraft), the y axis point to the right parallel to the horizon and the z axis points to the earth.  Figure F-1 illustrates the orientation and defines the typical rotations of yaw, , pitch, , and roll, .  The rotations are applied in the order of yaw, pitch, and roll and the cumulative rotation is obtained by the product


and the inverse cumulative matrix is


C.1.4 [bookmark: _Toc360710861][bookmark: _Toc396749744]The Rotation of Power Map Coordinates Relative to Platform Coordinates
 (
Figure 
C-1
. 
Platform coordinate systems and the yaw, pitch, and roll rotation directions
)The direction of an antenna power map on a platform has a reference that is coincident to the coordinate system of the platform.  There are cases where, because of the symmetry of the mask structure, it is appropriate to model the antenna as rotated on the platform.  By convention, changes in orientation are specified with three values with a rotation order of about the z axis, about the y axis, and then about the x axis.  The cumulative rotation matrix is the same used for the aircraft roll, pitch, and yaw, 


and so is its inverse


C.2 [bookmark: _Toc360710862][bookmark: _Toc396749745]Directional Computations
C.2.1 [bookmark: _Toc360710863][bookmark: _Toc396749746]Convert Earth's Surface Directions to Platform Power Map Directions
Given the following:


Earth's surface direction:
	Azimuth : 
	Elevation :


Direction of Travel:
	Azimuth : 
	Elevation :



Roll, Pitch, and Yaw:
	Yaw : 
	Pitch : 
	Roll :



Power Map Orientation:
	Zrot : 
	Yrot : 
	Zrot :




Find the azimuth, , and elevation, , in the power map that are coincident to the direction (,) on the Earth's surface.
The solution requires converting the earth surface direction to a unit vector, rotating it using the appropriately ordered rotation matrices, and then converting the new unit vector to an azimuth and direction.  These computations follow:






C.2.2 [bookmark: _Toc360710864][bookmark: _Toc396749747]Convert Platform Power Map Directions to Earth's Surface Directions
Given the following:


Power map direction:
	Azimuth : 
	Elevation :


Direction of Travel:
	Azimuth : 
	Elevation :



Roll, Pitch, and Yaw:
	Yaw : 
	Pitch : 
	Roll :



Power Map Orientation:
	Zrot : 
	Yrot : 
	Zrot :




Find the azimuth, , and elevation, , in Earth's surface coordinates that are coincident to the direction (,) in the platform power map.
The solution to this problem is the same as above except we apply the inverse matrices.








Annex D [bookmark: _Toc396749748]

(Informative)

Coordinate conversions
A conversion between two Cartesian coordinate systems, say from WGS 84 coordinates to platform-centric coordinates, involves a translation to account for the displacement between origins and rotations of the axis to account for differences in orientation. Translation is assessed by subtracting the coordinates of the new origin from the point whose coordinates are converted. After a translation of the coordinates the coordinate system retains the original orientation. Differences in orientation are calculated by rotating the coordinate system. A coordinate system is rotated about a common origin by using a combination of three rotation matrices that define how the new system was rotated about its axes.
A WGS 84-oriented coordinate system can be converted to a local tangent plane system with an <n,e,d> orientation (that of a propagation map) in three rotations, as illustrated in Figure E-1. The sizes of the rotations are determined by the longitude and latitude of the point. The very first rotation is to place the Z axis downward, retaining the original y direction, which requires a 180 rotation about the y axis. The second rotation is about this z1 axis to bring the x2axis to point toward the earth's z axis and to point the y2 axis toward the east. The third rotation is about the y2 axis and brings the z axis coincident to the prime vertical, and makes the x-y plane tangent to the earth's surface, with the previous x axis pointing north so the n axis, the y axis pointing east so the e axis, and the z axis indicating the vertical displacement with the positive value being down and so labeled the d axis. The rotation matrix from changing orientation from the earth-centric coordinate system to an earth-surface system located at longitude  and latitude  is


and the inverse rotation is

.
The transformation of the WGS 84 Cartesian coordinates to propagation map coordinates is then 

.
where the coordinate (x0, y0, z0) is the WGS 84 location of the origin of the local tangent plane. The inverse transformation reverses the process, first returning the axis system to WGS 84 orientation and then translating the coordinate to WGS 84 origin.

.


a. Rotation about the y axis

b. Rotation about z1

c. Rotation about y2
Figure D-1. Axis Rotations to Arrive at the Propagation Map Coordinate System
Annex E [bookmark: _Toc396749749]

(Informative)

Bibliography
Bibliographical references are resources that provide additional or helpful material but do not need to be understood or used to implement this standard. Reference to these resources is made for informational use only. 
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