


Low Power Design Rules (Anno 1996)

The LOW-LNETY Ravdmep

 \Voltage as a Design Variable
Match voltage and frequency to required performance
* Minimize waste (or reduce switching capacitance)
Match computation and architecture
Preserve locality inherent in algorithm
Exploit signal statistics
Energy (performance) on demand

More easily accomplished in application-specific than
programmable devices

Obviously misses the emerging importance of standby power ...

J. Rabaey, numerous low power design courses



Panel ISLPED 96

(on the heels of the rowdy ISLPD 94 panel)

'

Some commoh deceptions ...

The holy grail of low-power systems W

Design or Technology?
Observation: « Scaling the technology solves the power problem

Check every possible projection of microprocessor system power

+ Advanced circuit design and better CAD tools
have solved the problem

. . Ad boili lat
Power is bound to become an issue e

Jan M. Rabaey L ) » Power of electronics is not important anymore
U.C. Borkel in virtually every system design compared to display and electro-mechanical parts
L. Berkeley Ratio of peripherals to core PD is continuously reducing
" S
. (" ;
The state-of-the art in CAD

Energy-Efficient (Reconfigurable) Architectures

« Virtually all tools at circuit or gate level

S (the boiling plate ...) — a mixed response

Heterogeneous * Only a single.company-oiters=arahitactural power
P3 P2 P1 Data-driven L)
Satellite Processors anaysis !
Core | | cI-mwumq[I-.-l _w\_il\_ Low-swing Reconfigurable * Needs system level power analysis, prediction,
Processor ' i i SR s e budgetting, modeling and characterization
Power-scalable o Programmable {even at deSign conception Ievel}
Performance P4 ERrtl LB P Logic Medules
T i * Needs infrastructure for application-specific system
on a chip design

Combines: efficient no-frills computation, advanced
circuit techniques, ease of use

A programmable voice coder @ 2mW Peael ISLPED-96 - T Ratasy

DPamel ISLPED-96 - I. Rabagy



Panel ISLPED 98

Blockbuster events

Reduction in supply voltage

Architectural voltage scaling

Low voltage-supply voltage processes
Reduced voltage swing drivers

Gated clocks

On-chip PLLs

Application specific architectural modifications
Off-chip traffic minimization

Optimal algorithms

Power consumption simulation

Past and Future BlockBusters
n
Low-Power Design

ISLPED 98

Evening Panel

Challenges

g

Panel Composition

e Life after CMOS
e Dynamic voltage and frequency scaling
e Utilizing very low supply voltages
e Low power analog design

e Utilizing adiabatic techniques

e Low power tools in mainstream

Jan Rabaey, UC Berkeley — Moderator
Bryan Ackland, Lucent — Signal processing, sensors
Robert Brodersen, UC Berkeley — DSP, wireless
Massoud Pedram, USC — CAD

Christer Svensson, Linkdping University — Digital circuits
Bruce Wooley, Stanford University — Analog




>10 Years of Low-Power Design R&D

* Well on the road towards a structured low-power/energy
design methodology!

— From a grab-bag of techniques to modeling, simulation, estimation
and synthesis techniques at different levels of the design hierarchy

— Addressing both dynamic and static power

— Still in need of some major advances, but the concepts are there

Low-power IC design technigues may perturb

Cadence 'kit' eases low-power IC design
: WP 9 the entire flow

R
El

System-levél synthesis scheme homes in on low-power I ,”r"?
" design




Power Now the Dominant Design Constraint

UCB PicoCube

ower Consumption & Battery Capacity Trends

Power Consumption @ Max. Transmitter Output Power [W]
Battery Capacity Index [%]

Approximate power density limit of a handheld Battery
device Capacity

Multimedia H%Sﬂcoéd

Call Space op_lgration

Innovation
NOKZO00 g necessary again

Introduced %g“ﬁ.}f

Voice Call

or
GSM o Stand-Alone
Voice Call & o '{g_‘" Application Space

. Nuevo, ISSCC 04



Power and Energy Limiting Integration
The Roadmap Perspective (2005)

1000

Compute density: k3

Leakage power density: k*7

100

Active power density: k-9

10

2004 2006 2008 2010 2012 2014 2016 2018 2020 2022

Not looking good!
Technology innovations help, but impact limited.

2005 ITRS - Low operating power scenario



Reducing Supply (and Threshold Voltages)
an Essential Component

1
i~
0.6

0.1 _ "

2004 2006 2008 2010 2012 2014 2016 2018 2020 2022

Optimistic scenario — some claims exist that VDD may get stuck around 1V

2005 ITRS, Low power scenario



An Era of Power-Limited Technology Scaling

Technology innovations (will) offer some relief

— Devices that perform better at low voltage without leaking too much

— Example: FD-SOI, Dual-gate devices, Enhanced mobility transistors,
MEMS-gate Devices

But also are adding major grieve

— Impact of increasing process variations and various failure
mechanisms more pronounced in low-power design regime.

In dire need of new solutions if scaling is to
continue




Low-Power Design Rules Revisited (Anno 2007)

The:Low Energy:Roadmap

J. Rabaey ©2007



Concurrency Galore

Performance and Power Efficiency
Increase with Parallel Architecture

100 p
Relative
processor
performance* Dual / Multi-Core
(constant power
envelope) 10X
10
1
2000 2004 2008+

*Average of SPECInt2000 and SPECFP2000 rates for intel deskiop processors
vs inifial Intel® Pentium® 4 Processor
Source: Intel
& 2005 IEEE International Solid-State Circuiis Conference & 2005 IEEE

Sunlin Chu, Intel, ISSCCO05

An obvious trend: more but simpler processors running
at modest clock speeds and increased energy efficiency




Concurrent Multi-Many Core is Here to Stay

3conl'u uram!e

An obvious trend: more but simpler processors | T
running at modest clock speeds and increased
energy efficiency



The Underlying Story

Data for 64-b ALU
[Courtesy: Dejan Markovic]

LARGE - E1 SVALL

AREA

» For each level of performance, optimum amount of concurrency

» Concurrency provides higher performance for fixed energy/operation

OBSERVE: DOES NOT SCALE IN THE LONG TERM!



The Multi-Many Core Challenges

* In urgent need of software
solution

— Paradigm only works if sufficient
concurrency is present!

E
£

* The architectural challenge

— What concurrent micro- and network architecture will prove to be
ultimately viable: Multi-core versus reconfigurable, homogeneous
versus heterogeneous, static versus dynamic routing

— What are the driving applications that are “massively parallel”

— Need exploration tools

Massive concurrency only makes sense if accompanied with
simplification and voltage scaling, and overhead is bounded




The Multi-Core Reality

Paradigm only works if the concurrency is present and adequately exposed!

From Multi to Many...

13mm, 100W, 48MB Cache, 4B Transistors, in 22nm

12 Cores 48 Cores .1‘:‘= .C.o.rﬁzl
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Source: S. Borkar, Intel



“Always-Optimal” Design

* For given function, activity and implementation instance, an
optimal operation point exists in the energy-performance
space

Energy 4

Pareto-optimal
designs

Dmin Dmax Delay



“Always-Optimal” Design

* For given function, activity and implementation instance, an
optimal operation point exists in the energy-performance

space

Pareto Analysis for 19 Processors
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“Always-Optimal” Design

* For given function, activity and implementation instance, an
optimal operation point exists in the energy-performance
space

 Time of optimization depends upon activity profile

Different optimizations apply to active and static power

Fixed Variable No Activity
Activity Activity - Standby
Active
, Design time | Run time Sleep
Static

Energy-optimized systems must operate at optimal
settings at every activity level — run-time optimization!




oral and Spatial Variations
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Always-Optimal Systems

System modules are adaptively biased to adjust to
operating, manufacturing and environmental conditions

« Parameters to be measured: temperature, delay, leakage

« Parameters to be controlled: Vp, V4 (or Vgg)

Test inputs
and responses

M I
V., odule
Vbb

» Maximum power saving under technology and manufacturing limits

* Inherently improves the robustness of design timing

* Minimum design overhead required over the traditional design methodology



Extrapolates the Power Management Ildea

modes based on computational needs
as well as measured parameters

X lisien windows }( broadcast packet

Integrated Processor
for Sensor Networks,
M. Sheets, UCB

e
I
B
I



ElastiC — An “Always Optimal” IC

Diagnostic Adaptivity Processor

D. Blaauw, U. Michigan

Multi-Core Architecture for Adaptability

— Monitor Temperature, Power,
Reliability Degradation and
Performance

— Provide real-time information to
thread scheduling facilities

— Maintain system targets under
varying stress conditions and usage
profiles




Better-than-worst-case design

 Also known as “Aggressive Deployment (AD)”

e Observation:

— Current design targets worst case conditions, which are rarely encountered
in actual operation

* Remedy:

— Operate circuits at lower voltages level than allowed by worst case and deal
with the occasional errors in other ways

Example:

Operate memory at voltages
lower than allowed by worst case,
and deal with the occasional
errors through error-correction

Aggressive
Deployment
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I

Distribution ensures that error-
rate is low




Better-than-worst-case Design — Components

Every aggressive deployment scheme must include the
following components

* VVoltage-setting Mechanism
— Distribution profile learned through simulation or dynamic learning
 Error Detection

— Simple and energy-efficient detection is crucial for aggressive
deployment to be effective

 Error Correction
— Since errors are rare, its overhead is only of secondary importance

Concept can be employed at many layers of the abstraction
chain (circuit, architecture, system)




Aggressive Deployment

Operate circuits at voltages that are lower than worst case
and deal with the occasional errors in other ways

Example: SRAM memory

DRV Spatial Distribution

2
8
03
S
80)
©
£
©
3
B
T

200 300
DRV (mV)

Block-Length vs Power Saving

@ Hamming
® Reed Muller

©
[te)

0.8

Optimum power

Hamming [31, 26, 3] : 33% power savings
Reed-Muller [256, 219, 8]: 35% savings

5
block length

Source: Huifang Qin, ISQED 2004



Error Rate versus Supply Voltage

Example: Kogge-Stone adder (870 MHz) (SPICE
Simulations) with realistic input patterns

—e—random

—s—Dbzip

——anunp

0.8
Supply Voltage

[Courtesy: T. Austin, U. Mich]

0.6

:Q 100.00%

10.00%
1.00%
0.10%
0.01%

0.00%

Error rate



Better-than-worst-case Design

Scale voltage more than is allowable and deal with the consequences

Example: “Razor” fLf

A “pseudo-synchronous” N

approach to address process LA =

variations and power

v

|
|
|
Error L |
|

Shadow
Latch

overhead by combining circuit

I
|
I
minimization with minimal |
|
I

Energy

Total

/

Recov ,\
Energ)& Processor

f .
Optimal Voltage Supply Voltage

Courtesy: T. Austin, D. Blaauw, Michigan

and architectural techniques  ------- } ---
clk_del

-5

comparator :

— o - - o o




“Aggressive” Deployment At the Algorithm Level

_,| Main Block

v

Estimator

Voltage overscale Main Block.
Correct errors using Estimator.

Power savings > 3X!

Voltage

Courtesy: N. Shanbhaq, lllinois



Leveraging resiliency to increase value

error-free W|th errors error-corrected

Low power motion estimation
architecture using Algorithmic
Noise Tolerance (Shanbhag, UIUC)

Up to 71% energy reduction demonstrated

WUD-block

Emor Cancellar




Ultra-Low Voltage Design —
Aggressive Deployment to the Extreme

Minimum operational voltage (ideal MOSFET):

Vya(min) 22 2 (In2)kT/q = 1.38kT/q = 0.036 V at 300°K.

QUTPUT VOLTAGE (valts)

[Swanson, Meindl (1972, 2000)]

There is room at the
bottom

[Von Neumann (1966)]



Equivalence between Communication and
Computation

Shannon’s theorem on maximum capacity of
communication channel

K _
C<Blog(l+ ) E.=P./C

C. capacity in bits/sec
B: bandwidth e | €

P.. average signal power Claude Shannon

E..(min)=E_. (C/B—0)=KT In(2)

Valid for an “infinitely long” bit transition (C/B—0)
Equals 4.10-21J/bit at room temperature




Sub-Threshold Leads to Minimum Energy/Operation

Energy-Aware FFT Processor
[Chang, Chandrakasan, 2004]

ply Voltage (V)

0.4

Threshold Voltage (V)

But ... At a huge cost in
performance

[Blaauw, 2006]
3 pJ/inst @ 350 mV



Is Sub-threshold The Way to Go?

» Achieves lowest possible energy dissipation

« But ... at a dramatic cost in performance

3.5
3.0
2.5

% 2.0

e

~ 15

1.0

0.5

0.0

0

0.2

130 nm CMOS

04 0.6
Vg (V)

o

Cycle time

=== OPTIMAL POWER — PERFORMANCE TRADEOFF CURVE



Backing Off a Bit

 Operating slightly above the
threshold voltage improves
performance dramatically
while having small impact on
energy

The Challenge: Modeling and
Design in the Weak and Moderate
Inversion Region

It is easier than you think!!

Example: optimization of adder
over full design space (VDD, VT,
W) using EKV model




Need to Scale Thresholds as Well!

But need to managa leakage.
One option: Stacked transistors

— lon/loff increases with increasing stack height (leakage suppression)
— More robust to correlated (tune or adapt) and random variations (self-cancel)

— Decreased short channel effect

=1 loff (1@ stack 1o lon (19 stack
0 [off

no stack 0: lon fno stack

Courtesy: Louis Alarcon, Mircea Stan, UCB/Virginia



Complex versus Simple Gates




Complex Gates

Reducing thresholds while containing leakage

P

I
3¢
A1
3
X
3¢
>

3 I

v
peaeaseees
EEEETREREE -

Example: pass-transistor logic

+ Current-steering

* Regular

« Balanced delay

* Programmable




Exploring the Unknown -

Alternative Computational Models
Humans The Yellow Brick Road of

Ultra Low-Power Design

10-15% of terrestrial animal biomass

10° Neurons/’node”
* 10-15% of terrestrial animal biomass

Since 10° years ago
 10° Neurons/’node”

« Since 108 years ago

Easier to make ants than humans
“Small, simple, swarm” b, Petrov Uob



Example: Collaborative Networks

Metcalfe's Law
to the rescue of

Moore’s Law!

Collaborative Networks

* Networks are intrinsically robust — exploit it!

« Massive ensemble of cheap, unreliable components e

* Network Properties:
— Local information exchange — global resiliency
— Randomized topology & functionality — fits nano properties

— Distributed nature — lacks an “Achilles heel”



Example: “Sensor Networks on a Chip”

Estimator 1 Use “large” number of very simple

unreliable components

Estimators need to be independent
for this scheme to be effective

Estimator 2 Estimator N

Estimator 3

Architecture Diversity A simple study:

2 different adders with
voltage over-scaling

Dual Ripple Carry Carry Save Adder

& Architectural diversity makes error-error cross-
correlation close to zero over range of frequencies
and voltages

#Output SNR: CSA=2.9dB, DRCA=3dB,
CUCSA SNOC=5.5dB (2.5 dB improvement)

Source: N. Shanbagh, D.




Example: PN code acquisition for CDMA

« Statistically similar
Yy
decomposition of function for T @

distributed sensor-based
computation.

Statistically
similar

* Robust statistics framework for
design of fusion block.

« Power savings of up to 40% for 8
sensors in PN-code acquisition
in CDMA systems

* New applications in filtering, ME,
DCT, FFT and others

/| FUSION

/| CENTER

PN-code Acquisition



Example: State-of-the-art Synchronization

Precision Timing Element
(Crystal)

\_\ '- Intel Itanium Clock distribution
[ISSCC 05]
\

Clock phase and skew
b ¢ [P. Restle, IBM]




Oscillators as Building Blocks

Unit Area #/sq.mm
(uXp)

-

MEMS Disc Oscillator

[Courtesy: C. Nguyen, UCB]

[Courtesy: S. Gambini, UCB]



Synchronization Inspired by Biological
Systems

Distributed synchronization using
only local communications and
without precision timing elements

Energy

distribution '

time

Quick synchronization
[REF: Mirollo and Strogatz, 1990] at low cost

44



Perspectives — Scaling The Wall

There is plenty of room at thebottom!

= Further scaling of energy/operation (or -
rent per function) is essential for scaling to
luce its maximum impact

)

p

-\

ent digital gate
om&ninimum

» Always-optimal designs “park” themselves
automatically in optimum energy point

» Aggressive deployments move beyond that
point and use redundancy to recoup e

' I Takes A'S VSTEMS™VTSI
Offered Opportunities

’ S e
1 ) Fi g S = = o
e L e
i B r =, i - s
Ll nf e Tl o _jaar



Thank you!

“Creativity is the ability to introduce order into
the randomness of nature”

— Eric Hoffer

Acknowledgements: All of the GSRC and BWRC faculty and students, the
funding by the FCRP and BWRC member companies and the US Government.




Expected by ISSCC 2008

Innovative format

LOW POWER
DESIGN ESSENTIALS

Time — Circuit Level Technigues
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