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On Friday 17 June 2016 at 4:10-5:30pm in Cotton Building CO 350 at Victoria University of Wellington, the
IEEE Computational Intelligence Chapter (IEEE New Zealand Central Section) had IEEE Distinguished
Lecturer, Prof Hisao Ishibuchi from Osaka Prefecture University, Japan, delivered a great talk on
“Evolutionary Many-Objective Optimization: Difficulties and Future Directions”. He briefed the history of
the Evolutionary Many-Objective Optimization and the typical methods. Then he presented a
comprehensive set of results based on extensive experiments to show the characteristics and the
difficulties in Evolutionary Many-Objective Optimization, and also some current state-of-the-art methods in
tackling these difficulties. He also suggested some directions that people can work on based to better solve
the challenges and difficulties.

Over 30 people of IEEE members, academics, research students, and people from industry attended the
seminar. After the seminar, half an hour discussion was held between the attendees and Prof Hisao
Ishibuchi. Prof Ishibuchi provided detailed comments and suggestions on the questions based on his
experiences on the evolutionary many-objective optimisation, multi-objective optimisation, memetic
computing, general evolutionary computation, and feature selection.

IEEE NZ Central Section helped our CIS chapter advertise this event in the section, and financially supported
$400 for this event as part of the local cost. The Chair’s School (Victoria University of Wellington) covers
the rest of the local cost.

Some pictures in the talk are presented below.





The details of the talk with an abstract is attached below.
Date: 17 June 2016
Time: 4:10-5:30pm
Venue: CO350, Victoria University of Wellington, Kelburn Campus
Title: Evolutionary Many-Objective Optimization: Difficulties and Future Directions
Speaker: Hisao Ishibuchi (Japan), IEEE Fellow, IEEE Distinguished Lecturer

Abstract: Recently, evolutionary many-objective optimization has been the most active research area in the
EMO (evolutionary multiobjective optimization) community. It was repeatedly reported that Pareto
dominance-based EMO algorithms such as NSGA-II and SPEA2 did not work well on many-objective
problems. When an EMO algorithm is applied to a many-objective problem, almost all individuals in a
population become non-dominated with each other in an early stage of evolution (e.g., within 10
generations). In this situation, Pareto dominance-based fitness evaluation cannot generate a strong section
pressure to efficiently drive the population toward the Pareto front. The current trend is the use of
uniformly distributed weight vectors to search for a set of uniformly distributed non-dominated solutions
(e.g., MOEA/D, NSGA-II, I-DBEA and MOEA/DD). In this talk, after brief introduction to frequently-discussed
issues in many-objective optimization such as Pareto dominance-based fitness evaluation, approximation



of the Pareto front and visualization of a solution set, we will discuss fair performance comparison of EMO
algorithms on many-objective problems from the following viewpoints:

(1) Parameter specifications: In general, each algorithm has its own best parameter values. For fair
comparison of different algorithms, it may be advisable to use the best parameter values in each algorithm.
However, the same population size has always been used for performance comparison in the EMO
community. This is because the comparison of solution sets of the same size is viewed as being fair
comparison (whereas totally different comparison results can be obtained from a different specification of
the population size). We discuss how to perform fair comparison when each EMO algorithm has a totally
different best specification of the population size.

(2) Performance indicators: Hypervolume (HV) and inverted generational distance (IGD) have been
frequently used for performance comparison of EMO algorithms. However, comparison results depend on
the specification of a reference point for HV calculation and a reference point set for IGD calculation.
Moreover, IGD is not Pareto compliant (whereas HV is Pareto compliant). These difficulties of HV and IGD
are explained by simple examples and through computational experiments on many-objective test
problems. A simple modification of IGD is also suggested.

(3) Test problems: DTLZ and WFG test problems have almost always been used for performance
comparison in evolutionary many-objective optimization studies. However, they have very special
characteristic features (as explained in this talk). For example, we can simultaneously optimize arbitrarily
selected (m1) objectives of m-objective DTLZ 1-4 and WFG 4-9 problems. The shape of their Pareto fronts
is rectangular, which is the same as the shape of the distribution of uniformly distributed normalized
weight vectors. Many mutated solutions are generated on a line between the current solution and the
ideal point in the objective space. We clearly explain that those features make DTLZ 1-4 and WFG 4-9 very
easy for weight vector-based EMO algorithms such as MOEA/D and NSGA-III even when they have many
objectives.
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