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=G Briefing Objective

* Provide an understanding of the roles for Data Fusion & Resource
Management (DF&RM)

* Describe how the Data Fusion heritage can be used to “jump-start” dual
Resource Management solutions

e Describe DF&RM Dual Node Network (DNN) Technical Architecture
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« Data Fusion is the process of combining data/information to
estimate or predict the state of some aspect of the world.

 Resource Management is the process of planning/
controlling response capabilities to meet mission objectives
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Data Association Uses Overlapping Sensor Capabilities

so that State Estimation Can Exploit their Synergies
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e Architectures are frequently used mechanisms to address a broad range of
common requirements to achieve interoperability and affordability
objectives

e An architecture (IEEE definition) is a structure of components, their
relationships, and the principles and guidelines governing their design and

evolution over time

e An architecture should:

Identify a focused purpose with sufficient breadth to achieve affordability objectives
Facilitate user understanding/communication

Permit comparison, integration, and interoperability

Promote expandability, modularity, and reusability

Achieve most useful results with least cost of development
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* The operational architecture provides the “what and who” operational needs

* The technical architecture provides “problem-to-solution space” guidance

* The systems architecture defines the “how” to build the operational system
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» Data Mining discovers and models some as aspect of data input to each fusion level
» Data Fusion combines data to estimate/predict the desired state at each fusion level
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* High performance
* High complexity/cost

+ Sufficient performance
* Reduced complexity/cost

Fusion tree defines hatching of data by
- Sensorfsource

- Pasttime

- Datatype

Management tree defines hatching of
commands by

- Resource (sensor of response
- Time hotizon
- Command type
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¢ Data batching by source, past
time or data type

Association

® Exploit overlapping
measurement observables

® Generate, evaluate & select
association hypotheses

Estimation

® Exploit independent
measurement observables

® Use associations w/ a priori
parameters to compute estimates
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® Task batching by resource,
time horizon or command type

Response Planning

Exploit overlapping resource
capabilities

® Generate, evaluate & select
response plans

Control

® Exploit independent resource
capabilities

® Use assignments w/ performance
parameters to compute control
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