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This paper explores the relationships between the development of expertise and transitions. It sets out what
we know about the development of expertise, changes in the brain as expertise develops, and how transitions
between different learning contexts and the challenges that they present may impact on developing expertise.
1t sets out a series of propositions concerning the way that transitions may impact on expertise, the evidence
supporting the propositions, and the educational implications.

Learning as the development of
expertise

'HE. WAY THAT learners increase their
Tknowledge and skills in a domain can be

conceptualised as the development of
expertise. Research on the development of
expertise is characterised by exploration of
the ways in which individuals acquire specific
skills and knowledge in a domain and how
thinking and learning processes change as
expertise develops. The study of expertise
has taken two main forms, the study of
exceptional people, for instance, Mozart and
Einstein, and the study of experts in compar-
ison with novices. The relative approach
assumes that expertise is a level of profi-
ciency that novices can achieve providing
that they persist over a sufficiently long time
in an appropriately conducive environment.
Within this framework the level of expertise
attained can be assessed in relation to such
indicators as academic qualifications,
seniority, years performing the task, or
consensus among peers. The acquisition of
expertise can be viewed as development
along a continuum, although some have
seen it in terms of a series of phases through
which the individual passes. For instance,
Hoffman (1998) suggests progression from
naive (one who is totally ignorant of a
domain) through novice (someone who has
minimal exposure to the domain), initiate
(an individual who has been through an

initiation ceremony and begun introductory
instruction), apprentice (one who is
immersed in the domain), journeyman (one
who can work unsupervised although
needing goals to be set), expert (distin-
guished or brilliant journeyman), and finally
to master (one of an elite group).

Expertise is domain specific. Individuals
rarely reach an elite level in more than a
single area of study (Ericsson & Lehmann,
1996; Glaser & Chi, 1988). A person highly
skilled in one domain cannot automatically
transfer their skills to another because their
expertise relies on the acquisition of a large
body of specific knowledge (e.g. Gobet &
Charness, 2006). The skills developed in
problem solving and performance are influ-
enced by domain specific acquired patterns
and associated actions which influence basic
cognitive skills (Newell & Simon, 1972; Pelle-
grino & Glaser, 1982a, 1982b). For instance,
conceptual knowledge about numbers
affects performance in number analogy and
number series tasks. Even within domains
transfer of skills can be problematic. For
instance, Sudnow (1978), a highly skilled,
adult, professional, classical musician, docu-
mented how tedious, effortful, frustrating
and time consuming was the experience of
acquiring expertise in jazz improvisation.

The expertise paradigm challenges
accepted notions that high-level achieve-
ment depends on inherited ability
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suggesting instead that the length of time
engaged in activities is a better predictor of
the level of expertise attained (Ericsson &
Chase, 1982; Hallam, 1998). Developing
even moderate levels of expertise in any field
of study requires considerable time. Chase
and Simon (1973) suggest that to attain
masters’ level, chess players typically spend
10,000 to 20,000 hours engaged exclusively
with chess. In music up to 16 years of prac-
tice are required to achieve levels which will
lead to international standing in playing an
instrument. The individual usually begins to
play at a very early age with increasing
amounts of practice being undertaken up to
as much as 50 hours a week by adolescence
(Sosniak, 1985). Equally long periods of
learning are necessary to acquire high levels
of expertise in a variety of domains, for
example, in sporting activities, as a master
chef, gaining doctoral level qualifications or
professional status in medicine or the law.
As expertise develops, processing in the
expert domain changes, enabling experts to
generate the best solutions to problems and
to do this faster and more accurately than
non-experts (de Groot, 1965; Klein, 1993).
Across a range of domains a number of
common characteristics of expert perform-
ance have been identified (Chi, 2006; Glaser
& Chi, 1988). These are considered below.
Expertise involves the development of
automaticity. Operations that are initially
slow, serial and demand conscious attention
become fast, less deliberate and can run in
parallel with other processes (Schneider &
Shiffrin, 1977; Schnieder, 1985). Auto-
maticity is central to the development of
expertise and it is through practice that auto-
maticity develops and the character of cogni-
tive operations changes (Posner & Snyder,
1975). Speed and smoothness are improved,
cognitive demands are reduced releasing
attention for higher order or other functions
(Ericsson, 2006). For instance, expert typists
can type and recite nursery rhymes at the
same time (Shaffer, 1975). After one hour of
practice a day for six weeks college students
could read unfamiliar text while simultane-

ously writing words read by an experimenter
without any reduction in reading speed or
comprehension (Spelke et al., 1976). Auto-
maticity of basic skills is crucial to enable
attention to be focused on higher level skills,
for instance, decoding needs to be auto-
mated before reasoning, comprehension,
inference, and monitoring of text can be
carried out effectively (Lesgold & Resnick,
1982; Logan, 1985). Once developed, auto-
matic processes are relatively resistant to
disruption by reduced cognitive capacity and
to a limited degree are largely resource
insensitive (Schneider & Fisk, 1982).

In addition to automaticity, experts
acquire an extensive body of domain knowl-
edge. This enables them to perceive large
meaningful patterns in their field (Akin,
1980; Egan & Schwartz, 1979). They organise
perceptually available information in their
working environment into larger units which
makes processing faster and easier. This has
been demonstrated in many domains (see
Ericsson et al., 2006).

In their field, experts have superior
short- and long-term memory. The auto-
maticity that they develop in relation to
many of their skills frees up working memory
for other tasks. For instance, deGroot (1966)
studied chess masters, experts and novices,
and found relatively few differences in the
thinking of fair chess players and chess
masters. The key difference seemed to be in
memory for chess positions. The master
chess players could reproduce almost all the
pieces on a chess board after a five-second
exposure with few errors. The performance
of expert and novice players was poorer. The
masters’ superior memory was specific for
meaningful chess positions. Memory for
meaningless positions was considerably less
(Chase & Simon, 1973).

Experts see and represent problems in
their domain at a deeper level than novices.
The conceptual categories which experts
adopt in problem solving are semantically
and principle based whereas those of novices
are syntactically or surface feature oriented.
For instance, in physics, experts use princi-
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ples of mechanics to organise categories
whereas novices build their problem cate-
gories around literal objects stated in the
problem (Chi et al., 1981). Expert program-
mers sort problems according to solution
algorithms whereas novices sort them
according to areas of application, for
example, whether the programme is to
create a list of employees’ salaries or to keep
a file of current user identification (Weiser &
Shertz, 1983).

Experts spend a great deal of time
analysing a problem qualitatively before
attempting a solution (Simon & Simon,
1978; Voss et al., 1983). They try to under-
stand the problem, build a mental represen-
tation from which they can infer relations,
define the situation and add constraints to
the problem. This is particularly evident
when problems require creativity. For
instance, Collins (2005), studying a single
composer, demonstrated that at the outset a
clear mental picture of the composition was
in place which acted as a loose framework
throughout the process. Problem prolifera-
tion and successive solution implementation
occurred not only in a linear manner but
also recursively. Moments of Gestalt creative
insight were observed which related to
problem restructuring, some were seen to
overlap in real time with others indicating an
element of parallelism in thinking. There
were no clear boundaries between the
various stages. For each problem arising,
solutions themselves were
implemented or deferred.

A key element in expert performance is
self-monitoring. Experts have well developed
meta-cognitive and self-monitoring skills
(Hallam, 1995, 2001a; Larkin, 1983). They
are better able to detect errors and the status
of their own comprehension. They know why
they make errors, why they fail to compre-
hend, when they need to check their solu-
tions, and what they need to do next. They
are better than novices in judging the diffi-
culty of a problem and selecting appropriate
strategies to solve it (Chi et al., 1982; Hallam,
1995, 2001a; Larkin et al., 1980) and can

conjectured,
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retrieve relevant domain knowledge and
strategies with minimal cognitive effort
(Alexander, 2003). They are also more
opportunistic making use of whatever
sources of information are available while
solving problems (Gilhooly et al., 1997).

Limitations of expertise

Expertise is not without its limitations.
Experts can be over confident. Glenberg and
Epstein (1987) found that experts in physics
and music overestimated their comprehen-
sion of a physics or music text. Novices were
far more accurate.

Although experts excel in understanding
and remembering the deep structure of a
problem they may fail to recall the surface
features and overlook details that are less
relevant (Voss et al., 1980). They also tend to
rely on contextual cues. For instance, in
medicine, experts use tacit enabling condi-
tions of a situation for diagnosis, for
example, age, sex, drug use, previous
diseases, occupation. These are often related
to particular diseases and such relationships
are learned through clinical practice (Hobus
et al., 1987). Expert skills have been shown
to be context dependent in many studies.
For instance, experienced waiters cannot
indicate the correct surface orientation of
liquid in a tilted container despite their
experience in the context of wine glasses
(Hecht & Profitt, 1995).

Bias is one of the most serious handicaps
of experts. Greater domain knowledge can
create mental set or functional fixedness and
lead to problems in devising creative solu-
tions (Wiley, 1998). Experts can be inflexible
and have trouble adapting to changes in
problems that have a structure that deviates
from those that usually apply. Sternberg and
Frensch (1992) found that expert bridge
players suffered more than novice players
when the game’s bidding procedure was
changed. Even where the nature of the
domain itself is creative and the expertise is
adaptive in nature (Hatano & Inagaki,
1986), many creative artists, having devel-
oped a distinctive style early in their career,
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tend to maintain it throughout their work,
although there are exceptions.

From an educational perspective one of
the most serious limitations of experts is that
they may be unable to assess the future
performance of novices. Hinds (1999) found
that in general the greater the level of
experts
predicting how quickly novices

expertise the worse were in
could
perform a task such as using a cell phone.
They seemed unable to take the perspective
of the novice accurately. This is a serious

problem for teachers in any context.

The development of expertise and
neurophysiological research

Although our knowledge of the way the
brain works is in its infancy some of the
fundamental processes involved in learning
have been established. The human brain
contains approximately 100 billion neurons
a considerable proportion of which are
active simultaneously. Information
processing is undertaken largely through
interactions between the neurons, each
having approximately 1000 connections with
other neurons. When we learn there are
changes in the growth of axons and
dendrites and the number of synapses
connecting neurons, a process known as
synaptogenisis. When an event is important
enough or is repeated sufficiently often
synapses and neurons fire repeatedly indi-
cating that this event is worth remembering
(Fields, 2005). In this way changes in the effi-
cacy of existing connections are made. As
learning continues and particular activities
are engaged with over time myelinisation
takes place. This involves an increase in the
coating of the axon of each neuron which
improves insulation and makes the estab-
lished connections more efficient. Pruning
also occurs, a process which reduces the
number of synaptic connections, enabling
fine-tuning of functioning. Through combi-
nations of these processes, which occur over
different time scales, the cerebral cortex self-
organises in response to external stimuli and
learning activities (Pantev et al., 2003).

Permanent and substantial reorganisation
of brain functioning takes considerable time.
Much practice is associated with an increase
in neuronal representation specific for the
development of particular areas of expertise.
In taxi drivers the posterior hippocampi (the
brain regions which store spatial representa-
tion of the environment) have been found to
be significantly larger relative to those of
controls, the longer the time spent as a taxi
driver the greater the extent of change
(Maguire et al., 2000). Similarly, in relation to
the processing of the tones of the musical
scale, the largest cortical representations are
found in musicians playing instruments for
the longest periods of time (Pantev et al,,
2003; Sluming et al., 2007).

The brain develops in very specific ways
in response to particular learning activities
and the extent of change depends on the
length of time engaged with learning.
Processing of pitch in string players is char-
acterised by longer surveillance and more
frontally distributed eventrelated brain
potentials (ERP) attention. Drummers
generate more complex memory traces of
the temporal organisation of musical
sequences and conductors demonstrate
greater surveillance of auditory space
(Munte et al., 2003). Compared with non-
musicians, string players have greater
somatosensory representations of finger
activity, the amount of increase depending
on the age of starting to play (Elbert et al,
1995; Karni et al., 1995; Pantev et al., 2003).

Changes in brain networks have been
observed as motor skills develop. When
participants practised five-finger exercises
on the piano over as short a period as five
days there was evidence of enlargement of
the cortical representation area targeting the
long finger flexor and extensor muscles
(Pascuel-Leone et al., 1994). Where practice
continued over further weeks, the cortical
maps obtained after the weekend rest
showed a small change from baseline with a
tendency to increase in size over the course
of the study (Pascual-Leone, 2003). Over a
four-week period there was evidence of the

6
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beginnings of the process of brain re-organi-
sation.

The changes in the brain reflect not only
what has been learned but also how it is
learned. Particular methods of approaching
problem solving are reflected in subsequent
brain activity. When students (aged 13 to 15)
were taught to judge symmetrically struc-
tured musical phrases as balanced or unbal-
anced using traditional instructions about
the differences (including verbal explana-
tions, visual aids, notation, verbal rules,
playing of musical examples), or partici-
pating in musical experiences (singing,
playing, improvising or performing exam-
ples from the musical literature), activity in
different brain areas was observed. The
music processing of the traditionally trained
group produced increased activation of the
left fronto-temporal brain regions, probably
reflecting inner speech and analytical, step-
by-step processing. In contrast, the musically
trained procedural group showed increased
activation of the right frontal and bilateral
parieto-occipital lobes indicating a more
global way of processing and also visuo-
spatial associations (Altenmuller et al.,,
1997). Taken together, the evidence suggests
that the brain substrates of processing reflect
the ‘learning biography’ and developed
expertise of each individual (Altenmuller,
2003, p.349).

Experts demonstrate increased neuro-
physiological efficiency. Jausovec (1996)
showed increased alpha EEG power in
experts indicating less cognitive effort on a
task than a normal cohort. Several studies
support this (e.g. Grabner et al.,, 2006;
Neubauer et al., 2005). Neuro-imaging
studies have revealed an anterior-posterior
pattern of activation differences between
high and low performance (e.g. Rypma et
al., 2006). Frontal activation is related to a
more controlled, effortful and energy
consuming cognitive activity, i.e. working
memory, while posterior activation is related
to more automatic perceptual processing.
Experts are more efficient in their particular
domain because they can recruit more
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neuronal  resources for  automatic
processing. Working memory is, therefore,
more efficient because it has more available
resources.

Further evidence for brain changes as a
result of developing expertise relate to
aging. As ageing occurs the accuracy and
speed of memory processes as well as most
types of cognitive-motor performance
undergo systematic decline starting as early
as age 30 (Kaufman, 2001). Older adults
typically need much longer to process the
same tasks as young adults (see Krampe,
2002). These effects are more pronounced if
tasks require complex processing. These
changes should lead to a reduction in expert
performance but in work settings the rela-
tionship between age and productivity is
near zero or slightly positive in cross-
sectional studies (for meta-analyses see
McEvoy & Cascio, 1989; Waldman & Avolio,
1986). Knowledge and experience compen-
sate, structured expert knowledge perhaps
protecting working memory function
decline (Mireles & Charness, 2002).

Proposition 1: In developing expertise
learners need to negotiate a wide range
of different types of transitions

In the modern world where employment
demands flexibility and mobility individuals
experience many transitions as they develop
and maintain expertise. Transition routes
have become increasingly individualised and
frequently involve elements of individual
choice, taking many forms with varying
degrees of impact (Evans, 2002; Giddens,
1996; Glastra et al.,, 2004). As individuals
adapt to transitions they go through a
process of cognitive restructuring. In devel-
oping high levels of expertise they may expe-
rience transitions involving:

® learning environments, either between
or within institutions;

teachers and facilitators;

pedagogical practices;

peer and friendship groups;

expectations of performance and types of
assessment;
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® changes in required skills;

® conceptual understanding;

® perceptions of the nature of knowledge
itself;

® ways of thinking about learning; and

® ways of thinking about self and identity.

Proposition 2: Developing expertise
requires transition through three phases
from conscious and effortful
processing to automatisation

To develop expertise in a domain requires
much effort and practice. Three main stages
have been identified. In relation to proce-
dural skill development, in the cognitive-
verbal-motor-stage the learner understands
what is required and carries it out while
providing
Learning is supported when the learner has

consciously self-instruction.
a clear mental representation of both the
process and the goal of learning and feed-
back is available, either directly from the
environment or from observers. In the asso-
ciative stage the learner begins to put
together a sequence of responses which
become more fluent over time. Errors are
detected and eliminated and feedback from
others or self-monitoring continues to be
important. In the final autonomous stage the
skill becomes automated, is carried out
without conscious effort, and continues to
develop each time it is used, becoming
quicker and more fluent. As complex skills
are learned some elements will be auto-
mated while others are at early stages. As
automaticity develops the component
processes become unavailable to conscious
inspection and the learner has difficulty in
explaining his/her actions to others (Fitts &
Posner, 1967).

In relation to knowledge acquisition,
three stages have also been proposed
(Alexander, 1997; VanLehn, 1996). Firstly, in
the acclimation phase, there is development
of an understanding of the scope of the
knowledge domain where the learner is
introduced to specific facts, rules, termi-
nology or conventions, definitions, simple
concepts and principles. Simple links

between the component parts of the knowl-
edge domain are made. More complex inter-
relationships are established in the
intermediate or competence phase where
the knowledge base is expanded and refined
so that it can be used to solve problems. In
the final phase, the knowledge domain is
secure and the aim is to improve speed and
accuracy (proficiency/expertise). As in the
learning of procedural skills, automaticity
can be developing in one area while new
knowledge is being acquired in another.

Although the development of procedural
skills and the acquisition of knowledge have
been described separately, in practice, in
most domains, the two are inextricably inter-
twined. Knowledge-based mental representa-
tions of appropriate outcomes are required
to check for errors, to select possible strate-
gies and monitor progress (Hallam, 1995,
2001a, 2001b). These principles apply in
relation to creative and routine tasks. While
there may be some transfer of meta-cognitive
or selfregulatory strategies the impact of
these may be limited because of the lack of
relevant knowledge. An individual may have
a wide range of strategies for developing
understanding and supporting learning, for
instance, rehearsal, summarising, elabora-
tion, organisation, repetition, but these will
be of limited use unless the individual has
sufficient prior knowledge in the domain to
apply them. Executive strategies relating to
planning, monitoring and evaluating also
require domain knowledge,
although strategies for managing concentra-
tion, reducing distraction and managing
motivation may be more successfully trans-
ferred within and between domains.

At any of the three stages of skill or
knowledge development there is the poten-
tial for difficulties. In the early stages instruc-
tions may not be understood, feedback may
not be sufficiently clear and misunderstand-
ings may occur either in relation to knowl-
edge or skill development. Learners may not
be given sufficient opportunities for active
engagement in the domain and automaticity
may not develop.

extensive
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Proposition 3: Inability to negotiate
conceptual transitions can limit the
level of expertise attained

The term conceptual change was introduced
by Kuhn (1962) to indicate that concepts
embedded in a scientific theory change their
(paradigm)
changes. An inability to negotiate concep-

meaning when the theory
tual change at the individual level, when
prior conceptual understanding is inaccu-
rate may limit expertise development partic-
ularly as some concepts are pivotal to overall
understanding in particular domains (Meyer
& Land, 2003).

There are a number of theoretical
approaches to understanding how concepts
are grouped and why change can be diffi-
cult. One approach suggests that the knowl-
edge system of novices consists of an
unstructured collection of many simple
elements known as phenomenological prim-
itives (P-prims) that originate from a superfi-
cial interpretation of physical reality. P-prims
are organised in a conceptual network and
are activated through a mechanism of recog-
nition that depends on the connections that
P-prims have to other elements of the
system. According to this approach the
process of learning science is one of
collecting and systematising the pieces of
knowledge into larger wholes. This happens
as P-prims change their function from rela-
tively isolated, self-explanatory entities to
become part of a larger system of complex
knowledge which experts possess (diSessa,
1993, p.114). In the novice, P-prims are
unstructured or loosely organised and
through instruction come together into
larger structures. It is this which constitutes
the major change from intuitive to expert
understanding. From this perspective, where
naive and scientific conceptions are compat-
ible they are relatively easy to learn (Carey,
1985). However, where concepts are inaccu-
rate radical conceptual change is needed.
This requires the re-assignment of a concept
to a different ontological category, the
creation of new ontological categories or the
differentiation or coalescence of concepts.

Transitions and the development of expertise

These are more complex processes which
prove difficult for many people (Carey,
1991).
Where students hold misconceptions
they can constitute a barrier to effective
learning (Bishop & Anderson, 1990; Zaim-
Idrissi et al., 1993). Concepts which are
incompatible with naive conceptions are
often not acquired even after college level
instruction (McCloskey et al., 1980). This
tends to occur when naive conceptions are:
® robust (initial beliefs are held firmly and
difficult to overcome by instruction);
® consistent over time and situations (the
same misconception is displayed by the
same student over different times and
contexts);

® persistent across different ages and
schooling levels (there is no
developmental trend);

® homogenous among different students;

® recapitulated across historical periods

(medieval scientists and contemporary

naive students tend to hold the same

conceptions); and

® systematic (the misconceptions conform
to a coherent theory, they are not
fragmented) (Chi & Slotta, 1993; Chi et

al., 1994).

Vosniadou et al. (2008) argue that inability
to successfully learn counterintuitive knowl-
edge relates to the absence of critical
thinking, knowledge fragmentation, lack of
transfer, and misconceptions. They suggest
that where new evidence conflicts with
existing concepts students assimilate the new
information into existing but incompatible
models using enrichment type mechanisms
which
approaches or in the formation of synthetic
models (Vosniadou & Brewer, 1992, 1994.
Vosniadou et al, 2007). Enrichment mecha-

result in internally inconsistent

nisms cannot produce radical conceptual
change (Carey, 1991; Spelke, 1991).

To facilitate understanding of how to
bring about conceptual change, Chi (2008)
proposes three conceptual levels: belief revi-
sion, mental model transformation and cate-
gorical shift. Beliefs are proposed as being at
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the grain size of single ideas. They can be
missing, incomplete or false. Missing or
incomplete beliefs can be added to and gaps
filled. Incorrect beliefs can wusually be
changed by instruction that refutes them
(Broughton et al., 2007). At a mental model
level incorrect prior knowledge may appear
coherent but, nevertheless, be flawed. The
inaccuracy of the model depends on the
number of critical false beliefs not the
overall number of false beliefs. Here,
conceptual change can be achieved by
refuting multiple false beliefs, particularly
those which are critical to understanding.
The cumulative effect of such belief revisions
will transform a flawed model. At this level,
refutational texts are a powerful means of
promoting understanding (Alvermann &
Hynd, 1989; Diakidoy et al., 2003; Guzzetti et
al., 1993). For misconceptions that are cate-
gorically misassigned between lateral
branches or ontological trees, conceptual
change requires categorical shift. This
requires the learner to be aware that such a
shift is needed and the correct category to be
available. Conceptual change at the categor-
ical level is the most complex. While it is not
a difficult learning mechanism in everyday
life it occurs rarely. We do not often have to
re-categorise. The rarity of category mistakes
in everyday life reinforces the strength of
commitment to the original category to
which a concept is assigned as well as the
boundary between lateral categories. If a
categorical shift is required the learner
needs to be made aware of the need for
change (Chi, 2008) and must unlearn the
conception which
dismantling existing neural networks and
creating new ones. The new concept will
have to be learned as if it was a previously
unknown one. This will inevitably take time
and effort and requires conscious initiation
and regulation of cognitive, meta-cognitive
and motivational processes (Pintrich et al.,
1993; Sinatra & Pintrich, 2003). Where
learners are not motivated and are strongly
committed to existing beliefs these will be
extremely resistant to change (Chinn &

inaccurate involves

Brewer, 1993). If learners are unable to
make the conceptual shifts required in a
domain to develop deep understanding,
their progression to expertise in that domain
is going to be limited.

Proposition 4: Inability to negotiate
conceptual transitions relating to
understanding the nature of knowledge
can limit the level of expertise attained
There is considerable evidence that an indi-
vidual’s beliefs about knowledge (their
epistemology) are
academic performance. Where knowledge is

personal related to
seen as absolute, simple, stable and trans-
mitted by authority, academic performance
is lower. Where knowledge is perceived as
complex, uncertain, and derived from
reason, performance level is higher (e.g.
Mason, 2000; Qian & Alverman, 1995;
Sinatra et al., 2003; Windschitl & Andre,
1998).

Individuals spontaneously develop sets of
mental representations about the mind,
knowledge and its processes of acquisition
and transmission. Beliefs about the mind
and about knowledge influence the ways in
which people learn, teach, and interpret
their ways of knowing and those of others
(Hofer & Pintrich, 2002; Kember, 2001;
Vosniadou, 2008).

In 1970, Perry identified a series of posi-
tions or stages through which learners
progress as they gradually acquire ways of
thinking about academic discourse from
dualistic thinking (a right answer) through
relativistic reasoning, in which students
accept uncertainty and use evidence and
logic to test alternatives, to a firm, eviden-
tially based commitment to a particular
interpretation or perspective. Subsequent
research has largely confirmed the develop-
mental trend identified by Perry suggesting
that individual personal epistemology
evolves until contextual, constructivist and
evaluative perspectives of knowledge and
knowing are acquired (Hofer, 2002; Hofer &
Pintrich, 2002), although there is some
evidence that students can regress in their
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epistemology as well as
(Schommer-Aikins, 2002).
Epistemological beliefs mediate cognitive

progressing

functions in the process of intentional
conceptual change (Sinatra & Pintrich,
2003). Where students believe that knowl-
edge is simple and certain they are less likely
to reason effectively and experience concep-
tual change (Qian & Alvermann, 1995). This
may be related to relatively consistent charac-
teristics concerning seeking or avoiding
closure (Kruglanski, 1989). Dualists have
poorer text comprehension (Ryan, 1984),
and naive beliefs about the structure of knowl-
edge can have a negative effect on the inter-
pretation of controversial evidence (Kardash
& Scholes, 1996). Students who believe that
knowledge is absolute and certain tend to
draw inappropriate absolute conclusions
from tentative text (Schommer, 1990).

The development of expertise itself may
change beliefs about the nature of knowl-
edge. Alexander and Sinatra (2007) argue
that as an individual develops expertise in a
domain they come to see knowledge in that
domain as complex and nuanced, although
this may not transfer to other domains.

Proposition 5: Inability to negotiate
conceptual transitions relating to the
nature of learning and understanding
can limit the level of expertise attained
The way that individuals conceptualise
learning and understanding will impact on
the way that they learn. Saljo (1979) estab-
lished a series of categories relating to
conceptions of learning that differentiated
broadly between learning as reproducing
knowledge and learning as seeking meaning.
A further category was later identified,
learning as personal change (Marton et al.,
1993). Adults who think about learning in a
more sophisticated way recognise a variety of
different learning processes and understand
that effective learning depends on finding
the most appropriate ways of tackling a
particular task for a specific purpose in a
given context (Saljo, 1982). Similar concep-
tions are evident in relation to teaching
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which can be seen as the transmission of
knowledge or as the encouragement of
conceptual development (Kember, 1998;
Prosser et al., 1994; Van Driel et al., 1997).

A related body of research has consid-
ered the way that learners approach
learning. Marton and Saljo (1976) identified
surface approaches where the learner
concentrates on words and information, and
deep approaches where they pay careful
attention to how well the evidence supports
the conclusions. Subsequent research has
reinforced this distinction (Entwistle &
Ramsden, 1983; Richardson, 2000), also
identifying a strategic approach (Biggs,
1987) and application directed and undi-
rected approaches (Vermunt, 1998, 2005).
These findings indicate that learners
approach tasks in different ways which are
related to their motivation in specific
contexts.

There has been considerable debate
about the extent to which these approaches
are consistent or variable between different
domains and teaching contexts (Thomas &
Bain, 1984). There is some evidence of
consistency in individual approaches (Biggs,
1993; Entwistle & McCune, 2004) and an
element of stability across teaching contexts
(Entwistle et al., 2007) suggesting that
teachers do make a difference but students
have to be both alert and ready to take
advantage of encouragement to adopt a
deep approach (McCune, 2004). Vermunt
and Verloop (1999) suggest that there can
be constructive and destructive friction in
the effects of teaching-learning environ-
ments on student learning. Congruence
occurs when students’ learning strategies
and teachers’ teaching strategies are compat-
ible, friction occurs when this is not the case.
Friction may be necessary to stimulate
students to develop skills in the use of
learning and thinking activities that they are
not inclined to use on their own, although it
may also cause a decrease in learning or
thinking skills when existing skills are not
called upon or potential skills are not devel-
oped.
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Changes in the way the curriculum is
delivered can affect approaches to learning
and the extent of self-regulation (Boyle et al.,
2003; Van der Veken et al., 2009; Vermetten et
al., 1999). Ensuring that students have appro-
priate prior knowledge relating to what is to
be learned is important as is the nature of
assessment. Short questions and multiple
choice options lead to surface approaches
(Thomas & Bain, 1984). Biggs (1993) advo-
cates constructive alignment as a way of
thinking about the relationships between
learning, teaching and assessment to facilitate
the adoption of the deep approach which is
necessary for high levels of expertise to be
attained.

Proposition 6: Inability to develop
metacognitive and self-regulatory skills
can limit the level of expertise attained
In addition to having appropriate beliefs
about the nature of knowledge and learning,
approaching learning with a view to devel-
oping a deep understanding, and being
intrinsically motivated learners need to know
and understand their own learning and be
able to regulate it. Metacognition is defined
as ‘cognition about cognition’, or ‘knowing
about knowing’ (Flavell, 1976, 1979) and
refers to personal knowledge concerning
one’s own cognitive processes or anything
related to them (Brown, 1987). Metacogni-
tion involves executive management (plan-
ning, monitoring, evaluating and revising)
and strategic knowledge (what, when, why
and how). Both are needed to self-regulate
thinking and learning (Hartman, 2001).
There are also distinctions between general
metacognitive knowledge and that which is
specific to particular subjects. Metacognition
also involves self-regulation, including main-
taining motivation to complete a task,
sustaining effort and avoiding distractions.
Internal regulation involves controlling the
balance between cognitive, affective and
metacognitive processes, while external
includes the
approaches adopted, instructional materials

regulation particular

and computer-based learning systems (see

Entwistle & McCune, 2004; Lonka et al.,
2004; Pintrich, 2004; Richardson, 2000;
Vermunt & Vermetten, 2004).

Proposition 7: Self-beliefs can limit or
promote the development of expertise
As individuals develop expertise their rela-
tive success in doing so depends on their self-
beliefs. This may include beliefs about the
nature of their intelligence, their ability to
complete tasks and their self-concept. Lack
of progression or decline in attainment is
related to changes in students’ concepts of
themselves as learners (e.g. Eccles &
Wigfield, 1993; Wigfield et al., 1991).

Beliefs about the nature of intelligence
can influence motivation to engage with
challenging tasks (Dweck & Bempechat,
1983). Children with an incremental theory
of intelligence (intelligence as malleable and
improved through effort) tend to be mastery
oriented, those with an entity theory (intelli-
gence as fixed and not subject to change)
tend to be performance oriented, choosing
tasks where they can demonstrate their abili-
ties. As students approach adolescence entity
views tend to increase with less emphasis on
effort (Nicholls & Gardner, 1999), perhaps
as a result of inferences made from interac-
tions with teachers. Given the importance of
accepting challenge in order to develop high
levels of expertise this is likely to be a
limiting factor.

High self-efficacy has been linked with
high attainment and positive emotional
approaches to learning (Schunk & Pajares,
2005), although it could limit conceptual
change if an individual is so confident in
their thinking that they believe they are right
even when the evidence suggests otherwise
(Pintrich et al., 1993; Pintrich, 1999). Transi-
tions between different learning environ-
ments can lead to a reduction in self-efficacy
as pupils re-evaluate their perceived compe-
tences in a new context (Harter et al., 1992).

New learning environments provide a
different frame of reference for self-percep-
tions. Marsh (1987) describes this as the Big-
Fish-Little-Pond Effect. Those moving to
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environments with higher levels of attain-
ment may develop lower academic self-
concepts than those where attainment levels
are lower (Marsh, 1991; Marsh & Rowe,
1996), for instance, pupils participating in
programmes for the gifted and talented
experience a decline in academic self-
concept (Kulik & Kulik, 1982; Marsh et al.,
1995). Other grouping arrangements also
have an impact. McManus (2007) found that
students who were allocated to ability groups
on starting secondary school changed their
perceptions of themselves as learners in a
negative way if they were allocated to a low or
middle group. General school self-concept
and self-esteem are also influenced by the
amount of structured ability grouping in a
school, the more ability groups the greater
the effect (Ireson & Hallam, 2001). Overall,
the effects of the Big-Fish-Little-Pond Effect
are strongest in highly competitive settings
in which students follow a fixed curriculum
and are normatively assessed in relation to
common tasks. These situations increase
social comparisons (Marsh & Peart, 1988).
Being in a more competitive environment,
of itself, can also lead to reduction in self-
esteem (Wigfield et al., 1991).

As individuals make transitions between
learning environments they may develop an
ideal self of themselves in the new environ-
ment (Markus & Nurius, 1986). Ideal selves
can produce discomfort if they are seen as
being markedly different from actual selves
leading to feelings of depression and dejec-
tion (Higgins et al., 1985), although they can
also lead to positive motivational outcomes
(Cantor et al., 1986). The cognitive strate-
gies that are adopted to cope with transitions
are very important in determining which of
these applies. Cantor et al. (1987) found that
optimists set realistic expectations that were
congruent with past performance, while
pessimists set their expectations very low.
Two distinctly different but effective strate-
gies were identified. Defensive pessimistic
strategies emphasised the negative as part of
attempts to gain control, manage anxiety,
and motivate, while optimistic strategies led

Transitions and the development of expertise

to more positive appraisals of achievement
tasks and those adopting them were moti-
vated and successful to the extent that they
maintained their positive appraisal. Opti-
mists and pessimists did well in their
academic work and better than aschematics
who adopted neither strategy.

Proposition 8: Motivation is crucial in
the development of expertise and is
affected by transitions

Motivation is complex and inextricably
linked to self-perceptions and identity (see
Hallam, 2005). While intrinsic motivation
may be generated by interesting tasks in the
short term, that interest must be internalised
and become part of the individual’s identity
for motivation to be sustained over long
periods of time. Motivation is crucially
important in the development of expertise
because of the considerable investment of
time and effort that is required. It is also
important in relation to conceptual change.
Learners experiencing conceptual change
referred to cognitive effort more than any
other strategy including intrinsic (under-
standing) and extrinsic (wanting to pass an
exam) motivations (Hynd et al., 2000).

Goal orientation describes the goals that
learners choose and the methods that they
use to pursue those goals. Dweck (1986)
established two distinct patterns of goal
oriented behaviour, mastery and perform-
ance. Mastery goals are associated with better
learning, self-regulatory behaviour and posi-
tive affect, while performance goals are asso-
ciated with superficial learning, low
self-regulation and negative affect (Dweck &
Leggett, 1988; Smiley & Dweck, 1994).
Mastery goals have been linked to higher
levels of academic engagement (Pintrich,
2000; Pintrich & Schrauben, 1992), students
who are task focused performing better in
tasks requiring deeper processing (e.g. Elliott
et al., 1999; Graham & Golan, 1991). These
findings have been demonstrated across a
range of subjects, although not all of the
evidence supports the importance of mastery
goals. For instance, Linnenbrink and
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Pintrich (2002) found that while mastery
goals did support
performance goals did not inhibit it, while
Elliot (2005) found that performance and
mastery goals together were the most effec-

conceptual change,

tive. The nature of the learning environment
may be an important mediator here (Maehr
& Midgley, 1991). Task and mastery focussed
instructional practices seem to reduce the
negative shifts in motivation which can occur
following transitions between learning envi-
ronments (Midgley et al., 1989).

Individual interest in a particular subject
is a relatively stable student characteristic,
although topic interest can be both indi-
vidual and situational (Hidi, 2000), the latter
generated by certain conditions and or envi-
ronmental stimuli such as novelty and inten-
sity (Schraw & Lehman, 2001). Interest has
been related to comprehension (Alexander
et al., 1994); recall of ideas, elaborations,
and main ideas independent of prior knowl-
edge (Schiefele, 1996); increased resources
being devoted to learning (Schiefele &
Rheinberg, 1997); and more effective use of
those resources (Voss & Schauble, 1992).

Interest plays a major role in conceptual
change generating motivation to understand
and also enhance skills (Andre & Windschitl,
2003; Pintrich et al., 1993). Where learners
are interested they provide richer answers
about conflicting perspectives in text than
disinterested learners (Mason & Boscolo,
2004) and are more likely to change incor-
rect conceptions when presented with refu-
tational texts (Mason et al., 2008), although
some students with high topic interest may
be resistant to change (Dole & Sinatra, 1998;
Murphy & Alexander, 2004).

The highest levels of motivation occur
where the individual’s identity becomes inex-
tricably linked to the domain. Research on
the personalities of young musicians has
shown that those who emerged as the most
highly accomplished appeared to be self-
motivated almost to the point of obsession,
as if they were unable to separate their devel-
oping self-perception from that of being a
musician (Kemp, 1996). This level of

commitment sustains the individual even
when bullying or loss of popularity occurs as
a result of their involvement in music (Howe
& Sloboda, 1991).

Why do individuals develop particular
interests? In music interest depends on the
extent to which engaging with it satisfies
internal motives and provides personal fulfil-
ment. This may include the desire for achieve-
ment (Gellrich et al.,, 1986) and satisfying
curiosity and self-actualisation (Motte-Haber,
1984). Music also induces emotions, provides
opportunities for positive social responses to
performance, may allow the exploration of
aggressive drives through its requirement for
the development of motor skills, and provides
opportunities for some degree of exhibi-
tionism (Nagel, 1987). Overall, musicians
seem to derive considerable personal fulfil-
ment from the act of making music, the
balance of motives related to particular
musical environments and also changing over
time as individuals progress through their
musical careers (Harnischmacher, 1997,
Manturzewska, 1990; Sosniak, 1985). In other
domains different factors may contribute to
the development of interest.

Proposition 9: Transitions can pre-empt
decisions about the areas of expertise
to be developed

Transitions between learning environments
may offer new opportunities for learners
which can lead to a loss of motivation to
continue pursuing existing areas of expertise,
the break in continuity providing an opportu-
nity for discarding domains where the indi-
vidual has lost interest or feels that they are
making insufficient progress. In fields where
students have control over their participation,
for instance, playing a musical instrument,
several phases in the development of expertise
have been identified (e.g. Harnischmacher,
1997; Manturzewska, 1990; Sosniak, 1985,
1990). Broadly, these suggest that learners
move from musical participation being fun
and playful, to formal instruction with desig-
nated practice time, until finally, they commit
to pursuing activities on a full-time basis.
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Research on choosing to take GCSE music as
an option supports this showing that the key
factors in opting for music are already playing
an instrument and seeing music as a possible
career (Little, 2009). Early on, the influence of
warm and sympathetic teachers is important in
developing interest and self-efficacy (Sloboda
& Howe, 1991; Sosniak, 1985) with later
teachers providing high status role models
with whom young people can identify and
emulate (Manturzewska, 1990). Those who
choose to stop playing report perceiving them-
selves as less musically able, receiving less
family encouragement, and feeling musically
inadequate. They tend to turn to other leisure
activities (Frakes, 1984) viewing continuing to
play as demanding too great a time cost for the
rewards (Hurley, 1995). They have insufficient
personal interest to sustain them (Hallam,
1998).

Proposition 10: Emotions are crucial in
determining the way that transitions
between or within learning
environments are negotiated

Transitions between learning environments
are often viewed with mixed emotions.
There may be sadness about leaving some
things behind alongside positive anticipation
of new activities, accompanied by a degree of
apprehension. For instance, foundation
level children report looking forward to
moving to Year 1 but are anxious about
being given hard work (Fisher, 2009).
Students transferring to secondary school
are generally positive about the move
believing that the work will be more chal-
lenging and interesting, and that there will
be opportunities to make new friends and
learn new subjects (Yates, 1999). Anxiety
about transfer tends to focus on five main
issues:

® the size and complex organisation of the
new environment;

new forms of discipline and authority;
new demands relating to academic work;
the prospect of being bullied; and

the possibility of losing friends (Measor &
Woods, 1984).

Transitions and the development of expertise

Some learners have particular concerns
safety (Wylie &
Chalmers, 1999), while transitions from

about their personal

rural areas to urban boarding schools can be
particularly anxiety provoking as there is the
additional stress of leaving home (Baills &
Rossi, 2001; Walsh, 1995).

Anxiety prior to transfer declines during
the first year (Delamont & Galton, 1986) to
be replaced by more long-term concerns
about schooling (Delamont & Galton, 1987;
Ward, 2000). The length of the period of
adjustment child’s
approach, the coping strategies adopted and
having adequate information (Cotterell,

depends on the

1986). The personal and social effects of
transition may be less significant now than
they once were because more support is now
offered by receiving institutions.

Proposition 11: Transitions between
different learning environments
frequently lead to a decline or no
progress in the development of
expertise

Transitions between different learning envi-
ronments can lead to a worsening or no
progress in the development of expertise. At
transfer between primary and secondary
school achievement declines (Ofsted, 2002;
National Centre for Educational Studies,
1995; Galton et al., 1999, 2003). Galton and
Willcocks (1983) found that 40 per cent of
pupils scored less on basic skills’ tests at
secondary school than they had in the term
before transition, while Galton et al. (1999,
2003) found that seven per cent of 11-year-
olds showed a deterioration in reading,
mathematics and language skills in their first
secondary year, their marks dropping by a
third in standardised tests compared with
their final primary year. Any transition may
cause a drop in achievement regardless of
the age at which it takes place (Suffolk LEA,
1997). Where students make two transitions
through middle school to secondary school
the drop in attainment seems to occur twice
(Alspaugh, 1998; Felner et al., 1981). Even
within school progress can be variable for
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whole groups of children. Ofsted (2002)
reported that students made insufficient
progress between Years 6 and 9 and there are
declines in reading, spelling and mathe-
matics performance between children in Key
Stage 1 and Key Stage 2 (Galton et al., 1999,
2003; Minnis et al., 1998).

Reported declines on transfer between
schools may be related to the lack of oppor-
tunities to practice skills in the summer
break. Cooper et al. (1996) in a meta-analysis
found that the summer was particularly detri-
mental for performance in mathematics and
spelling. This may be because these are less
practised than reading during the holidays.

An additional factor in transfer to
secondary school is the level of disillusion-
ment at the lack of academic challenge
(Green, 1997; Kirkpatrick, 1997; Ofsted,
2002). A QCA report supported this stating
that pupils were held back by a ‘dumbing’
down of the science curriculum in the first
year of secondary school (Thorton, 1999).
Scottish students found that the secondary
school workload was lower than many had
expected including less homework
(Fouracre, 1993), while in Australia, Green
(1997) found a similar lack of challenge.

Most children adjust to a new school
within six months and many regain losses in
performance by their second year (Mertin et
al., 1989; Sebba, 2000). Preparation for
transfer may be important. Some students
suggest that they would cope better if they
had been given more challenging work in
their previous school and had been taught
more strategies for working independently
(Green, 1997; Mizelle & Mullins, 1997).

Proposition 12: Discontinuity in
curricula and pedagogy can disrupt the
development of expertise

When transitions between and within institu-
tions occur there tends to be discontinuity in
the curriculum even when measures are
taken to prevent this, for example, the intro-
duction of national curricula (Gorwood,
1991; Hargreaves & Galton, 1999; Huggins &
Knight, 1997; Kruse, 1995; Lee et al., 1995;

Sutherland et al., 1996; Weston et al., 1992).
Where pupils are required to study things
that they believe they already know this can
lead to boredom (Yates, 1999). How the
curriculum content is organised and taught
can also be challenging. At secondary level
teaching is mainly subject based with
different teachers for each subject. This
represents a major change from primary
school. An
enhance grades in the first year of transfer

integrated curriculum can
although this enhancement tends to disap-
pear in the following year (Campbell, 2001).
Other changes in teaching approaches
including an over-reliance on text books, lack
of student collaboration and active learning,
little reflection on the learning process, and
an assumption that all students will benefit
from the same thing at the same time can
impact on student learning (Kruse, 1996).

Proposition 13: Learners may be
distracted from a focus on the
development of expertise during
transitions between different learning
environments

Transitions can distract learners from a focus
on their developing expertise. Adjusting to a
new environment, losing old friends, making
new friends, and coping with a variety of
teachers and their expectations about work
all have to be coped with during transition in
addition to learning about the new physical
environment (Bates, 1998; Galton et al.,
1999, 2003; Measor & Woods, 1984). Transi-
tions require the acquisition of tacit knowl-
edge about the new situation. Learning new
rules and procedures takes time and cogni-
tive effort (Delament & Galton, 1986; Harg-
reaves & Galton, 1999; Measor & Woods,
1984; Youngman, 1978) and reduces the
time that could be spent in expertise devel-
opment.

Some educational transitions also coin-
cide with other changes. The move to
secondary school in early adolescence may be
influenced by transition to puberty
(Anderman & Maehr, 1994), although this
occurs at different ages for different
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children, as do transitions (McGee et al.,
2003). During early adolescence learners
have a developing sense of autonomy, inde-
pendence, and self-determination and place
more importance on social interactions
(Eccles & Midgley, 1989; Simmons & Blyth,
1987). The way that schools respond to this
may be important in maintaining progres-
sion, although in Australia where children
report that they continue to be treated as
children (Yates, 1999) and in the US where
students report greater teacher respect and
support (Murdock et al., 2000) transitions
still impact on academic attainment.

One focus on transferring to a different
learning institution is friendships (Day, 1996;
Hargreaves, 1996). Disruption of existing
friendships can interfere with success
(Barone et al., 1991; Felner et al., 1981) and
students may feel isolated during their first
year after transition (National Center for
Education Statistics, 1995). This applies on
transition to higher education as well as
secondary education (Hays & Oxley, 1986).
In the transfer from foundation stage to Year
1 being with a friend was perceived as more
important than any other positive factor,
although having an older sibling already in
the new environment helped. Young
children also have concerns about social
interactions in the playground (Fisher,
2009). At secondary school allocation to
different ability groups can disrupt friend-
ship groups, although this may be advanta-
geous to attainment if it breaks associations
that are not conducive to academic work
(Schiller, 1999).

As learners progress through compulsory
schooling motivation declines, particularly
after transfers, even though learners report
being excited about the possibility of new
types of work (Anderman & Maehr, 1994;
Eccles & Midgley, 1989; Galton & Willcocks,
1983; Hadden & Johnston, 1983; Roderick &
Camburn, 1999; Spector & Gibson, 1991;
Wigfield et al., 1991). Receiving schools tend
to have lower expectations than contributing
schools which may impact on motivation
(Eccles & Wigfield, 1993; Galton & Wilcocks,
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1983; Ofsted, 2002). The more impersonal,
evaluative, formal, competitive and compara-
tive environment of secondary schools may
contribute to a decline in intrinsic motiva-
tion and commitment to learn (Harter et al.,
1992). Attitudes to individual subjects,
science, mathematics and English become
less positive following transition (Hargreaves
& Galton, 1999; Speering & Rennie, 2006;
Suffolk LEA, 1997). Even pupils who do well
in science do not appear to enjoy it
(Shrigley, 1990). The decrease in interest in
academic activities parallels an increase in
interest in non-academic activities, including
sport (Eccles & Wigfield, 1993). This may be
because there are more opportunities to
engage in a wider range of activities and
because there is increased engagement with
peers (Seidman et al., 2006).

Proposition 14: Failure to successfully
negotiate transitions in learning
environments can disrupt the
development of expertise and lead to
drop out

Difficulties in transitions are strongly related
to the likelihood of school dropout
(Roderick & Camburn, 1999). Lack of moti-
vation to attend school and to learn effec-
tively in formal education is an increasing
problem in the developed world. In the UK,
the formal curriculum for children aged 14
to 16 years is dominated by the need for
success in General Certificate of Secondary
Examinations (GCSE). However, a contin-
uing minority of students fail to achieve any
GCSE passes (DCSF, 2009a) some seeming to
regard GCSEs as inappropriate or lacking
relevance. This can lead to disaffection,
under-achievement and truancy (Bayliss,
1999; Cullen et al., 2000). The latter is
evidenced in high levels of unauthorised
absence, in 2007/08 1.49 per cent, while
persistent absentees (those having more
than 63 sessions of absence during the year)
in secondary schools accounted for 5.6 per
cent of enrolments. The average rate of
overall absence for persistent absentees in
2007/08 was 35 per cent, over five times the
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rate for all pupils (DCSF, 2009b). Not all
children express their disaffection through
non-attendance. Some behave in ways which
lead to their exclusion from school either for
a fixed term or permanently, the highest
rates being for boys, pupils with Special
Educational Needs, and some minority
ethnic groups. There is also a positive rela-
tionship between eligibility for free school
meals and exclusion rates, although there is
variability between schools (DCSF, 2009c).

There are similar concerns about disaf-
fection elsewhere in the Western world. For
instance, in the US there are high levels of
student boredom and disaffection and high
drop-out rates in urban areas (National
Research Council & Institute of Medicine,
2004). Students report viewing school as
boring or as a mere grade game where they
try to get by with as little effort as possible
(Burkett, 2002) with motivation declining
particularly in the higher grade levels
(Eccles et al., 1984; Fredricks & Eccles,
2002).

Proposition 15: Some individuals are
more at risk during transitions than
others

Some children are vulnerable throughout
their educational careers and particularly at
times of transition. These include summer-
born children, boys, those eligible for free
school meals, those with Special Educational
Needs, those less fluent in English, and some
minority ethnic groups (Fisher, 2009; Minnis
et al., 1998). Similar characteristics of at risk
students have been identified internationally
(Kleese & D’Onofrio, 1994; Lehr et al., 2004;
Presseisen, 1991; Redick & Vail, 1991; Stein-
berg et al., 1992). A review of data from 15
countries in Europe found that pupils with
emotional, social and/or behavioural diffi-
culties were regarded as presenting the
greatest challenge (Meijer, 2001).

Educational implications

Learners have to negotiate a wide range of
transitions as they go through the process of
developing expertise. These transitions not

only relate to changes in learning environ-
ments but also to changes in thinking: in
particular domains; about knowledge itself;
the nature of learning and understanding;
and self-beliefs. Educational systems can be
structured so as to support learners as they
negotiate these transitions and minimise
disruption to the development of expertise.
Frequently they are not.

Studies of the development of expertise
have tended to focus on the individual. Many
of the domains studied fall outside or are on
the periphery of formal compulsory educa-
tion, for instance, music, ballet, sport, motor
skills, chess, exceptional memory. Other
domains have been studied at professional
levels, for example, medicine, writing, soft-
ware design, history. Where the domain is a
central focus of mainstream education, for
example, mathematics, the individuals
studied have tended to be those exhibiting
exceptional skills. There has been little
longitudinal or cross-sectional research
focusing on the development of expertise
within a mainstream educational context
over the long term. The focus has tended to
be on attainment in the short term relative
to particular educational phases. There is
clearly potential for research taking a longer
perspective.

A key characteristic of developing
expertise is automaticity. Increasing auto-
maticity depends on practice. This is particu-
larly important in relation to the basic skills
which underpin much other learning. For
automaticity to develop individuals need to
spend a great deal of time engaging with
these activities. Encouraging engagement
with literacy, numeracy and ICT skills as
hobbies in their own right or as contributing
to other hobbies is, therefore, important.

The provision of formative feedback has
long been acknowledged as important in the
development of expertise. Recently there
have been attempts to raise the profile of this
in formal education through the ‘Assess-
ment for Learning’ programme based on
the work of Black and Wiliam (1998). The
programme assumes that learners learn best
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when: they understand clearly what they are
trying to learn, and what is expected of
them; are given feedback about the quality
of their work and what they can do to make
it better; are given advice about how to go
about making improvements; and are fully
involved in deciding what needs to be done
next, and who can give them help if they
need it. An evaluation of the ‘Assessment is
for Learning’ programme in Scotland found
that it enhanced pupil learning by changing
teaching and giving learners more responsi-
bility for their own learning. The effects were
particularly marked for students with lower
levels of expertise relative to their peers.
Those with higher levels had frequently
already developed the necessary metacogni-
tive skills themselves (Hallam et al., 2004).

Other programmes have focused more
directly on teaching thinking skills (McGui-
ness, 1999), for instance, the ‘Instrumental
Enrichment’ programme (Feuerstein et al.,
1980), the Philosophy for Children
programme (Lipman, 1991), and the CASE
programme (Cognitive Acceleration
Through Science Education) developed by
Adey and Shayer (1994). All of these have
been shown to have a positive impact on the
quality of thinking. The CASE programme,
in particular, has shown long-term benefits
with far transfer from science where it was
implemented to attainment in mathematics
and English (Adey, 2005).

Conceptual change, particularly where it
involves re-categorisation, can be particularly
problematic. Considered within an expertise
framework previously learned material has
to be unlearned requiring the construction
of new neural connections and the disman-
tling of existing ones. One way to avoid this
would be to introduce scientific concepts in
such a way that these changes were not
necessary. This might be achieved by intro-
ducing concepts early so that naive concep-
tions had little opportunity to develop while
also avoiding oversimplification leading to
misunderstandings. This would require
teachers to have high levels of expertise
themselves. In science, even at secondary
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school, particularly in physics, where the
greatest difficulties occur, this is not always
the case. Where concepts have been misun-
derstood, the evidence suggests that
explaining to students that they have to
make radical changes in their thinking
alongside the use of refutational materials is
effective.

Individuals who exhibit the highest levels
of expertise show an almost obsessive
interest in the domain from a very early age
(see Ericsson et al., 2006). Butterworth
(2006) considering exceptional calculators
found that they had an obsession with
numbers from the time that they could
count, including counting the number of
free drinks bought and the number of grains
of corn fed to chickens. Interestingly one
calculator became de-motivated at school
because the teacher did not explain the
concepts in ways that he could understand.
Interest can arise from activities that exist
within the family. If this is not the case the
family frequently support activities once
interest becomes apparent. This is particu-
larly important where specialist training and
resources are required. We know relatively
little about what engenders interest in young
children and why some children do not seem
to develop any specific interests in academic
or other domains. This is clearly an area
which requires more research. If all children
developed an interest to which they became
committed, at which they could succeed, and
which supported the development of a range
of metacognitive and regulatory skills and
increased self-confidence and motivation,
this might have more general benefits across
the whole curriculum. In the UK, some
Government initiatives have been developed
to address this issue, for instance, ‘Find your
Talent’. A range of voluntary organisations
also offer opportunities to disaffected young
people. For such initiatives to be successful
the individual has to be sufficiently engaged
for the activity to become part of their iden-
tity a ‘serious leisure’ pursuit to which time
and resources are committed. For the
greatest benefit, such activities would need
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to be identified early in educational trajecto-
ries with commitment made before transfer
to secondary school.

Transitions can become problematic if an
identity in one context does not transfer to
another. Having to reconstruct an identity can
disrupt a viable way of being and this can
make transitions stressful and demotivating
(Lam & Pollard, 2006; Osborn et al., 2006;
Pollard & Filer, 1999). Agency, a means of
taking control, requires self-direction, self-
efficacy, opportunities to exercise autonomy
and a desire to shape the future. Developing
agency, it could be argued should be one aim
of education. Enabling children to learn
more about themselves and the ways that they
interact with others can contribute to a devel-
oping sense of agency. In the UK, the Social
and Emotional Aspects of Learning (SEAL)
programme is a curriculum resource for use
in schools which aims to develop the under-
pinning qualities and skills that help promote
self-awareness, managing feelings, motivation,
empathy and social skills. The materials
promote understanding another’s point of
view, working in a group, sticking at things
when they get difficult, resolving conflict and
managing worries. They are organised into
seven themes: New Beginnings; Getting on
and falling out; Say no to bullying; Going for
goals!; Good to be me; Relationships; and
Changes. This programme has been
successful in primary schools in promoting
well-being and engendering a more positive
school climate (Hallam et al.,, 2006). It
remains to be seen if the early success of the
programme is maintained in the long term
and whether it has an impact on the extent to
which participants feel increased agency with
regard to their futures.

The home environment has been identi-
fied as a key source of support in the devel-
opment of high levels of expertise and in
supporting transitions. Where the student’s
home environment is aligned with that of
the school transition is more effective and in
the long term students achieve more
(Catterall, 1998; Falbo et al., 2001; Rice,
2001). The importance of parents showing

interest in their children’s education has
long been recognised (Desforges &
Abouchaar, 2003) and a number of initia-
tives have been developed to encourage it.
The difficulty is that the children who need
the most support often have parents who are
least able to give it. This is the issue that
needs addressing.

The decline in levels of attainment
following transitions between institutions
may in part be due to the preceding vacation
period, although there are clear issues
relating to curriculum continuity. Those
teaching in receiving institutions are
frequently faced with a group of learners
who have different levels of expertise. There
is, therefore, a tendency for teachers to
begin from a point where they are confident
that all learners have prior knowledge and
move on from there. At secondary school,
this issue is often resolved by testing students
soon after transfer and allocating them to
highly structured ability groups based on this
assessment. This can be counterproductive
in the short and long term if it leads to a
passive acceptance of the limits of what can
be attained for those who are not in the top
ability groups (see McManus, 2007). The
best option seems to be the implementation
of setting in a limited number of subjects
where progress crucially depends on
building on prior knowledge, for example,
mathematics.

As learners make transitions between
different educational environments they lose
focus on learning and can become distracted
by coping with the new environment,
making new friends and engaging in new
social interactions. This is to some extent
inevitable but receiving institutions need to
try to redress the balance and make the
curriculum exciting and challenging. What
motivates learners is inspiring teaching and
teachers who are enthusiastic and interested
in their subject (Day et al., 2008). This would
seem to be crucially important at transition
points. In addition, schools need to monitor
each student’s progress carefully to ensure
that the development of expertise is not
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disrupted. If progression is not being made
then steps need to be taken immediately to
address any underlying problems. Ideally,
each student needs to agree individual
targets and progress towards these needs to
be monitored. If they are not being met a
discussion needs to take place with the
learner to explore the reasons for this, and a
set of interventions put in place to address
the problems. This may involve drawing on
resources within the school, for instance,
learning support, or outside agencies, for
instance, social services (see Hallam, 2007).

Research within the expertise paradigm
has often neglected consideration of what
leads individuals to discontinue their pursuit
of particular areas of expertise. There are
some exceptions to this. Research on drop
out in instrumental music suggests that the
causes are similar to those leading to drop
out from mainstream education including
lack of perceived success in the domain,
greater success elsewhere and diminishing
interest. These are often associated with
other factors, for instance, low socio-
economic status, lack of general educational
success, and minority status. Additional
support needs to be available to children in
these vulnerable groups to assist them where
their circumstances are not conducive to
developing high levels of expertise and to
prevent drop out either through not
attending or through the expression of frus-
tration in poor behaviour leading to exclu-
sion. Pupils at risk are increasingly being
identified in Western educational systems
and a range of countries have developed
programmes that address their needs
(Chapman & Sawyer, 2001; Holmes, 2000;
McElroy, 2000). In the UK, the key elements
of good practice in the support of pupils at
risk during the transition process from
primary to secondary school include: begin-
ning the intervention prior to transition;
involvement of the primary school SENCO
and effective liaison with the secondary
school SENCO; effective transfer of informa-
tion and understanding of the pupils’ needs
so that support structures are in place from

Transitions and the development of expertise

the start in the secondary school; continuing
the transition programme in the secondary
school to allow time for the pupil to settle in;
and the use of learning support facilities
(Hallam & Rogers, 2008). Pupils at risk of
dropping-out or being excluded are amongst
the most vulnerable in society and although
there have been increasing attempts to
provide support for them during transitions
these initiatives do not address the funda-
mental systemic problems. Educational
systems need to be more responsive to the
needs of all children. This requires consider-
ation of the curriculum and its appropriate-
ness and changing systems which by their
very nature send out negative messages to
some groups of learners.

Overall, the solution to ensuring the
more effective development of expertise and
negotiation of the transitions required to
achieve it is to adopt a more individualised
approach to learning. This is possible and
has been adopted with highly successful
results in the past in relation to the teaching
of geography (see Hughes, 1993). Currently
available technologies can also facilitate this.
In the UK, moving in this direction, the
Government introduced the idea of person-
alised learning. The Teaching and Learning in
2020 Review (Gilbert et al., 2006) focused on
a pedagogy of personalised learning with
nine key features: high quality teaching and
learning; target setting and tracking; focused
assessment; intervention; pupil grouping;
the learning environment; curriculum
organisation; the extended curriculum; and
supporting children’s wider needs. Research
considering the implementation of a smaller
number of the elements of ‘personalised
learning’ (assessment for learning, effective
learning and teaching, curriculum entitle-
ment and choice, school as learning organi-
sation and beyond the classroom) (Sebba et
al., 2007) indicated that elements of the
programme had been implemented in some
schools but that the implementation had not
radically changed the way that schools
operated.
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It may be that children themselves are
the ones who have a better vision of how
personalised learning might operate in the
future. An international project, Developing
Visions of the School of the Future brought
together 70 students from 12 countries to
generate ideas (British Council, 2009). Their
conclusions focused on a number of key
issues which are set out below. Their vision
for social cohesion suggested that:
® schools should be multicultural and

multiregional, with equal opportunities

for everyone, with classes meeting the
needs of all students;

® classes should be mixed in relation to
social background, race and religion.

Students with special educational needs

should be integrated;
should be
providing opportunities for learning

® learning international
different languages and about different
cultures;

® there should be international schools to
promote international understanding
and cross-cultural awareness.

The students stressed the importance of

technology, relevance and flexibility in rela-

tion to learning and teaching:

@ challenge should be seen as normal and
not to be feared,;

® learning should be possible through
virtual environments providing a balance
between technological and face-to-face
teaching with a greater use of technology
in school settings;

® learning should take place in and out of
school, in school to learn to co-operate,
interact, build up social skills and
manage time, out of school with e-
learning and multimedia available at any
time in any place alongside visits, trips,
exchanges, field work, work experience,
and project work;

® there should be more technology-based
independent

learning freeing wup

teachers to support students;

® classes should be small and based on
levels of expertise, with flexibility, choice
and learning of academic and non-
academic skills;

® assessment should enable students to feel
confident about what they have achieved
and to see how to improve;

® parents should be educated on how to
support learning with clearer and better
communication between parents and
teachers.

The students wanted to be viewed as

opportunity  to

contribute to decisions about curricula,

customers with the

pedagogy and the design of the school. They
wanted space to be used better to enable
students to integrate and relax in a secure
eco-friendly environment and suggested that
the resources of other agencies should be
involved in education to deal with issues
such as bullying, drugs, and personal
support. They recognised that teacher
training would need to change to enable
teachers to change their perceptions of
learning, with a greater emphasis on
psychology, learning to learn, personalised
learning and catering for students with
different needs.

The challenge is how to move towards
this vision which more truly individualises
educational provision providing support for
the development of expertise and successful
negotiation of transitions. This will not be
easy given that existing systems were devel-
oped to meet the needs of industrialised
societies not those which are globalised and
multicultural with high levels of technolog-
ical development. This transition will require
radical conceptual change within the educa-
tion community, much unlearning of previ-
ously held assumptions and practices, and
the development of radical new approaches.
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