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Abstract 

Generative artificial intelligence (GenAI) has opened new possibilities for designing learning analytics (LA) tools, 
gaining new insights about student learning processes and their environment, and supporting teachers in assessing 
and monitoring students. This systematic literature review maps the empirical research of 41 papers utilizing GenAI 
and LA and interprets the results through the lens of the LA/EDM process cycle. Currently, GenAI is mostly 
implemented to automate discourse coding, scoring, or classification tasks. Few papers used GenAI to generate 
data or to summarize text. Classroom integrations of GenAI and LA mostly explore facilitating human–GenAI 
collaboration, rather than implementing automated feedback generation or GenAI-powered learning analytics 
dashboards. Most papers use Generative Adversarial Network models to generate synthetic data, BERT models for 
classification or prediction tasks, BERT or GPT models for discourse coding, and GPT models for tool integration. 
Although most studies evaluate the GenAI output, we found examples of using GenAI without the output validation, 
especially when its output feeds into an LA pipeline aiming to, for example, develop a dashboard. This review offers 
a comprehensive overview of the field to aid LA researchers in the design of research studies and a contribution to 
establishing best practices to integrate GenAI and LA. 
 

Notes for Practice 

● While GenAI models like BERT and GPT can significantly reduce the time and effort required by LA 
researchers for analyzing textual data, continuous improvement in models is needed. 

● GAN algorithms do not always perform as well as other approaches, but they create more realistic 
data and dominate the field of data generation. 

● LA researchers should explore the use of GenAI in different educational contexts, develop 
standardized evaluation metrics for GenAI applications, and establish best practices for reliable 
integration of these technologies into the LA pipeline. 

● Evaluation studies showed positive student perceptions of GenAI, with improvements in task 
performance and participation. More research is needed on its impact on actual learning outcomes. 
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1. Introduction 

For over a century, humans have aspired to harness machine intelligence to improve teaching and learning (Pressey, 1926). 
The history includes machines that would automate the generation of questions to students (Pressey, 1926); “teaching 
machines” that present and automatically grade questions (Skinner, 1958), and computer-assisted instruction where the 
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computers would deliver learning materials adapted to student needs (Suppes, 1966). In tandem with the evolution — and 
recurring surges in interest — in artificial intelligence (AI), several tutoring technologies have been created and advanced to 
incorporate AI in education (AIED; McCalla, 2023). Nonetheless, the road to today’s AI was paved with spells of hype, 
setbacks, and disillusionment, often referred to as AI winter (periods of skepticism and decline of research; Perrotta & Selwyn, 
2020). While it is unclear if AI winter has ever curtailed research on AI in education, it is rather evident that the latest surge 
in AI was coupled with the emergence of data-intensive educational fields, i.e., learning analytics (LA) and educational data 
mining (EDM; McCalla, 2023; Romero & Ventura, 2020). Driven by digitization, an abundance of data, and burgeoning 
computing power, the three fields (AIED, EDM, and LA) have grown exponentially across several domains of research and 
practice. The fact that the three fields share interdisciplinary roots across computing, cognitive, and social sciences has given 
rise to common — and often overlapping — perspectives and applications. Recently, the striking development of generative 
AI (GenAI) capabilities has sent ripples of enthusiasm — and fear — across the world. For the first time, AI can perform high 
cognitive functions that were a unique preserve of well-educated humans (Noy & Zhang, 2023). A new AI reality has ensued, 
along with another surge of interest, enthusiasm, and hype. Harnessing the capabilities of GenAI has been a top priority and a 
thematic objective of researchers, institutions, and governments alike. In this paper, we examine how GenAI has been used, 
integrated, or used to augment LA or EDM to improve teaching and learning. 

2. Background and Related Work 

The integration of GenAI into educational technologies has resulted in several possibilities for LA. Capitalizing on the 
capabilities of GenAI, researchers and practitioners could potentially design sophisticated LA tools that offer personalized 
learning experiences in real time. For instance, augmenting educational decisions through GenAI-assisted feedback and 
advisory systems supported by advanced algorithms and LA techniques could offer timely, personalized, data-driven feedback 
to teachers and students (Lodge et al., 2023). This real-time responsiveness could enhance the learning experience by providing 
teachers and students with actionable insights that could be immediately incorporated into their learning design and study 
strategies (González-Calatayud et al., 2021). The goal of many recently developed AI-powered systems was to support teachers 
with data-driven decisions to improve their practice, decrease their workload, and organize their classrooms more effectively. 
If implemented effectively, GenAI technologies have the potential to streamline the grading process and thus reduce educator 
workloads and provide more accurate and consistent formative assessment and feedback provision (Hopfenbeck et al., 2023) 
by providing instructional suggestions to teachers for them to adopt or ignore (Luckin et al., 2022). At the same time, proper 
integration of GenAI tools requires students and instructors to develop new skills, such as prompting (Misiejuk, López-Pernas, 
et al., 2024) or GenAI literacy (Bozkurt, 2024). 

2.1. Related Work 

Recent reviews have highlighted the breadth of GenAI’s impact while also identifying gaps and future research directions. 
Kumar et al. (2023) offer a comprehensive overview of large GenAI models like ChatGPT, DALL-E 2, and Stable Diffusion. 
They categorize these models based on their input and output formats and discuss their potential to impact industries by 
automating and enhancing various tasks. However, their focus is primarily on the capabilities and applications of these models, 
with limited discussion on the technical mechanisms or ethical considerations. Schöbel et al. (2024) map the evolution and 
future of conversational agents (CAs) through a bibliometric analysis of over 5,000 research articles. They identify the “five 
waves” of CA research, detailing the technological advancements and theoretical paradigms from early chatbots to modern 
generative models like GPT-3 and BLOOM NLU. This study emphasizes the continuous technological advancements in CAs 
and their impact on various domains but does not extensively cover other applications of GenAI, such as LA. Sengar et al. 
(2024) document the systematic review and analysis of recent advancements and techniques in GenAI with a detailed 
discussion of their applications, including application-specific models. García-Peñalvo and Vázquez-Ingelmo (2023) reviewed 
631 GenA1 studies to characterize the GenAI landscape. The study identifies a dichotomy in the understanding and application 
of GenAI, highlighting the difference between public perception and the AI research community’s focus. Gupta et al. (2024) 
used topic modelling to analyze 1,319 studies on GenAI between 1985 and 2023. The study identified seven clusters of topics, 
including image processing, content generation, emerging use cases, engineering, cognitive inference and planning, data 
privacy and security, and GPT applications. 

In the educational context, Guo et al. (2024) provided a bibliometric analysis of AIED research, examining 6,843 
publications from 2013 to 2023. Their study highlights key research trends, showing that AI applications in education 
predominantly focus on higher education and STEM fields, with growing interest in intelligent tutoring systems, automated 
grading, and recommender systems. However, their review notes a lack of research on AI integration in K-12 and preschool 
education, as well as limited discussion on the ethical and pedagogical implications of AI technologies in teaching and learning. 
More recently, Yan et al. (2024) have delved into the integration of GenAI within the LA/EDM cycle. They contextualize the 
opportunities and challenges of GenAI within Clow’s LA cycle framework, highlighting its potential in analyzing unstructured 
data, generating synthetic learner data, enriching multimodal interactions, advancing interactive analytics, and facilitating 
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personalized interventions. The review also emphasizes the need for a renewed understanding of learners in the age of GenAI 
and advocates for frameworks that support human–AI collaboration in learning contexts. As well, Ouyang and Zhang (2024) 
examined AI-driven learning analytics applications and tools within the context of computer-supported collaborative learning 
(CSCL) and analyzed 26 studies from a pool of 2,607 articles. The findings reveal a primary focus on cognitive engagement 
and the use of communicative discourse, behavioural, and evaluation data for feedback and visualization, with a notable lack 
of design principles guiding tool development and insufficient use of AI for instructional interventions. 

2.2. Motivation, Aims, and Research Questions 

While there is a substantial body of research on the application and potential of GenAI, to the best of our knowledge, to date, 
there is no systematic review mapping the existing integrations of GenAI in the LA pipeline, including the distinct ways AI 
and LA have been intertwined. The closest study to ours is Yan et al. (2024), which mapped the opportunities and challenges 
of GenAI in the LA/EDM cycle. While their study offers valuable insights into the intersection of GenAI and LA, our research 
diverges by focusing specifically on the empirical mapping of how GenAI is currently employed across various stages of the 
LA/EDM cycle. Our systematic review of empirical studies aims to provide a more granular analysis of the practical 
implementations, methodological approaches, and outcomes associated with GenAI in LA. This study not only complements 
the theoretical foundation laid by Yan et al. (2024) but also further contributes to the literature by offering concrete examples 
from each LA/EDM cycle and developing a new framework to map the integration of LA and GenAI. We interpret the findings 
through the lens of the LA/EDM process cycle characterized by the dimensions of data capture, data pre-processing and 
preparation, analysis and integration, insightful action, and feedback (Saqr, 2018). Thus, we provide a structured overview of 
how GenAI is transforming each step of the LA pipeline. The insights and implications drawn offer a roadmap for future 
research, pointing to areas where GenAI can further contribute to LA research and vice versa. The study will address the 
following research questions: 

RQ1: How does GenAI impact/contribute to the LA process cycle, from data to evaluation? 
The LA cycle conceptualizes successful LA work as four linked steps: 1) learners 2) generating data 3) used to produce 

metrics, analytics, or visualizations, and 4) “closing the loop” by feeding back this product to learners and teachers through 
one or more interventions (Clow, 2012). The first research question explores how GenAI contributes to the LA/EDM process 
cycle through the automation of complex tasks and the provision of advanced analytics capabilities (Clow, 2012). For example, 
during data pre-processing and preparation, GenAI could be used to automate data cleaning and coding to ease this task for 
educators and researchers who may lack the technical expertise to handle challenging data management tasks. GenAI models 
have the potential to perform advanced analyses, discovering patterns and correlations that traditional methods might miss 
(Yan et al., 2024). 

RQ2: What specific problems in LA research are addressed by GenAI? What solutions have been proposed or 
implemented, and how? 
Some of the critical challenges highlighted across the LA literature include the difficulty in managing unstructured data 

(Zhan et al., 2023), data privacy, and teachers’ limited technological expertise in making sense of the variety of actions in terms 
of visualizations and textual feedback provided by LA tools (Kaliisa et al., 2022; Ferguson, 2019). This research question 
explores whether the integration of GenAI can address some of the challenges faced by LA researchers and practitioners and 
identify the specific ways this is achieved (Ferguson, 2019). For example, GenAI could be used to generate synthetic data, 
mitigating the risks associated with using real student data (Yan et al., 2024) while maintaining utility for LA models (Dorodchi 
et al., 2019). Additionally, GenAI might enhance personalization in learning by creating adaptive learning paths tailored to 
individual student needs and specific pedagogical frameworks (Kaliisa et al., 2022). Thus, GenAI has the potential to address 
key challenges in LA through the improvement of LA tools while also ensuring ethical compliance and data privacy, making 
it a valuable addition to the field of LA. 

Furthermore, understanding the actions or interventions that follow LA analysis integrating GenAI is essential because it 
highlights the practical applications and impacts of these technologies in educational settings. One major challenge in LA is 
the alignment of LA outputs with teaching practices (Kaliisa et al., 2022). In this study, we investigate whether GenAI could 
bridge this gap by providing actionable insights directly linked to specific pedagogical strategies (Clow, 2012). For instance, 
GenAI could support adaptive learning by dynamically adjusting the learning content and activities based on individual student 
needs, ensuring timely and tailored interventions. Additionally, GenAI-driven dashboards could offer real-time 
recommendations for instructional adjustments, allowing educators to respond promptly to student needs. However, there is a 
lack of evidence to prove these claims about GenAI’s impact on LA interventions, thus being a focus for the current study. 

3. Methods 

This systematic literature review follows the Preferred Reporting Items of Systematic Review and Meta-Analysis (PRISMA) 
framework (Page et al., 2021). On the 5th of July 2024, we searched three scientific databases, Scopus, Web of Science, and 
ERIC, using the following search string: (“learning analytics” OR “educational data mining”) AND (ai OR llm OR generative 
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OR prompt OR “artificial intelligence”). The search resulted in a total of 1,786 papers, including 995 papers from Scopus, 
394 papers from Web of Science, and 397 papers from ERIC (see Figure 1). The papers were exported to a web-based review 
software, Rayyan-ai (Johnson & Phillips, 2018). After removing 392 duplicates, the remaining 1,394 papers were 
collaboratively sorted by three researchers based on their titles and abstracts according to their relevance to the research 
questions and quality. The included studies had to fulfill the following criteria: 1) be peer-reviewed empirical studies, 2) be 
situated in an educational setting, 3) be written in English, and 4) use GenAI methods, e.g., large language models (LLMs) or 
Generative Adversarial Networks (GANs). The first round of screening resulted in the exclusion of 1,319 papers and the 
inclusion of 75 papers for full-text reading. 

 
Figure 1. PRISMA flow diagram. 

The second round of the review included full-text reading of papers, quality assessment, and mapping the use of GenAI in 
each paper on the LA/EDM process cycle. As such, we excluded all papers that did not use LA or EDM approaches and verified 
if all papers did use GenAI. This led to the exclusion of 34 papers and the total final dataset of 41 papers. 

We used the framework contextualizing the implications of GenAI within each step of the LA cycle by Yan et al. (2024) 
and the LA/EDM cycle framework by Saqr (2018) for the initial mapping of the papers. This mapping was expanded by the 
insights from the full-text reading of the papers and led to the development of the use of GenAI in the LA cycle framework 
(see Figure 2). The goal of this framework is to examine the purpose of each GenAI implementation at a specific stage in the 
LA/EDM cycle. In addition, it maps the intertwined nature of LA-GenAI research with different degrees of integration, where 
GenAI can be used to analyze LA data, as well as LA can be used to analyze GenAI. The framework includes five stages: 

1. Data refers to the types of data generated by GenAI or in collaboration with GenAI for LA analysis. 
2. Pre-processing and preparation is defined as a stage in which GenAI is used to pre-process or prepare data for LA 

analysis. 
3. Methods, analysis, and tools includes using GenAI as a method to analyze LA data or development of GenAI-powered 

tools. 
4. Implementation and action refers to implementations of GenAI and LA in a classroom. 
5. Evaluation indicates the use of LA to examine the integration of GenAI to provide insights into future implementations. 
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Figure 2. The use of GenAI in the LA/EDM cycle framework. 

After classifying all implementations of GenAI in each stage, we extracted the following details from the research papers 
to answer our research questions: 1) The role of GenAI: the issue that the use of GenAI is intended to address; 2) Overall LA 
task: the overall research aim of the research; 3) GenAI technology: the technology implemented to solve a specific challenge; 
4) Data type/sources: data used by the GenAI implementation; 5) Evaluation method: the metrics and validation method(s) 
that evaluate the GenAI performance; 6) Results: results of the GenAI evaluation for a specific task. 

4. Results 

The results of this systematic review mapped the use of GenAI in the LA/EDM cycle framework (see Figure 3). The following 
sections describe the GenAI implementation at each stage of the LA/EDM cycle in detail. Our dataset includes one paper 
published in 2020, five papers published in 2021, six papers published in 2022, 11 papers published in 2023, and 18 papers 
from 2024. The list of all papers included in this literature review can be found in Appendix A. 

 
Figure 3. Mapping of the empirical papers on the use of GenAI in the LA/EDM cycle framework. 

Note: Here we use the number assigned to each paper, which can be found in the full list of  
41 papers we analyzed; however, the list is in alphabetical rather than numerical order. 
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4.1. Data 

The data category encompasses articles that made use of GenAI for its data generation capabilities. A total of five papers were 
included in this category (see Table 1). All of which proposed the use of some variation of GANs. Four studies (Vives et al., 
2024; Wu et al., 2022; Q. Liu et al., 2024; Ying & Ma, 2024) used GenAI for the generation of synthetic data to carry out one 
of the most common LA tasks: performance prediction. The datasets included data on student demographic information, 
behavioural data, and performance indicators. Three studies (Vives et al., 2024; Volarić, et al., 2023; Ying & Ma, 2024) 
operationalized synthetic data to augment an existing dataset, with the goal of overcoming the problems of unbalanced data 
that often arise when predicting unlikely phenomena such as dropouts. In turn, Q. Liu et al. (2024) used synthetic data 
generation to create completely new datasets to perform prediction tasks while preserving student privacy. Researchers 
compared the performance of GenAI versus other synthetic data generation algorithms to the original dataset across various 
prediction models. In general, the results show that GANs can generate realistic data (Vives et al., 2024) or preserving privacy 
(Q. Liu et al., 2024) while having comparable performance to the original data (Volarić et al., 2023; Ying & Ma, 2024). Other 
synthetic data generation algorithms outperform GANs in some tasks, such as SMOTE (Vives et al., 2024) or Gaussian 
Multivariate (Q. Liu et al., 2024). The remaining article in this category addresses a completely different topic, which is the 
generation of exam questions from a pool of existing questions. The GAN-generated questions were evaluated by teachers 
in terms of difficulty, distinguishability, rationality, and validity, and outperformed those generated by other algorithms. 

Table 1. Reviewed Articles in the Data Category 

Ref. Role of GenAI Overall LA 
task 

GenAI 
technology Data type/sources Evaluation method Results 

Vives 
et al., 
2024 

Synthetic data 
generation to 

balance datasets 

Performance 
prediction 

GAN Programming grades, 
linguistic 

comprehension, and 
mathematics scores 

Performance comparison to baseline and 
SMOTE using 6 algorithms and 

performance metrics 

SMOTE more 
balanced; GAN more 

realistic 

Volarić 
et al., 
2023 

Synthetic data 
generation to 

balance datasets 

Performance 
prediction 

GAN OULAD: VLE data 
(assessment, clicks...) 

Performance comparison to baseline 
using 5 algorithms and performance 

metrics 

Comparable; GAN 
balanced the dataset 

Q. Liu 
et al., 
2024 

Synthetic data 
generation to 

preserve 
privacy 

Performance 
prediction 

CTGAN 3 datasets with 
demographic, 
behaviour, and 

performance data 

Performance: Comparison to baseline, 
GM and GC using performance metrics 
Resemblance evaluation: Difference in 

pairwise correlation, JS, WD 
Privacy evaluation: DCR, NNDR, MIA 

GM best performing; 
CTGAN best 

resemblance and 
privacy evaluation 

Ying & 
Ma, 
2024 

Synthetic data 
generation to 

balance datasets 

Performance 
prediction 

GAN Performance in 
Mathematics and 

Portuguese 

Performance comparison to baseline 
using 3 algorithms and performance 

metrics 

Comparable for RF and 
SVR; increased 

performance for NN 

Wu et 
al., 

2022 

Synthetic data 
generation for 
teaching and 

learning 

Exam 
generation 

Conditional 
GAN 

3 datasets: 2 datasets 
are from 

ASSISTments, a math 
electronic tutor; 1 is 
from an engineering 

course 

Performance comparison to RSF, GA, 
Conditional VAEs (ExamVAE) in terms 

of difficulty, distinguishability, 
rationality, validity 

GAN best performing 

VLE: Virtual Learning Environment; SMOTE: Synthetic Minority Over-Sampling Technique; CTGAN: Conditional Tabular GAN; RF: 
Random Forest; SVR: Support Vector Regression; NN: Neural Network; RSF: Random Sampling and Filtering; GA: Genetic Algorithm; 

VAE: Variational Autoencoder; JSD: Jensen-Shannon Divergence; WD: Wasserstein Distance; DCR: Distance to Closest Record; 
NNDR: Nearest Neighbour Distance Ratio; MIA: Membership Interface Attack; GM: Gaussian Multivariate; GC: Gaussian Copula. 

4.2. Pre-processing and Preparation 

Data pre-processing and preparation papers use GenAI to pre-process or prepare data for LA analysis. This category includes 
ten papers with GenAI implementations mapped into four categories: audio transcription, vector embeddings, automated data 
coding, and text summarization (see Table 2). 

Only one paper used GenAI for audio transcription. Milesi et al. (2024) used GenAI to transcribe audio recordings 
containing nurses’ dialogues during teamwork simulations using OpenAI Whisper. These recordings were later automatically 
coded to identify critical communication using GenAI and the coded data was used to develop a learning analytics dashboard 
(LAD). 

Overall, seven papers (Garg et al., 2024; Milesi et al., 2024; Pan et al., 2020; Menzel et al., 2023; Pinargote et al., 2024; 
Pugh et al., 2021; Misiejuk, Kaliisa, & Scianna, 2024) used a variety of BERT and GPT models to automatically code 
discourse data, such as transcripts of collaborative sessions or discussion forum posts. Three papers (Garg et al., 2024; Pugh 
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et al., 2021; Misiejuk, Kaliisa, & Scianna, 2024) were focused on evaluating the accuracy of coding and evaluating effective 
prompting strategies with different GenAI models. Four papers integrated GenAI into their LA pipeline and adopted the GenAI 
output into their LAD development (Pan et al., 2020; Milesi et al., 2024; Pinargote et al., 2024). For example, Pan et al. (2020) 
analyzed students’ scientific argumentation by GenAI and time-series data using Hidden Markov Models (HMMs) to identify 
their cognitive state transition. The result visualizations are currently being integrated into a LAD. In addition, the correlation 
analysis using the GenAI-coded data showed a positive relationship between student learning performance and high-level 
scientific argumentation skills, as well as a positive relationship between correct solutions and flow state and that correct 
solutions are negatively correlated with anxiety and boredom states. In contrast, Menzel et al. (2023) used the GenAI-generated 
text data coding to cluster students based on their learning patterns and provide them with feedback specific to their cluster 
group. Only two studies (Milesi et al., 2024; Menzel et al., 2023) did not evaluate the coding output of GenAI algorithms. One 
study (Pugh et al., 2021) compared GenAI coding with another automated method, RF, while other studies (Garg et al., 2024; 
Pinargote et al., 2024; Misiejuk, Kaliisa, & Scianna, 2024) focused on assessing human–GenAI reliability using several 
metrics, such as Cohen’s κ or F1-score. The evaluation results showed that GenAI algorithms perform better than Random 
Forest; the human–GenAI agreement is still substantial at best. 

Although vectorization is typically part of BERT implementation, one study (Menzel et al., 2023) specifically decided to 
use BERT over a commonly used Latent Semantic Analysis to create vectors from discourse forum data as part of the Group 
Communication Analysis method. Another study (C.-C. Lin et al., 2024) converted log data into natural language sentences 
that were later transformed into semester-based or daily embeddings using three different approaches: Gemini, BERT, and 
OpenAI embeddings methodology. The embeddings were used to predict student performance. The study reported that BERT 
was best suited to model daily learning activities, while OpenAI embeddings performed best for semester-based predictions. 
Sha et al. (2021) used BERT for word embedding in two out of five models that they used for an automated classification task. 
In three other models, BERT was coupled only with a classification layer and fine-tuned. The models using BERT for fine-
tuning showed better performance than models using BERT for word embeddings; however, the performance improvement 
was limited. Two papers in this group examined the input effectiveness of BERT models. Wu et al. (2023) used factor analysis 
to examine which input should be part of a prompt, including a combination of student answers, correct definitions, or the 
word being asked. The results showed that including the student’s answer and the correct definition/sentence had the best 
separability; thus, it was used for the hyperparameter tuning of the model. At the same time, Wu et al. (2023) reported that 
human–AI agreement was lower than human–human agreement. In a similar study, Condor et al. (2021) examined the 
following potential input content: question text, question context, rubric text, or bundle identifier. Different combinations of 
prompt input were evaluated for SBERT, Word2Vec, and Bag-of-words methods using multinomial logistic regression and a 
neural network classification model. The human rating was chosen as the ground truth. It was found that SBERT representations 
performed best, while the inclusion of question text or question context improved model performance. 

Finally, two studies (Snyder et al., 2024; Yang et al., 2021) used GenAI to summarize text. The BERT approach 
outperformed two traditional NLP methods, TextRank and RAKE in Yang et al. (2021) in summarizing e-book text markings. 
BLEU score — which measures the similarity of the machine-translated text to a set of reference translations — and the 
METEOR score — which assesses the test using stemming, synonymy matching, and standard exact word matching — were 
used to evaluate the summarization output. The GenAI-generated summaries were used to calculate the BLEU score of student 
marking every week during a semester, and the sum of scores constituted students’ final grades. This study also collected other 
log data and conducted a survey on self-regulated learning skills. Students were clustered into groups based on their grades 
and marking frequencies. The results showed, among others, that high-skill readers who prefer marking have better learning 
performance, task strategies, and time management than high-skill readers who do not like marking. The summarizations of 
collaborative problem-solving sessions by GPT-3.5 Turbo in Snyder et al. (2024) were evaluated by humans hand-coding the 
GenAI output. However, the authors report encountering hallucination issues or that the LLM would refuse to provide the 
summary due to a lack of confidence when developing the summarization prompt. The results of the human coding of GenAI 
summarizations were analyzed using Markov Chain analysis to identify sequences of collaborative problem-solving 
behaviours. Distinct behavioural patterns were identified. High-performing students utilized more transitions from planning to 
enacting states, as well as more effective collaboration strategies, such as sharing plans within the group before enacting. In 
comparison, the transitions of low-performing students were more disjointed and included fewer discussions among the 
collaborating students. 

Table 2. Reviewed Articles in the Pre-processing and Preparation Category 

Ref. Role of 
GenAI Overall LA task GenAI 

technology Data type/sources Evaluation method Results 

Milesi 
et al., 
2024 

Audio 
transcription 

LAD 
development 

OpenAI 
Whisper 

Audio recordings of 
teamwork simulations - - 
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Pan et 
al., 

2020 

Automated 
discourse 

coding 

LAD 
development BERT Students’ scientific 

argumentation 

Comparison with RF; Baseline: 
Human coding; Evaluation 

metrics: A, F1, MCC 
BERT performed best 

Pugh et 
al., 

2021 

Automated 
discourse 

coding 

Automated 
transcription 

accuracy 

BERT, BERT-
seq 

Transcripts of 
collaborative 

problem-solving 
sessions 

Comparison with RF; 
Evaluation metrics: AUROC 

BERT-seq performed best, but 
results not statistically 
significant for all codes 

Pinarg
ote et 
al., 

2024 

Automated 
discourse 

coding 

LAD 
development ChatGPT-3.5 Transcripts of 

collaborative sessions 

Comparison with human 
coding; Evaluation metrics: 

Krippendorff’s Alpha (human–
human), Cohen’s κ (human–AI) 

Highest human–AI agreement 
level: substantial 

Milesi 
et al., 
2024 

Automated 
discourse 

coding 

LAD 
development BERT Transcripts of 

teamwork simulations - - 

Garg et 
al., 

2024 

Automated 
discourse 

coding 

LA method 
development 

GPT-3.5–
Turbo, GPT-4 Teacher interviews 

Comparison of 4 prompting 
methods and fine-tuning; 
Baseline: Human coding; 

Evaluation metrics: Shaffer’s 
Rho, F1, Cohen’s κ 

GPT-3.5–Turbo fine-tuning 
performed best, but no 

approach achieved sufficient 
reliability 

Menzel 
et al., 
2023 

Automated 
discourse 

coding 

Automated 
feedback 

generation 
RoBERTa Discussion forum 

posts - - 

Misiej
ul, 

Kaliisa
, et al., 
2024 

Automated 
discourse 

coding 

LA method 
development 

GPT-4 and 
text-davinci-

003 API 
models, 

ChatGPT-4 
Code 

Interpreter 

Discussion forum 
posts 

Comparison with human 
coding; Evaluation metrics: A, 

P, R, F1, Cohen’s κ, Gwet AC1, 
MCC 

GPT-4 API model performed 
best; Highest human–AI 

agreement achieved: 
substantial 

Menzel 
et al., 
2023 

Vector 
embeddings 

Automated 
feedback 

generation 
SBERT Discussion forum 

posts - - 

C.-C. 
Lin et 

al., 
2024 

Vector 
embeddings 

Performance 
prediction 

BERT, 
Gemini: 

models/embed
ding-001, 

OpenAI: text-
embedding–3- 

large 

BookRoll and 
Viscode system logs 

converted into natural 
language sentences 

Developed two predictive 
models with datasets built using 
different embedding methods; 

Evaluation metrics: F1, R, P, A; 
T-SNE clusters and 
visualization scores 

OpenAI best for semester 
embeddings; BERT best for 

daily embeddings 

Srivast
av et 
al., 

2024 

Vector 
embeddings 

Forum post 
classification BERT Forum posts 

Comparison with NB, SVM, 
RF, LR and models using 

BERT for fine-tuning; 
Evaluation metrics: A, Cohen’s 

κ, AUC, F1 

BERT used at the 
classification layer performed 

better than used at the 
embedding layer 

Condor 
et al., 
2021 

Vector 
embeddings 

Automatic short 
answer grading SBERT 

Student responses to 
Critical Reasoning for 
College Readiness test  

Comparison with Word2Vec 
and Bag-of-words (different 
combinations of content to 

vectorize and concatenate to the 
response vectors); Baseline: 
Human coding; Evaluation 

metric: Generalizability, Leave-
one-bundle-out metric, A, F1 

SBERT performed best; the 
addition of the question text or 
question context improved the 
generalizability of the model 

Wu et 
al., 

2023 

Vector 
embeddings 

Vocabulary 
acquisition BERT 

Transcription of 
student free-form 
spoken responses 

Comparison of different prompt 
variations; Baseline: Human 
coding; Evaluation metric: 
Quadratic weighted kappa 

Student’s answer and the 
correct definition/sentence 

should be provided in a 
prompt for classifying 

definitions and sentence 
usage; human–AI agreement 

lower than human–human 
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Yang 
et al., 
2021 

Text 
summarizati

on 

Modelling e-
book text 

marking skills 
BERT Learning materials 

Comparison with TextRank and  
RAKE; Baseline: Instructor 

marking; Evaluation metrics: 
BLEU and METEOR scores 

BERT performed best except 
one metric (BLEU-4) 

Snyder 
et al., 
2024 

Text 
summarizati

on 

Modelling 
collaborative 

problem solving 

GPT-3.5–
Turbo 

Transcripts of 
collaborative 

problem-solving 
sessions 

 Summarizations hand-coded by 
humans  

- 

A: Accuracy; AUROC: Area under the ROC curve; MCC: Matthew’s Correlation Coefficient;  
P: Precision; R: Recall; RF: Random Forest. 

4.3. Methods, Analysis, and Tools 

Twenty papers use methods, analysis, or tools, in which GenAI is used to analyze LA data or for the development of GenAI-
powered tools. The applications of GenAI in this category are divided into four groups: automated classification, automated 
scoring, prediction, and tool development (see Table 3). 

Seven papers (Z. Liu et al., 2023; Hu et al., 2024; Samadi et al., 2024; Jia et al., 2021; Sha et al., 2021; J. Lee & Koh, 2023; 
Y. Li et al., 2022) used GenAI for automated classification. Five papers (Z. Liu et al., 2023; Hu et al., 2024; Samadi et al., 
2024; Sha et al., 2021; J. Lee & Koh, 2023) built classifiers for student interaction in discussion forums or chat, one paper (Jia 
et al., 2021) developed a classifier for peer review comments, while another paper (Y. Li et al., 2022) used learning objectives. 
All papers implemented a variation of a BERT model for classification. Only one paper (Samadi et al., 2024) examined GPT-
2 models for classification purposes. All studies evaluated the GenAI classifier’s performance by comparing it with the 
performance of other automated classifiers. Typically, human coding was established as a ground truth of the evaluation. F1-
score was the most popular evaluation metric, found in all papers, followed by accuracy used in four papers (Sha et al., 2021; 
Samadi et al., 2024; Z. Liu et al., 2023; Y. Li et al., 2022). BERT models were found to outperform other machine learning 
models, such as Random Forest, Naïve Bayes, or Recurrent Neural Network in all studies. In addition, Jia et al. (2021) 
demonstrated that using a multi-task learning (MTL) BERT model instead of a single-task learning (STL) BERT model 
improved model performance while reducing model size, while BERT models performed slightly better than DistillBERT-
based models. Sha et al. (2021) compared several traditional ML algorithms with fine-tuned bi-directional LSTM, CNN-
LSTM, and single classification layer (SCL) models coupled with BERT on two large forum post datasets. The CNN-LSTM 
model slightly outperformed all other models. As the performance increase was marginal, the authors concluded that even 
using a simpler approach, such as SCL, coupled with BERT delivers a satisfactory classification performance. 

Four papers (Yang et al., 2021; Baral et al., 2023; Srivastav et al., 2024; Zhang et al., 2022) utilized GenAI for automated 
scoring or grading. The data used in this group of papers varied from student essays and math problems to e-book learning 
materials. All papers used BERT models to build an automated scoring algorithm except for Baral et al. (2023), who 
implemented three different CLIP models by OpenAI, as some of the mathematics problems needed to be extracted from 
handwritten responses. The effectiveness of custom GenAI approaches in each was assessed against traditional algorithms, 
such as logistic regression, and/or other implementations of GenAI algorithms, such as SBERT-Canberra. The most used 
evaluation metrics were Cohen’s κ and F1-score. BERT models were found to be the best-performing for scoring tasks 
compared to traditional machine learning models, such as Support Vector Machine or Decision Tree, and CLIP models; 
however, Yang et al. (2021) reported only moderate human–AI agreement and the inconsistent scoring performance for 
different groups of students. 

Four papers (C. Li et al., 2022; Shin et al., 2022; Tsabari et al., 2023; Sarwat et al., 2022) used GenAI for prediction. 
Several different GenAI approaches were used in this group of studies. C. Li et al. (2022) used BERT to predict social support 
using discussion forum data. Tsabari et al. (2023) examined using a custom implementation of BERT, CodeBert, to predict 
“bug-fix-time” in programming assignments. Three papers aimed to predict student performance. A novel approach of using 
CGAN and SVM in Sarwat et al. (2022) showed higher sensitivity, specificity, and AUC than other methods, such as CNN, 
LSTM, or GGM. Shin et al. (2022) found promising results in GAN together with the Seldonian algorithm and path analysis 
to predict student performance, while trying to reduce bias. 

Four papers (Corlatescu et al., 2024; C. Li et al., 2022; Phung et al., 2023; Shibani et al., 2023) integrated GenAI in their 
tools. All papers in this category used OpenAI GenAI models. Corlatescu et al. (2024) integrated ChatGPT in an updated 
version of a tool modelling reading comprehension, AMoC v4.0. Several validation studies showed that GenAI implementation 
improved tool performance. Shibani et al. (2023) developed CoAuthorViz, a tool that allows writers to collaborate with GPT-
3, captures the interaction data, and provides analytics of the human–AI collaboration. PyFiXV by Phung et al. (2023) utilizes 
Codex models to generate feedback on programming assignments. In their study, different feedback generation techniques 
were evaluated based on their precision and coverage. Finally, C. Li et al. (2022) presented SafeMathBot built on GPT-2. The 
goal of this bot is to increase safe interactions in discussion forums. SafeMathBot was found to be more effective in increasing 
discourse safety than two other GenAI bots: BlenderBot and DialoGPT. 
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Table 3. Reviewed Articles in the Methods, Analysis, and Tools Category 

Ref. Role of GenAI Overall LA task GenAI 
technology Data type/sources Evaluation method Results 

J. Lee 
& Koh, 

2023 

Automated 
classification 

Formative 
assessment of 

student teamwork 
BERT Chat messages 

Comparison with RF+TD-
IDF; Baseline: Human 

coding; Evaluation metrics: P, 
R, F1, Hamming distance, 

Cohen’s κ 

RF had higher precision, but 
BERT performed better in 
other metrics and achieved 
higher Cohen’s κ on unseen 

data 

Y. Li 
et al., 
2022 

Automated 
classification 

Learning objectives 
classification BERT Learning objectives 

Comparison with NB, LogR, 
SVM, RF, XG-Boost; 

Baseline: Human coding; 
Evaluation metrics: A, 
Cohen’s κ, AUC, F1 

BERT models performed best 

Jia et 
al., 

2021 

Automated 
classification 

Peer assessment 
evaluation 

STL-BERT, 
MTL-BERT, 

STL-DistilBERT, 
MTL- 

DistilBERT  

Peer review 
comments 

Comparison with STL-
GloVe; Baseline: Human 

coding; Evaluation metrics: 
F1, AUC 

STL-BERT outperformed 
STL-GloVe and reduced the 
need for labelled data; MTL-
BERT performed best among 

all BERT models but high 
memory resource usage and 

response time 

Hu et 
al., 

2024 

Automated 
classification 

Automated 
feedback 

generation 

DistilBERT+ 
Integrated 

Gradients method 

MOOC discussion 
data 

Comparison with RF 
(previous research results); 
Baseline: Human coding; 

Evaluation metrics: F1 

DistillBERT performed best 

Z. Liu 
et al., 
2023 

Automated 
classification 

Detecting cognitive 
presence in 

discussion forums 
MOOC-BERT MOOC discussion 

data 

Comparison with DPCNN, 
FastText, TextRNN, 

AttBiLSTM, BERT (Chinese 
version); Evaluation metrics: 

A, P, R, F1 

MOOC-BERT performed 
best 

Samadi 
et al., 
2024 

Automated 
classification 

Modelling of 
collaborative 

problem-solving 
skills 

BERT, GPT-2 
models Utterance data 

Comparison with RF, SVM, 
NB, RNN, CNN; Baseline: 
Human coding; Evaluation 

metrics: A, F1 

BERT performed best 

Sha et 
al., 

2021 

Automated 
classification 

Forum post 
classification 

BERT+CNN-
LSTM, 

BERT+Bi-LSTM 
Forum posts 

Comparison with NB, SVM, 
RF, LR; Evaluation metrics: 

A, Cohen’s κ, AUC, F1 

Fine-tuned BERT+CNN-
LSTM model performed best, 

but limited improvement; 
Integrating BERT at the 

classification layer increased 
the performance of CNN-

LSTM and Bi-LSTM models 

Srivast
av et 
al., 

2024 

Automated 
scoring 

Automated 
feedback 

generation 
BERT Student essays 

Comparison with SVM, NB, 
LR, RF, DT, KNN, CNN, 

LSTM, GRU, PARs-BERT, 
RoBERT, and SemBERT; 

Evaluation metrics: P, R, F1 

BERT-based model 
performed best 

Zhang 
et al., 
2022 

Automated 
scoring 

Assessment of 
short math answers MathBERT 

Student responses 
to open-ended 

questions 

Comparison with SBERT-
Canberra; Baseline: Human 
coding; Evaluation method: 

Rasch model; Evaluation 
metrics: AUC, RMSE, 

Cohen’s κ 

MathBERT performed best 

Baral 
et al., 
2023 

Automated 
scoring 

Prediction of 
scores for student 

responses 

CLIP-Text, 
CLIP-Image, 
CLIP-OCR 

Open-ended 
mathematics 
problems and 

scores (including 
handwritten 
responses) 

Comparison with SBERT-
Canberra, RF, Evaluation 

method: Rasch model; 
Evaluation metrics: AUC, 

RMSE, Cohen’s κ 

SBERT-Canberra performed 
best 
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Yang 
et al., 
2021 

Automated 
scoring 

Modelling e-book 
text marking skills BERT Accounting e-book 

learning materials 

Comparison with human 
scoring; Evaluation metrics: 

Cohen’s κ, P, R, F1 

Moderate human–AI 
agreement; BERT graded 
low-performing students 
more correctly than high-

performing students 

Sarwat 
et al., 
2022 

Prediction 
Performance 

prediction 

cGAN+SVM 
(multiple kernel 

types) 

Student 
performance 

records, log data, 
questionnaire data 

Comparison with RF, LR, 
ETC, GBM, SGD, CNN, 

LSTM; Evaluation metrics: 
Sensitivity, Specificity, AUC 

CGAN+SVM performed best 

Tsabari 
et al., 
2023 

Prediction 
“Bug-fix-time” 

prediction CodeBert Code submission 
instances 

Comparison with Halstead 
Metric Based Method and 

Critical code only; Baseline: 
Code2Vec Based Method; 

Evaluation metrics: AUROC, 
R, F1 

CodeBert performed best 

Shin et 
al., 

2022 
Prediction 

Bias in predictive 
learning analytics 

GAN + 
Seldonian 

algorithm+path 
analysis 

Log data, surveys Evaluation metrics: A, F1, 
AUROC 

GAN+Seldonian 
algorithm+path analysis 

effective in reducing bias in 
prediction 

C. Li et 
al., 

2022 
Prediction 

Social support 
prediction BERT Discussion forum 

posts 

Comparison with SVM, DT, 
RF; Evaluation metrics: 

MAE, MSE 
BERT performed best 

Corlate
scu et 

al., 
2024 

Tool 
development: 
AMoC v4.0 

Modelling reading 
comprehension ChatGPT 

The activation 
matrix from the 

original Landscape 
Model 

Validation studies comparing 
with previous tool versions 

AMoC v4.0 with ChatGPT 
integration outperforms 

previous versions 

Shiban
i et al., 
2023 

Tool 
development: 
CoAuthorViz 

Human–AI writing 
collaboration GPT- 3 

Creative stories, 
argumentative 

essays, keystroke-
level logs 

TAACO writing indicators - 

Phung 
et al., 
2023 

Tool 
development: 

PyFiXV 

Generating 
feedback for 
programming 
syntax errors 

Codex: code-
davinci-edit-001 
code-davinci-002 

Programming 
assignments 

Comparison of different 
feedback generation 

techniques; Evaluation 
metrics: F1, P, C, Qualitative 

analysis 

High precision feedback 
through a run-time validation 

mechanism 

C. Li et 
al., 

2022 

Tool 
development: 
SafeMathBot 

Responsible 
conversational 

agents 

SafeMathBot 
(GPT-2) 

Discussion forum 
posts 

Comparison with BlenderBot 
and DialoGPT 

SafeMathBot can effectively 
enhance the safety 

A: Accuracy; AUROC: Area under the ROC curve; C: Coverage; CGAN: Conditional GAN; CNN: Convolutional Neural Network; DT: 
Decision Tree; ETC: Extra Tree Classifier; GBM: Gradient Boosting Machine; GloVe: Global Vectors for Word Representation; GRU: 
Gated recurrent unit; KNN: K-Nearest Neighbour; LSTM: Long Short-Term Memory; LR: Logistic Regression; MAE: Mean Absolute 
Error;, MSE: Mean Square Error; NB: Naïve Bayes; P: Precision; R: Recall; RF: Random Forest; RMSE: Root Mean Square Error; 

RNN: Recurrent Neural Network; SGD: Stochastic Gradient Descent; SVM: Support Vector Machine. 

4.4. Implementation and Action 

Implementation and action refers to operationalizations of GenAI and LA in a classroom, whereby students and/or teachers 
get to interact with the GenAI (see Table 4). We see a change in technologies used at this stage of the LA/EDM cycle, where 
commercial tools such as ChatGPT (J. Liu et al., 2024; X. Lin et al., 2024; Nguyen et al., 2024) and Midjourney (Milesi et al., 
2024) are operationalized. Only one article used GANs (Jin et al., 2023), and two studies used other tools based on GPT (J. 
Liu et al., 2024; Pinargote et al., 2024) or Stable Diffusion (U. Lee et al., 2023). 

The largest subcategory is that of human–GenAI collaboration, which has five papers (J. Liu et al., 2024; X. Lin et al., 
2024; Nguyen et al., 2024; Nguyen et al., 2024; Jin et al., 2023; U. Lee et al., 2023). In these studies, students used GenAI 
tools to complete learning tasks in diverse contexts, ranging from writing tasks (J. Liu et al., 2024; Nguyen et al., 2024), forum 
discussions (X. Lin et al., 2024), drawing (Jin et al., 2023), or generating images (U. Lee et al., 2023). The interactions between 
students and GenAI have been studied from a temporal lens (J. Liu et al., 2024; Nguyen et al., 2024) using established LA 
methods such as Lagged Sequence Analysis (LSA), Sequence Analysis (SA), HMMs, or Process Mining (PM). A prerequisite 
to being able to analyze the GenAI-supported learning process is to code the interactions between students and the AI tools (J. 
Liu et al., 2024; Nguyen et al., 2024). Other studies used more traditional statistical methods (X. Lin et al., 2024; Jin et al., 
2023; U. Lee et al., 2023) or qualitative analysis (U. Lee et al., 2023). The findings showed that GenAI tools can increase 
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participation (X. Lin et al., 2024) and decision-making (Jin et al., 2023), and that different patterns of usage can be detected 
using LA methods (J. Liu et al., 2024; Nguyen et al., 2024; U. Lee et al., 2023). 

The next subcategory is LA dashboard development, with two studies (Milesi et al., 2024; Pinargote et al., 2024), both 
of which used GenAI to present dashboard insights in a more accessible way. The work reported in Milesi et al. (2024) used 
GenAI image generation to create a comic-based story to present LA insights to students who participated in a nursing 
simulation. Students found data comics to be more engaging, enjoyable, and accessible than conventional visualizations, but 
potentially distracting from essential information in the context of higher nursing education. In turn, in Pinargote et al. (2024), 
the authors used GenAI to convert the dashboard insights into textual explanations. Students generally found metrics charts 
and feedback useful for understanding collaborative contributions, though opinions on their fairness and the necessity of 
detailed feedback varied. 

Table 4. Reviewed Articles in the Implementation and Action Category 

Ref. Role of GenAI Overall LA 
task 

GenAI 
technology Data type/sources LA methods Evaluation method Results 

J. Liu 
et al., 
2024 

Human–
GenAI 

collaboration: 
Groupwork 

Analysis of 
learning 

behaviour and 
performance 
while using 
GenAI to 

complete an 
assignment 

ERNIE Bot 
(like 

ChatGPT 
3.5) 

Coded student–AI 
interactions, Pre–

post test 

LSA, ENA Analysis of student–
GenAI interactions 

through ENA and LSA 
comparing between 
achievement groups 

High performers adhered to 
a structured application 

framework and exercised 
cognitive agency. 

Milesi 
et al., 
2024 

Dashboard 
development 

Presenting 
each student 

their own 
performance 

data solving a 
simulation 
through a 
dashboard 

Midjourney 
(Niji Model 

v5) 

Simulation data, 
AI-generated data 
storytelling comic 
books, interviews 

Spatial 
analytics, 

SNA, ENA 

Qualitative analysis of 
student interviews on 

their reflections of their 
own LA data presented 
through GenAI comic 

Students found data comics 
to be more engaging, 

enjoyable, and accessible 
than conventional 

visualizations, particularly 
for visual learners, but 

criticized them for lacking 
professionalism and 

potentially distracting from 
key information in the 

context of higher nursing 
education. 

X. Lin 
et al., 
2024 

Human–
GenAI 

collaboration: 
Asynchronous 

online 
discussions 

Analyzing 
student 

participation 
in GenAI-

aided online 
discussions 

ChatGPT Log data of 
discussion boards 

Descriptive 
statistics 

Comparison of student 
participation before and 

after ChatGPT 

Allowing ChatGPT on the 
discussion board 

significantly increased 
overall student participation 

Nguye
n et al., 
2024 

Human–
GenAI 

collaboration: 
Academic 

writing tasks 

Understanding 
student tactics 
and strategies 
when writing 
using GenAI 

ChatGPT Background pre-
survey, Coded 
writing-related 
actions (screen 
capture), Task 

grade 

SA, HMM, 
PM 

Analyze the patterns 
doctoral students 
employ in their 

academic writing 
processes 

Three main writing tactics 
arise: Content Pasting, 
Content Copying, and 

Component Shaping. The 
sequence of patterns gives 

rise to two writing 
strategies: Structured 

Adaptively and 
Unstructured Streamline 

Pinarg
ote et 
al., 

2024 

Dashboard 
development 

Presenting 
students’ 

GenAI-created 
insights about 
their learning 

data in a 
dashboard 

Data 
Narratives 
Generator 
(based on 
GPT 3.5) 

Students’ coded 
collaboration 

summary data, 
Think-aloud, 
Questionnaire 

Descriptive 
data 

visualization 

Qualitative analysis of 
student exploration of 
the dashboard through 

think-aloud; 
Descriptive statistics of 

the questionnaire 
responses 

Students generally found 
metrics charts and feedback 

useful for understanding 
collaborative contributions, 

though opinions on their 
fairness and the necessity of 

detailed feedback varied. 
Most students appreciated 
the clarity and fairness of 

the summaries provided, but 
some felt that assigning 
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specific roles could be 
unfair or that in-person 

feedback was more 
meaningful. 

Jin et 
al., 

2023 

Human–
GenAI 

collaboration: 
Learning to 

draw 

Analysis of 
students’ 
drawing 

performance 
when aided by 

a GenAI 
system 

GAN Drawing 
completing time 

and difficulty level 
of subtasks 

Descriptive 
statistics and 

data 
visualization 

Analysis of student 
completion times and 
attempted difficulty 

levels 

The GenAI-supported 
drawing tool helps improve 

student understanding of 
image structure and 

decision-making 

U. Lee 
et al., 
2023 

Human–
GenAI 

collaboration: 
Art-focused 

STEAM classes 

Analysis of 
students’ 

GenAI image 
creation 

performance 

Dream 
Studio 

(based on 
Stable 

Diffusion) 

Prompts, Generated 
pictures, 

Imaginative diaries 

Qualitative 
analysis, 

Descriptive 
statistics, 

Correlation 
analysis 

Analysis of student 
prompting indicators 
Correlation analysis 
between divergent-
convergent thinking 

and student prompting 

Students who change topics 
more often (divergent 
thinking) make more 

intensive use of the GenAI 

LSA: Lag Sequential Analysis; ENA: Epistemic Network Analysis; SNA: Social Network Analysis;  
SA: Sequence Analysis; HMM: Hidden Markov Models; PM: Process Mining. 

4.5. Evaluation 

Evaluation indicates the use of LA to examine the integration of GenAI and provide insights about the process as a whole for 
future implementations, analyzing its impact on academic achievement as well as student perceptions (see Table 5). The 
seven studies under this category used traditional statistical methods to analyze the relationship between GenAI usage and 
performance using diverse study designs. For instance, in J. Liu et al. (2024) and X. Lin et al. (2024) the authors compared 
student performance before and after using ChatGPT. In Nguyen et al. (2024), student performance is compared between two 
groups that present different GenAI usage patterns. In Jin et al. (2023), Tack and Piech (2022), and Banihashem et al. (2024), 
performance is compared across a control group that does not rely on AI and one or more experimental groups that use some 
form of GenAI. In U. Lee et al. (2023), the quality of student writing and prompt quality are correlated with the quality of the 
pictures they generated using GenAI. Overall, the findings conclude that GenAI may be capable of improving student 
performance, but only when used properly. Students showed significant improvements in writing tasks, engagement in online 
discussions, and performance in creative tasks like pencil drawing. Most of the studies also analyze student perceptions of 
GenAI using questionnaires (J. Liu et al., 2024; X. Lin et al., 2024; U. Lee et al., 2023) and interviews (U. Lee et al., 2023). 
Students appreciated the role of GenAI in enhancing problem-solving, analytical skills, and written communication, despite 
facing some challenges with superficial content and over-reliance on AI-generated responses (X. Lin et al., 2024). Overall, the 
integration of GenAI improved critical thinking, and deeper knowledge construction (J. Liu et al., 2024; X. Lin et al., 2024) 
and reduced the gender gap in interest in art practices (U. Lee et al., 2023), indicating its valuable role in modern education. 

Table 5. Reviewed Articles in the Evaluation Category 
Ref. Role of 

GenAI 
Overall LA task GenAI 

technology 
Data 

type/sources 
LA methods Evaluation method Results 

J. 
Liu 
et 
al., 

2024 

Using LA to 
analyze 
GenAI 

integration/ef
fectiveness 

Evaluating student 
performance and 
perceptions while 
using GenAI to 

complete an 
assignment 

ERNIE Bot 
(like ChatGPT 

3.5) 

Pre–post test, 
Frequency of 
interactions 
with GenAI, 

Questionnaire 

t-test, 
Descriptive 

statistics 

Comparison of pre–post 
test scores; Descriptive 

statistics from the 
questionnaire about 
student perceptions; 

Comparison of types of 
interactions between 
performance groups 

Students improved their task 
using GenAI; Students have a 
positive perception of GenAI 
in completing instructional 

design tasks 

X. 
Lin 
et 
al., 

2024 

Using LA to 
analyze 
GenAI 

integration/ef
fectiveness 

Evaluating student 
performance and 
perceptions while 
using GenAI to 

complete an 
assignment 

ChatGPT Pre–post test 
(Critical 
Thinking 
Scale), 

Questionnaires 
(CEQ, CIQ) 

ANOVA, t-
test 

Comparison of student 
performance before and 

after ChatGPT; 
Descriptive statistics to 

examine the 
questionnaire results and 
qualitative analysis for 

examining students’ 
open-ended responses 

Students’ critical thinking 
skills remained the same; 
Students had a positive 

experience with ChatGPT’s 
integration into online 

discussions and 
acknowledged its potential to 

develop generic skills 
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Ngu
yen 
et 
al., 

2024 

Using LA to 
analyze 
GenAI 

integration/ef
fectiveness 

Evaluating the 
difference in 
performance 

among different 
GenAI usage 

patterns 

ChatGPT Task 
performance, 

Students’ 
GenAI user type 

t-test Comparison of the 
effective of GenAI-
supported writing 

patterns 

High achievers use GenAI 
tools effectively to improve 
their writing process. Low 

achievers do not make full use 
of the GenAI tools or view it 
only as an additional resource 

Jin et 
al., 

2023 

Using LA to 
analyze 
GenAI 

integration/ef
fectiveness 

Evaluating 
students’ drawing 
performance when 
aided by a GenAI 

system 

GAN Drawing 
completing time 

and difficulty 
level of 
subtasks 

Visual 
comparison 

Quasi-experimental 
design comparing 

perceptions and drawing 
performance between 
students who used the 

GenAI drawing tool and 
non-users 

Students in the experimental 
group completed each subtask 

faster and with greater ease 
compared to the control 

group; The overall 
performance of students in the 
experimental group was better 

than that of students in the 
control group; Both students 

and teachers indicated that the 
GAN-system was helpful and 

motivating 

Tack 
& 

Piec
h, 

2022 

Using LA to 
analyze 
GenAI 

integration/ef
fectiveness 

Evaluating 
GenAI’s 

educational 
dialogue 

capabilities 

Blender, 
GPT-3 

Educational 
dialogue 

between student 
and teacher, 
Blender and 

GPT-3 

Descriptive 
statistics, 

Data 
visualization, 

ANOVA, 
Correlation 

analysis 

Comparison of teacher 
vs. GenAI educational 
dialogues in terms of 
pedagogical ability 

Blender outperforms both 
GPT-3 and human teachers in 

terms of understanding and 
expanding on a student’s 
utterance; however, both 
agents lag behind human 

performance in effectively 
helping students 

U. 
Lee 
et 
al., 

2023 

Using LA to 
analyze 
GenAI 

integration/ef
fectiveness 

Evaluation of 
students’ GenAI 
image creation 
performance 

Dream Studio 
(based on 

Stable 
Diffusion) 

Semi-structured 
interviews, 

Survey 

t-test, 
correlations 

analysis, 
Qualitative 
analysis, 

NLP 

Thematic analysis of 
interview data; 

Comparison of student 
learning patterns 
between genders; 

Correlation analysis 
between picture creation 
outputs and on language 

proficiency 

The disparity in how boys and 
girls perceive art classes 

diminishes or nearly 
disappears when GenAI is 

used as a teaching tool; 
Students’ lexical diversity and 
writing score in their diaries 

correlated with picture scores 

Bani
hash
em 
et 
al., 

2024 

Using LA to 
analyze 
GenAI 

integration/ef
fectiveness 

Evaluating GenAI 
feedback quality 

ChatGPT Essay writing 
quality, 

Manually coded 
peer and AI 

feedback 

Correlation 
analysis 

Comparison of affective, 
cognitive, and 

constructive variables 
between peer and AI-
generated feedback; 

Relationship between 
feedback quality and 
essay writing quality 

Peers provided feedback of 
higher quality compared to 
ChatGPT; As the quality of 

the essay improves, ChatGPT 
tends to provide more 

affective feedback, while 
peers tend to provide less 

affective feedback 

NLP: Natural Language Processing; CEQ: Course Experience Questionnaire; CIQ: Critical Incident Questionnaire. 

5. Discussion 

This systematic literature review of 41 studies aimed to provide an overview of empirical research utilizing GenAI and LA. 
To achieve this goal, we categorized GenAI implementations and attempted to map each implementation onto a different stage 
in the LA pipeline. This process led us to develop the GenAI in the LA/EDM cycle framework (see Figure 3), consisting of 
five stages: 1) data, 2) pre-processing and preparation, 3) methods, analysis, and tools, 4) implementation and action, and 5) 
evaluation. 

Within the five studies about the use of GenAI for Data generation, we can see that GANs are the dominating GenAI 
technology. The most common use case was augmenting datasets to achieve better predictive performance, a goal that was not 
fully realized since other algorithms for synthetic data generation achieved better performance in most cases, and there was 
barely any improvement compared to using the unbalanced datasets otherwise. GANs did perform better in terms of privacy 
preservation and generating realistic datasets. It is worth noting that all but one of the articles in this category used GenAI for 
synthesizing tabular data (numeric and categorical data), whereas only one article used this technology for the generation of 
open-ended text (exam questions), where GANs outperformed other data generation mechanisms. Interestingly, none of the 
reviewed papers relied on LLMs for the task of synthetic data generation, which remains an area in need of further inquiry. 



 
 

ISSN 1929-7750 (online). The Journal of Learning Analytics works under a Creative Commons License (CC BY 4.0) 26 

Furthermore, using GenAI to simulate — and generate data for — learning scenarios is still an untapped potential that could 
help conceptualize and understand different situations (e.g., conflict in collaboration). Other potential areas also include 
generating textual data, social networks, relational and interconnected datasets. Also, while multimodal data is expensive to 
generate and requires sophisticated hardware, GenAI could be extremely helpful in this regard and generate datasets that can 
be used for training, experimenting and simulated scenarios. Most importantly, the LA community — and the education 
community at large — would need to develop standardized and more comprehensive evaluation metrics to assess the quality, 
diversity, and educational utility of synthetic data, which would also help advance research on GenAI methods for synthetic 
data generation. 

While LA relied extensively on LMS and other digitally generated log data, textual data remains an essential part of learning 
research that offers a nuanced understanding of how students learn, collaborate, or regulate — among others. Yet, analyzing 
textual data is an exhaustive process that requires lengthy human labour in terms of cleaning, coding, and verifying the coded 
data. Therefore, the issue of efficiently analyzing textual data was a dominant challenge in the data pre-processing and 
preparation category. In particular, GenAI was used frequently to automatically code discourse data using either BERT or 
GPT models. The research aims of the papers show that many researchers see a potential use of implementing GenAI in the 
preprocessing stage in the pipeline to ultimately enhance dashboards with text data or to automatically generate feedback. 
Although there are some promising results in comparison to traditional NLP approaches, existing evidence does not support 
using GenAI to automatically code text data without rigorous validation of the GenAI output. Hence, more research is needed 
to establish reliable GenAI approaches to code text data. Two papers using GenAI to summarize text highlight a need to develop 
new methods to evaluate the quality and accuracy of GenAI-generated summaries, especially at scale. As evaluating text coding 
is, in essence, a classification task with many available evaluation metrics and methods, text summarization presents a larger 
challenge, where humans may need to assess the summary quality. Finally, there is early evidence that GenAI embedding 
algorithms have the potential to improve the performance of established NLP methods. Notwithstanding the incentive work by 
researchers in harnessing AI for these tasks, we are far from there yet. However, given the fast pace of development of the 
landscape of LLM and AI at large, along with data pre-processing methods, it is expected that the future could be fruit-bearing 
for textual analytics and that LLMs could help with several exhaustive tasks. 

The examination of methods, analysis, and tools papers showed mostly research focused on improving the performance 
of automated classifiers and automated scoring by utilizing BERT models. Although GenAI approaches were found to perform 
better than traditional machine learning methods, these results — like textual data analysis — do not meet the standards of 
human evaluation. Furthermore, most reported results were dependent on the contextual conditions, e.g., student 
characteristics. Using GenAI methods for prediction included several methods, e.g., BERT and GANs, and similarly to the 
case of scoring and classification applications, the GenAI solutions outperformed traditional machine learning models. These 
gains — while not spectacularly larger — are promising given the accelerating evolution of GenAI. Our included papers 
showed a variety of possible integrations of GenAI in tools for the purposes of tracking and modelling human–GenAI writing 
collaboration, modelling reading comprehension more effectively than previous versions of the tool without GenAI integration, 
generating high-precision feedback on programming assignments, and building a bot that effectively enhances the safety of 
interactions in a discussion forum. All these tools used GenAI by OpenAI, either GPT models or Codex, which was specifically 
trained for programming data. Given the limited generalizability of case studies, the diverse landscape of experiments, and the 
accelerating development of GenAI, it is too early to conclude which method was better or will continue to be so in other 
contexts. Nevertheless, it is clear that GenAI opens new possibilities for more precision in the automated assessment of student 
assignments and modelling of student behaviour. When more research is available, a consolidated view of what works in which 
scenarios will be clearer. 

Whereas the previous categories — data generation or preparation — contain applications that may be considered auxiliary 
applications in the analytics pipelines, Implementation and action may be the most important phase for the application of 
GenAI. In fact, the enthusiasm behind GenAI was mostly driven by the idea that it can support teaching and learning and 
automate labour-intensive human tasks, especially the cognitively intensive ones, a goal that is shared by LA as a field, to 
optimize learning and teaching and the environment where it occurs. In our dataset, the Implementation and action category 
had seven papers that address either LA of GenAI or GenAI of LA. The former is represented by the study of Human–GenAI 
collaboration implementations in the classroom. The reviewed studies used LA methods to analyze the interactions between 
students and GenAI. This follows one of the main research strands in LA whereby several methods (SNA, PM, ENA, LSA, 
etc.) are used to analyze student interactions. As with the study of other types of collaboration, human–GenAI interaction 
requires coding of each utterance to enable a nuanced quantitative analysis, and so far, GenAI has not proven reliable in 
automating these coding tasks. As such, we are at the stage where the capabilities of GenAI are explored — or shall we say, 
exploited. Nevertheless, a considerable amount of human labour and research is still necessary to understand human–GenAI 
interactions as they evolve. Furthermore, given the recency of the concept of human–GenAI interaction, there is a lack of 
theoretical understanding of such relationships, and, consequently, no mature framework for coding or classifying these 
interactions. Such a framework may need to be context-dependent since student interactions do not stop at the human–GenAI 
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interface but rather continue in a different environment (e.g., assignment, writing, or discussion) that enables different types 
of behaviour (e.g., editing in the case of writing, executing in the case of programming code). 

Our study followed the constant and prevalent theme of studies using GenAI in education, where most feedback revolved 
around writing-intensive tasks. Only a few instances of image generation exist, and no examples in other contexts, such as 
mathematics or programming, even though we have seen in the previous category that ad hoc tools have already been developed 
for particular contexts. As such, there are plenty of opportunities for further research in LA of GenAI in these new 
environments. For instance, no studies used NLP methods (or even GenAI itself) to automatically code student interactions 
with GenAI. Moreover, all articles have examined one-on-one interactions between students and GenAI, with no research on 
how GenAI could be integrated as a team member. 

Regarding GenAI of LA — i.e., the use of GenAI to augment LA implementations — only two of the reviewed studies fall 
under that category and both cover the topic of dashboard development. One of the studies deals with generating images to 
enhance the delivery of LA insights, and the other uses GenAI to add explanations to a descriptive LA dashboard. Given the 
limited attention that this topic has gathered, there are plenty of opportunities for further research; for example, using GenAI 
as a way of explaining predictive analytics to students (in an Explainable AI fashion). 

The Evaluation category includes seven articles in which the integration of GenAI was evaluated in terms of learning 
effectiveness and/or student perceptions. Articles in this category relied on classic study designs and methodologies commonly 
employed in education technology research (e.g., pre–post test designs or quasi-experimental designs), with few instances of 
the use of more modern LA methods. The findings paint an optimistic picture: GenAI positively impacts task performance and 
online participation when used appropriately. Moreover, students show positive perceptions toward the integration of GenAI 
and acknowledge its potential for skill improvement. Evidence on the effectiveness of GenAI on actual learning (rather than 
task performance) is still lacking, and further research is needed to determine best practices to maximize knowledge and skill 
acquisition while limiting over-reliance on GenAI. 

Ethics is a crucial dimension of integrating GenAI and LA. Surprisingly, only a third of the papers included in our review 
discussed ethical considerations. Two papers mentioned the need to consider ethical challenges (U. Lee et al., 2023) or listed 
several ethical issues with GenAI, such as security risks and concerns through command injection, data poisoning, bias, and 
malicious content (Pinargote et al., 2024) when implementing GenAI, without offering any solutions. A call for institutional 
solutions through collaboration among different stakeholders to produce standardized ethical implementation guidelines was 
mentioned in three papers (Srivastav et al., 2024; Nguyen et al., 2024; J. Liu et al., 2024). In three papers, GenAI is proposed 
as a solution to existing ethical issues. Y. Li et al. (2022) discussed using synthetic data generation to ensure student privacy, 
while Ying and Ma (2024) and C.-C. Lin et al. (2024) mentioned the issues of students not consenting to data collection as a 
motivation to enhance datasets with synthetic data. Other papers suggested some ideas to ensure a more ethical implementation 
of GenAI. Baral et al. (2023) encouraged advanced data pre-processing methods and evaluation mechanisms of the GenAI 
performance to check for fairness and discouraged including sensitive variables in GenAI models, while Misiejuk, Kaliisa, and 
Scianna (2024) advised bias-mitigating practices being embedded throughout the implementation process of GenAI to address 
bias issues. 

The rapid pace of GenAI development and the vastly surprising surge in LLM capabilities have no doubt taken the 
education community by surprise. A large diverse landscape of research has emerged to exploit the possibilities of GenAI and 
optimize learning and teaching. Nevertheless, knowledge building and research take time to settle and converge to established 
reliable applications. It is far too early to judge GenAI and its applications now or talk of any long-term effects. Relevant to 
this discussion is the diverse landscape of GenAI applications that were analyzed with methods borrowed from human–human 
and human–computer interactions. Future research may need to establish appropriate methods for the emerging and novel field 
of human AI work. Last, and most importantly, our systematic literature review has mapped the current landscape of GenAI in 
LA, but the future may be different. When the hype settles, we will know what GenAI is useful for and how, what may need 
human supervision, what should be avoided altogether, and what we need to do to improve. 

This literature review provides several implications for practitioners, researchers, and developers: 
Implications for practitioners: The findings of this review highlight the potential of GenAI tools in educational contexts, 

particularly for educators. These tools can generate personalized learning materials tailored to individual student needs (Yusuf 
et al., 2024), which can save educators time in tasks such as grading and feedback provision. Moreover, the integration of 
GenAI tools like ChatGPT can enhance pedagogical practices through virtual simulations and multilingual support, especially 
in disciplines like language education and programming (Haindl & Weinberger, 2024). However, as noted in previous studies 
(e.g., Yu, 2024), successful adoption of these technologies requires educators to be well trained in their ethical and pedagogical 
applications. This necessitates the need for empirical evidence on the effectiveness of GenAI tools to justify the investment of 
resources into AI development and training of educators to support its use in teaching practice. Moreover, the integration of 
GenAI has implications for assessment. For instance, students’ potential overreliance on GenAI begs the need for new forms 
of evaluation in which the role of AI in student learning is considered, focusing on students’ higher-order thinking skills and 
self-regulation rather than on task performance only (Xia et al., 2024). Lastly, future research should explore the effects of 
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GenAI integration across educational contexts, particularly in understudied areas like K–12 education and culturally diverse 
settings (Yusuf et al., 2024). Expanding research to address these gaps will inform policy and practice and justify investment 
in GenAI technologies. 

Implications for researchers: The review highlights the potential of GenAI to support multimodal LA by synthesizing 
different data types such as text, speech, and visual inputs (Yusuf et al., 2024) and supporting researchers to code large volumes 
of text (Misiejuk, Kaliisa, & Scianna, 2024). These applications could save researchers time and enable them to scale their 
analyses across larger datasets and complex multimodal environments. For example, studies have shown that GenAI can align 
well with predefined coding schemes, making it particularly useful for repetitive tasks in data preprocessing and analysis. 
However, as Misiejuk, Kaliisa, and Scianna (2024) cautioned, researchers should be mindful of GenAI’s limitations in 
contextual interpretation, which may result in oversimplified or inaccurate coding outputs. Therefore, researchers are 
encouraged to employ hybrid methods that combine the efficiency of GenAI with the interpretative depth of human oversight. 
Additionally, while the generation of synthetic datasets can address data access challenges, researchers must validate these 
datasets to ensure accuracy and alignment with ethical requirements. On another vein, the examination of student interactions 
with GenAI in learning contexts remains largely unexplored with only five related studies. This task poses several challenges 
including data collection, coding of the student–AI interactions, as well as finding a suitable analytical lens that can account 
for the personalized nature of AI (e.g., idiographic analysis; Saqr et al., 2024). However, research advances in this line are 
needed to increase our understanding of how students engage with — and ideally benefit from — GenAI tools. 

Implications for developers: Studies in this review have pointed out technical and ethical challenges associated with using 
GenAI in learning settings (Giannakos et al., 2024). Strategies to overcome such challenges include considering privacy-
preserving techniques, such as federated learning and differential privacy, to address concerns about data security and misuse 
(Crompton & Burke, 2024). Moreover, participatory research and development approaches involving stakeholders (e.g., 
educators, students, and policymakers) can ensure that GenAI applications meet diverse educational needs while mitigating 
risks related to algorithmic bias and over-reliance on automated systems. 

6. Limitations 

This systematic review presents a comprehensive overview of empirical research integrating GenAI and LA. However, several 
limitations should be considered. As shown in the work by García-Peñalvo and Vázquez-Ingelmo (2023), the term generative 
AI can potentially encompass a variety of methods and approaches depending on a definition. In this paper, we filtered the 
papers in our dataset based on the methods widely recognized as GenAI, such as transformers or GANs; however, other 
conceptualizations may be feasible. Similarly, the boundaries of the fields of LA and EDM are not sharp, as both use methods 
and approaches also utilized in other research fields. At the same time, some researchers may not mention LA or EDM in their 
papers, although they may position themselves within either research field. As such, some work may not have been captured 
in our dataset if the authors did not explicitly mention LA or EDM in their papers or did not publish in a venue associated with 
either field. As with any literature review, the inclusion of papers is limited to the results retrieved from the databases based 
on our search string. Finally, we recognize the challenging process of classifying GenAI implementations in various stages of 
the LA pipeline, as well as in different subcategories. For example, BERT models are typically used for word embeddings, as 
described in various papers in our dataset. However, the extent of the importance of this task for GenAI implementation varies 
in each paper. In Menzel et al. (2023), BERT replaced Latent Semantic Analysis for word embeddings in a well-established 
analysis method in a novel approach, in Sha et al. (2021), models using BERT at the embedding layer were compared with 
BERT fine-tuning, while in Srivastav et al. (2024), the coupling of BERT embedding is an integral part of an automated 
feedback assessment model. This resulted in different classifications for similar GenAI implementations. 

7. Conclusion 

A primary goal of the fields of LA and EDM is to optimize learning and teaching by gaining insights into the learning process 
and learner behaviour. This systematic literature review showed the potential of GenAI to support these goals at each stage of 
the LA pipeline. GenAI was used for synthetic data generation for teaching and learning, to balance datasets or to ensure 
privacy, as well as for audio transcription, text summarization, and automated discourse coding. Moreover, we found several 
implementations of GenAI to support automated classification, automated scoring, and prediction. GenAI was successfully 
integrated into tools and LADs. Several studies explored the possibilities of human–GenAI collaboration in tasks ranging from 
writing to drawing. Finally, our review showed examples of studies that used LA methods to analyze GenAI integration and 
effectiveness. Although there is still a need to develop best practices of reliable GenAI integration into the LA pipeline and 
classroom teaching and learning practices, this review highlights that GenAI has already become another tool in the toolbox 
for LA methods. 

A large, varied landscape of studies has tried to take advantage of the potential capabilities of GenAI in LA. An encouraging 
repertoire of applications has been reported across diverse domains. Yet, most applications are at the exploitation-exploration 
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stage, where researchers are trying to embed GenAI or replace existing tasks with GenAI capabilities. GenAI has been mostly 
useful in its generative capabilities and less frequently so for its cognitive capabilities that would enable researchers — or 
practitioners — to use it reliably for, e.g., teaching tasks, or to replace labour-intensive tasks such as coding text. Nonetheless, 
it is a fast-developing area of inquiry and GenAI is constantly gaining functionalities and expanding. It is, therefore, rather 
likely that these limitations will not stand the test of time, and GenAI may overcome them. Maybe the question is when — 
rather than would — this may happen and whether it would happen with current AI technologies (LLMs), or do we have to 
wait for another generation of AI? 
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