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E T S R E S E A R C H R E P O R T

Charting the Future of Assessments

Patrick Kyllonen, Amit Sevak, Teresa Ober, Ikkyu Choi, Jesse Sparks, & Daniel Fishtein

ETS Research Institute, ETS, Princeton, New Jersey United States

Assessment refers to a broad array of approaches for measuring or evaluating a person’s (or group of persons’) skills, behaviors, dispo-
sitions, or other attributes. Assessments range from standardized tests used in admissions, employee selection, licensure examinations,
and domestic and international large-scale assessments of cognitive and behavioral skills to formativeK–12 classroomcurricular assess-
ments. The various types of assessments are used for a wide variety of purposes, but they also have many common elements, such as
standards for their reliability, validity, and fairness—even classroom assessments have standards.

We believe the future of assessment will involve a shift in emphasis on what skills will be measured, innovations in how we
go about measuring them, the use of advanced technologies for test operations, and an expansion in the value and kinds of
information that test takers will receive from taking the assessment.

In this paper, we argue and provide evidence for our belief that the future of assessment contains challenges but is promising. The
challenges include risks associated with security and exposure of personal data, test score bias, and inappropriate test uses, all of which
may be exacerbated by the growing infiltration of artificial intelligence (AI) into our lives. The promise is increasing opportunities
for testing to help individuals achieve their education and career goals and contribute to well-being and overall quality of life. To help
achieve this promise we focus on the evidence-based science ofmeasurement in education andworkplace learning, a theme throughout
this paper.

Keywords assessments; future; workforce; upskill; career choice; cognitive skills; behavioral skills; soft skills; durable skills;
standardized tests; admissions; employee selection; licensure examinations; domestic large-scale assessment; international large-scale
assessment; standards; reliability; validity; fairness; tutoring; feedback
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Executive Summary

Webelieve the future of assessments will involve a shif t in emphasis onwhat skills will bemeasured, innovations in howwe
go about measuring them, the use of advanced technologies for test operations, and an expansion in the value and kinds
of information that test takers will receive from taking the assessment. Assessment has been with us for centuries and will
remain with us because testing and assessment provide value in an efficient and evidence-based way to support decision-
making. Assessment provides useful information about skills to a variety of stakeholders—test taker, parents, teachers,
education administrators, employers, researchers, and policymakers. Assessment provides opportunities, especially to
those whose accomplishments or potential would otherwise go unrecognized. Testing provides even more value by giving
feedback to the test taker on where they stand and what they should do next to improve.

Skills for the Future: Effects of Technology Advances

For most of the past century, efforts and advances in assessment have primarily related to assessment of curricular
skills—math, reading, and science, the skills targeted by the traditional K-12 educational curricula. Those skills will
remain important, but there has been a growing appreciation for the importance of other kinds of skills—collaboration,
problem-solving, critical thinking, creativity, curiosity, and work ethic. These are durable skills, indicating their general-
izability and usefulness across all kinds of education, training, and workforce tasks and contexts, and hard-to-measure
skills, reflecting challenges in their assessment. Advances in technology and AI will change what skills are most valuable.

Corresponding author: P. Kyllonen, Email: pkyllonen@ets.org

ETS Research Report No. RR-24-13. © 2024 Educational Testing Service 1

 23308516, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/ets2.12388, W

iley O
nline L

ibrary on [30/01/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



P. Kyllonen et al. Charting the Future of Assessments

AI’s capability for language, artistic creation, and coding at the level of advanced college graduates and beyond presents a
challenge and an opportunity for assessment. The challenge is that self-assessment ratings are not sufficient for the task
of providing useful information about the skills that will become increasingly important. The opportunity is that new
innovative assessment methods can be developed so that we will be able to assess hard-to-measure constructs with the
same level of sophistication that we are able to measure mathematics, reading, and science today.

Innovative Measures: New Approaches for Assessing Hard-to-Measure Skills

The predominant method for measuring hard-to-measure skills are rating-scale methods. But we can improve on
self-reports. Others’ reports are less susceptible to self-report biases, such as reference bias, but they have their own
limitations, such as halo effects. Forced-choice measures also reduce self-report biases. Situational judgement tests are a
flexible measurement method that can be applied to many hard-to-measure skills. The future of assessments will likely
move away from self-reports to these other forms of measurement. The more significant movement will involve the
development and adoption of performance-based measures, such as games and interactive tasks, such as an actual nego-
tiation session or a collaborative problem-solving task. Performance measurement of personality has been a long-sought
goal, and performance measures have significant advantages over ratings: they are not susceptible to rating biases and
can be objective samples rather than subjective evaluations of behavior. However, performance measures are not yet
well developed for many important constructs. We believe that performance measures will be supplemented by test-less
measures, involving process analysis and data mining, which can be used to draw inferences about users’ or students’
or employees’ skill levels. There are good examples in varied domains ranging from social and emotional learning to
academic performance and STEM job participation.

Operations Breakthroughs: AI and Technology-Enabled Advances

Testing operations, which include considerations of the purpose of the test and the administrative conditions and con-
straints, along with the item development, test assembly, security, quality control, scoring, and test evaluation, are the
heart of the testing industry. There are many challenging issues in operations associated with making tests valid, reliable,
fair, and useful to the test taker and other stakeholders. It is likely that advances in technology, particularly large language
models (LLMs) and other AI technology will have a dramatic effect on testing operations, as technology has had since
the beginning of testing. We will see significant advances in efficiency and quality related to how tests are developed,
assembled, and scored; made secure; and made fair so that all test takers can see value in tests and can be confident that
inferences drawn based on test scores are appropriate and justified.

Feedback: Learning Science Driven Insights and Action Plans for Test Takers

Assessment and testing can provide useful information to test takers, beyond the test score and the norms and benchmarks
that are often provided. Both formative assessment and testing practice provide significant, positive effects on learning.
Human tutoring has been found to be among the most powerful educational interventions. Computer-based tutoring
similarly is a powerful intervention. Tutoring provides feedback and guided prompting and encourages interaction and
constructive behaviors. Tutoring performs cognitive diagnosis of the learner, and testing can as well. Cognitive diag-
nostic modeling takes advantage of AI advances and provides useful assistance to learners in personalizing instruction.
Feedback is a powerful means to improve learning through personalization; generative AI can provide useful feedback
to learners and students, a promising new direction. The use of evidence-based learning principles in the formulation
of feedback, instruction, and guidance to learners will enhance the value of assessments significantly. The provision of
feedback, appropriately designed and personalized, can serve the goals of equity in education and promote learning and
performance for all learners.

Summary and Conclusions

Advances in technology andAIwill have profound ef fects on all aspects of assessment, fromwhat skills will bemeasured to
how we will go about measuring them, how we will report results back to test takers and stakeholders, and what we might

2 ETS Research Report No. RR-24-13. © 2024 Educational Testing Service
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P. Kyllonen et al. Charting the Future of Assessments

expect recipients to do with those results. A core set of soft skills, durable skills, and complex skills is likely to become
increasingly important in the future. Along with this increasing role placed on skills emerging over the lifespan will be a
system in place to assess and recognize skill development. Non-degree credentials will become a valuable way to showcase
skills; such credentials may come from a university but will be treated as equally valuable if they come from a company or
standardized testing or learning assessment organization. Relying on assessments to gain certifications of skill acquisition
will elevate the importance of security issues for those certifications. We will need to design good assessments for many
of the skills likely to be increasingly important in the future. Attitudes toward assessments are quite positive: Assessments
motivate test users to acquire new skills and allow them to feel confident and prepared to pursue opportunities and advance
careers, which will become increasingly important with AI-driven changes in the workplace.

Recommendations

We provide several recommendations. First, the changing nature of skills needs monitoring—the skills demanded in
the workforce affect educational standards and curricula, and it is therefore useful to anticipate those changes. Second,
we should continue to pursue richer assessment methods and new, innovative approaches, including collaborative and
multimodal approaches. Third, the various aspects of testing operations—item development, personalization, scoring,
security, and reporting—are affected by rapid developments in technology and AI, and we need to address these changes
quickly, as the pace is unlikely to slow. Finally, we should continue to provide useful, actionable feedback to test takers to
give insights on where they are and how they can improve.

The ETS Research Institute is responding to this direction through four strands of research. These focus on personal-
izing assessment; designing principles for the creation of innovative, interactive digital assessments; developing standards
for responsible and ethical AI applications including automated content generation and scoring; and impacting policy
and practice through conceptualizing next-generation educational systems that close disparities. Through the research
outlined here and the ETS Research Institute’s research strands, we are positioned to repurpose assessment to better serve
human learning, without relinquishing its traditional role in measuring achievement and developed ability.

To facilitate advances in education and skills assessment that will enable achievement of this vision, we call for a signif-
icant research investment. Theglobal education expenditure is over $5 trillion per year, approximately 6% of global GDP.
Yet only a small part of that investment is concerned with assessment, which is needed to serve human learning and to
monitor educational progress. Advances in assessment, through focus and investment, will play a central role in moving
us closer to achieving the vision of assessment better serving human learning.

Charting the Future of Assessments

Assessment Provides Value

In this first section of the paper, we review evidence for the value of assessment and discuss how the role of assessmentmay
expand as skills become the new currency. We discuss the many purposes of assessment, from high-stakes examinations
and selection tests to low-stakes formative assessments. We review the emerging challenges to testing and assessment,
related to perceptions about their value; their focus; and validity, fairness, and equity concerns. We conclude the first
section with a discussion of the prospects for the future of assessment, including the capacity of assessment to provide
useful information to test takers, the importance of identifying key skills and advancing methods for assessing hard-to-
measure skills, and the importance of providing opportunities with personalized feedback. The remaining sections of the
paper address those themes. The intended audience for this report is broad—ranging from the international scientific
community in areas engaged in assessment, particularly education and workforce, to policymakers and funders in those
areas. We try to strike a balance between technical detail and accessibility to the broad audience.

Assessment has been with us for centuries and will remain with us. Standardized testing goes as far back as the third
century BCE (Wainer, 1987) when Chinese applicants had to pass exams in music, archery, arithmetic, and other subjects
to serve as assistants to the Chinese emperor (Himelfarb, 2019). Napoleon revolutionized higher education in founding
the École Polytechnique leading to polytechnics across different disciplines by adopting testing and examinations to find
talent and avoid nepotism (Bradley, 1975). ETS was founded, as first president Henry Chauncey noted, to find “qualified
people from little-known high schools” rather than only those from “blueblood schools” (Lewin, 2002). Today, schools

ETS Research Report No. RR-24-13. © 2024 Educational Testing Service 3
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P. Kyllonen et al. Charting the Future of Assessments

continue to use tests and assessments, but they are used in other sectors as well. Companies use assessments in hiring,
leadership development, and certification of technical skills. Governments and professional associations use assessments
in recognition of the need for licensing and certification of skills, especially in key parts of the economy. Throughout
history, and around the world—China, Russia, France—assessment has been used for different purposes, as illustrated
in U.S. Congress, Office of Technology Assessment (1992), an important theme for this paper.

The reason testing and assessment has persisted is that it provides value in an efficient and evidence-based way
to support decision-making. Testing and assessment provides useful information about examinee skills to a variety of
stakeholders—the test taker, parents, teachers, education administrators, employers, researchers, and policymakers
(Brookhart et al., 2020). A world without testing might instead rely on an archaic network for the decisions that now
depend on assessment data. Other methods are problematic. In the United States and many parts of the world, grades
have become increasingly inflated, particularly in non-STEM fields, and thus provide less information about applicants
(Ahn et al., 2019). Nonacademic credentials (e.g., resumes; Kessler et al., 2019) are gameable, unfair, and favor the
privileged (Chetty et al., 2023). The interview allows gender, racial/ethnic, and physical appearance biases to creep in
(Chamorro-Premuzic, 2021). Generative AI products, such as ChatGPT, threaten the validity of college essays, resumes,
and other written forms of evaluation as indicators of candidate knowledge, skills, abilities, and experiences. With
increasing mobility around the world, and dramatic talent shortages, assessments provide an efficient and economical
way to validate skills and knowledge—a nurse from one country can present evidence of qualifying competency in
another country. Throughout the history of assessment there has been a persistent tension between its equity and
efficiency attributes, a theme we return to throughout the paper.

Assessment provides opportunities especially to those whose accomplishments or potential would otherwise go unrec-
ognized (Schmill, 2022). Testing provides even more value by giving feedback to the test taker on where they stand and
what they should do next to improve (Wisniewski et al., 2020).

Skills Are the Future Currency

Andreas Schleicher, director for education and skills and special advisor on education policy to the secretary-general at the
Organisation for Economic Co-operation and Development (OECD), argued for “skills becoming more like a currency”
(ETS, 2023a).1 TheETS Human Progress Study survey asked several questions on the future of assessment. Table 1 shows
that a high percentage of respondents agreed that proof of specific skills will become more important than a university
degree and that microcredentials will become a way to showcase those skills. Not shown here is that agreement was
particularly strong among respondents in middle-income countries and among the younger cohorts.

Survey respondents believe that a variety of certification sources, which will include universities and also corporate
training and testing organizations, will be approximately equally valued in producing certifications and credentials, as
shown in Table 2.

This attention to skills and their certification aligns with another theme likely to affect the future of assessment: the
growing importance of continuous, lifelong learning. OECD (2021) defined lifelong learning as encompassing “all forms
of skill development and knowledge acquisition occurring over the life cycle” (in the section “When does learning occur?
The stages of lifelong learning”). As shown in Table 3, respondents widely agreed that continuous learning is the norm,
more important now than it ever has been, and that it is essential not only for financial stability but for fulfillment and
well-being. Employers will continue to invest in ongoing professional development of their employees for productivity
enhancement, and that, too, is a part of continuous learning.

Table 1 Future of Assessment Predictions Related to Credentialling

Prediction Agree + strongly agree Strongly agree

In the future, proof of specific skills will be more important than a
university degree.

78% 32%

In the future, micro-credentials (short-term, focused certifications) will
become a valuable way to showcase skills.

81% 27%

Note. Data is from the ETS Human Progress Study (ETS, 2023a). Question: “How much do you agree or disagree with the following
statements? (Strongly disagree/Somewhat disagree/Somewhat agree/Strongly agree)”

4 ETS Research Report No. RR-24-13. © 2024 Educational Testing Service
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P. Kyllonen et al. Charting the Future of Assessments

Table 2 Value of Different Certification Sources Certification Source

Somewhat or very valuable

Universities 83%
A company or corporate training program 82%
Industry-specific certification bodies 82%
Technology company 81%
An official standardized testing or learning assessment organization 80%
Reputable online learning platforms 80%
An industry association 79%
Government 77%
Nonprofit organizations 71%

Note. Data is from the ETS Human Progress Study (ETS, 2023a). Question: “Please rate how valuable it would be for you to receive a
certification or credential from each of the following. (10 point scale: 1 = Not at all valuable, 10 = Very valuable)”

Table 3 Importance of Continuous Learning

Statement Agree

Continuous learning makes life more fulfilling. 87%
Continuous learning is essential to well-being. 86%
Continuous learning is necessary to create financial stability in today’s world. 86%
In a rapidly changing world, continuous learning is now the norm. 86%
Continuous learning is more important now than it has been in the past. 85%

Note. Data is from the ETSHuman Progress Study (ETS, 2023a). Question: “Howmuch do you agree or disagree with the following state-
ments? By ‘continuous learning,’ we mean learning outside of a traditional school setting that lasts later into life; this can include such
things as learning new skills for work or for leisure, expanding knowledge or education on a topic, etc. (Strongly disagree/Somewhat
disagree/Somewhat agree/Strongly disagree)”

Figure 1 Percentage Respondents Indicating Various Reasons for Taking Tests Note. Data from the ETS Human Progress Study
(ETS, 2023a). Question: “Which of the following are reasons you would be interested in taking a learning assessment? Select all that
apply.”

Testing Serves Many Purposes

Testing is used for many reasons in different contexts. Figure 1 lists the percentage of respondents from the ETS Human
Progress Study (ETS, 2023a) selecting various reasons for taking a test, for reasons other than school admissions and
employment screening, which are typically mandated. Reasons range from continuous skill improvement and identifying
current skill levels and strengths to uncovering one’s potential in new areas.

It is important to be mindful of intended use when considering the value of assessment. This principle is enshrined
in the Standards for Educational and Psychological Testing (AERA et al., 2014), which argued that validity is the most
fundamental consideration in developing and evaluating tests, with validity defined as “the degree to which evidence and
theory support the interpretations of test scores for proposed uses of tests” (p. 11; emphasis ours).2

An important distinction is between high- and low-stakes uses, which are defined in Figure 2 and discussed inNational
Research Council (1999a).

While this is a useful binary distinction, TannenbaumandKane (2019) followingGeisinger (2011) suggested that stakes
are tied to the consequences associated with using a test, and that there are different kinds and severity of consequences.
They argued that for testing applications, such as licensure testing, employment testing, and K–12 accountability testing,

ETS Research Report No. RR-24-13. © 2024 Educational Testing Service 5
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P. Kyllonen et al. Charting the Future of Assessments

Figure 2 Definitions of High- and Low-Stakes Tests Note. Def initions from AERA et al. (2014, pp. 219, 221).

Table 4 Examples of Uses of Tests and Assessments in Various Sectors

Education Employment Psychological Program evaluation

Admissions Prehire:

• Evaluate skills
• Evaluate “intangibles”
• Provide job preview
• Recruit candidates

Diagnosis of psychological
conditions

Efficacy determination
implementation

Formative assessment Promotion Cognitive ability assessment Formative evaluation
Evaluate student learning Performance appraisal Insight into behavior and

functioning
Comparative

evaluation
Assigning grades Provide legal defensibility Determination of values,

interests
Program improvement

Predict future performance Preparation of treatment plan
Diagnosis (strengths, weaknesses)
College credit
Merit award recognition
School/district/nation monitoring
Scholarship, internship award

one can consider four criteria: positive versus negative consequences and the impact, likelihood, and reversibility of the
consequences. For example, in a medical licensure test, there are negative consequences to candidates (who fail) and these
consequences are important as they deprive the candidate from practicing, or with a false positive score, they expose the
public to an unqualified professional. The likelihood of important consequences is raised for test takers and the public
when scores are near the passing mark and the duration of consequences is the amount of time before a retest is allowed,
which could be several months. For employment screening there may be similar consequences in importance and likeli-
hood, but the duration is less consequential because a candidate can seek another position. However, another aspect of
duration is whether the feedback from a test, such as a low score on the honesty dimension in an integrity test, might have
longer lasting consequences on one’s self-esteem, particularly if no guidance is given on how to overcome the perceived
deficiency. Tannenbaum and Kane (2019) suggested a “profile of consequences” that represents a refinement of the high-
versus low-stakes dichotomy.

Threats to validity vary depending on whether testing is serving high- or low-stakes purposes or the consequences
of testing more generally. To take one example, in high-stakes testing, cheating is often a major validity threat. As noted
in the definition, the stakes associated with assessments do not necessarily pertain to the one taking the test but can
operate on others who have an interest in the results of the testing. Who is most likely to do the cheating is related
to who has the most at stake—test taker, teacher, recruiter, program advocate, policymaker, and so on. In low-stakes
testing, motivation or lack thereof is a major validity threat (Wise & DeMars, 2005). If a test taker exerts less than
optimal ef fort due to lack of incentives or some other reason, it is dif f icult to argue that the test score can be inter-
preted the same way it would be under optimal effort. Thus, stakes are important when considering the various purposes
of testing and assessment (see Table 4). The high-stakes–low-stakes distinction is fundamentally important yet often
overlooked.3

6 ETS Research Report No. RR-24-13. © 2024 Educational Testing Service
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P. Kyllonen et al. Charting the Future of Assessments

High-Stakes Uses

High-stakes purposes for tests involve using test scores in granting admissions to educational institutions around the
world—for example, the Secondary School Admissions Test (SSAT) for private middle and high school admissions in the
United States; ETS’s GRE® for U.S. graduate admissions; Brazil’s Exame Nacional do Ensino Médio (ENEM), a national
high school exam for degree certification and higher education admissions; China’s National College Entrance Examina-
tion (Gaokao), given to over 10million test takers each year; Japan’s National Center Test for University admission; India’s
Joint Entrance Exam (JEE) for undergraduate engineering programs and National Eligibility cum Entrance Test (NEET)
for undergraduate medicine programs; Sweden’s Scholastic Aptitude Test (SweSAT); and Australia’s Skills for Tertiary
Admissions Test (STAT). Other high-stakes purposes for tests include awarding merit scholarships (based on ACT and
SAT scores for college); certification and licensure settings (e.g., ETS’s PRAXIS® Teacher licensure test, Japan’s Society
of Perinatal and Neonatal Medicine [JSPNM] and Software Testing Qualifications Board [JSTQB], UK’s Objective Struc-
tured Clinical Examination (OSCE) nursing and midwifery licensure exam); employment recruiting and selection (e.g.,
SHL Direct, DISC Assessments, Birkman method, the predictive index); and military personnel selection and classifica-
tion (e.g., United States’s Armed Services Vocational Aptitude Battery [ASVAB], British Army Recruit Battery [BARB]).
Earning certifications to enhance one’s resume and job applications and receiving certifications or credentials from an
assessment company (see Figure 1) are examples of high-stakes purposes. In-class tests used to determine the grade stu-
dents receive and whether they pass the course can also be considered high-stakes tests. T hey can also be high-stakes tests
for the teacher or the school, which can incentivize teaching to the test. A potentially high-stakes use for tests is found
in the college placement tests category. Placement tests, given to test the academic skills of incoming 2- or 4-year col-
lege students in English and math are used to determine whether the incoming student is college-ready and can proceed
directly to credit-bearing coursework or must first demonstrate proficiency in remedial courses. However, this is only
potentially high stakes because in some cases students can choose to begin college-level courses regardless of their score
(Bailey et al., 2010). Advanced Placement® tests (AP®) similarly can be regarded as high stakes in that success can result
in college course credit.

Thesame test can simultaneously be high and low stakes for different involved parties. For example, state accountability
tests can be high stakes for parties other than the test taker, such as the school or district leadership, while simultaneously
low stakes for the student test taker. Tannenbaum and Kane (2019) provided further considerations for the discussion of
testing stakes.

High-stakes testing is particularly vulnerable to Goodhart’s (1984) law that noted when a measure becomes a tar-
get, it ceases to become a good measure. When stakes are high, there is a risk that the test will no longer be a good
measure due to corruption pressures. Efforts must be taken to mitigate this risk. One strategy is to caution against
overconfidence: despite advances in the science of measurement—a field that might appropriately be thought of as
producing estimates with assumptions—alternative test score interpretations are generally available (National Research
Council, 2001).

Low-Stakes Mixed With High-Stakes Uses

There aremany varieties of low-stakes tests. Figure 1 presents several, including ones used for continuous skill improvement,
to personalize one’s learning journey, to uncover one’s potential in new areas, and to discover career paths aligned with one’s
strengths.

Large-scale national educational assessments (e.g., United States’s National Assessment of Educational Progress
[NAEP], South Africa’s Annual National Assessment [ANA]) and international assessments (e.g., OECD’s Program for
International Student Assessment [PISA], Program for International Assessment of Adult Competencies [PIAAC], and
the Study on Social and Emotional Skills [SSES]) are low stakes assessments for the student test taker, and in some cases
also for the teacher, school, and the district, who may complete background or contextual questionnaires. However,
the same assessments could be high stakes for the state or nation policymakers and thus results from these assessments
can have policy implications, such as responses to the finding of learning loss due to COVID (Mervosh, 2022) or to the
presentation of league tables that allow nations and states to see where they stand relative to others and whether they
are going in the right direction. “PISA shock” in Germany triggered “heated public debate and a strong policy response”
(Davoli & Entorf, 2018). Results can be used to evaluate environmental effects (e.g., social media; Posso, 2016) or secular
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P. Kyllonen et al. Charting the Future of Assessments

trends (e.g., the Flynn effect; Bratsberg & Rogeberg, 2018). These findings indicated that assessments that are low stakes
for the test taker can have significant, potentially unintended consequences on policy (Feuer, 2012).

Formative assessment and tailoring instruction and providing feedback to students based on their skill levels is another
low-stakes use of assessments. Adaptive instruction systems (e.g., Carnegie Learning [BusinessWire, 2024], Khanmigo
[DiCerbo, 2024]) use assessment this way. We review low-stakes uses of formative assessment and feedback in the Feed-
back section of this report.

Another low-stakes use is providing normative information to institutions about the skills of their students, or in the
case of employers, of their workforce. The ETS®Major Field Test line of assessments was designed to provide information
to a college about the achievement level of students majoring in a particular field. Results from assessments in different
majors, typically resulting from data collection in a capstone course for thatmajor, were used by programs to evaluate pro-
gram effectiveness and student performance to improve curricula and student outcomes (ETS, n.d.). Similarly, OECD and
the European Union’s Education and Skills Online program was designed to provide information about trainees’ literacy,
numeracy, and problem-solving to diagnose learner strengths and weaknesses and evaluate training against international
benchmarks (OECD, n.d.).

One additional assessment use case, which may be high or low stakes depending on circumstances, can be found
in benchmarking machine capabilities, such as AI progress. For example, the PIAAC assessment was used in a rating
study in which AI experts evaluated the degree to which machine algorithms might be able to solve problems appearing
on the assessment immediately or in the foreseeable future (Elliott, 2017). Tests similarly have served in AI challenge
competitions (Friedland et al., 2004). At one level these are low stakes applications in that the goal is simply to benchmark,
understand, and diagnose machine capabilities. On the other hand, the assessment being administered in high-stakes
challenges could provide the typical incentives to game the test and, therefore, be considered a high-stakes use.

There Are Emerging Challenges to Testing

Despite the many diverse uses of tests and the potential value they provide, the topic of testing has been controversial over
the past century (Berman et al., 2019; Cronbach, 1975; National Research Council, 1999a, 1999b; U.S. Congress, Office of
Technology Assessment, 1992) and likely will continue to be. Here we review several emerging challenges that will have
to be addressed for assessment to reach its potential in providing positive outcomes for all users.

Concerns That Tests Do Not Provide Sufficient Value

Complaints about standardized testing are long-standing (Grose, 2024). Yet tests can open doors and provide useful
information back to the test takers, policymakers, and other users of test score information. Consider Table 5, which char-
acterizes agreement levels to statements on the benefits of assessment from ETS (2023a). Over 80% of the respondents
agreed that assessments help with finding a job and providing advancement opportunities, including equal opportunities
regardless of background, boosting self-esteem and career satisfaction, and measuring skills in emerging jobs and roles.
Thispositive sentiment for the value of assessment was particularly true for younger respondents (Gen Z andMillennials),
34% to 40% of whom indicated “strongly agree” with these assessment benefits.

Table 5 Perceived Benefits of Assessments

Learning assessments can … Agree Strongly agree

help individuals to achieve better job opportunities and career advancement. 85% 40%
contribute significantly to boosting individual self-esteem. 84% 37%
contribute significantly to boosting overall career satisfaction. 84% 38%
provide valuable opportunities for advancement. 84% 34%
effectively measure skills relevant to emerging industries and job roles 83% 35%
bridge the skills gap to provide equal opportunities for advancement (e.g., across

different backgrounds such as socioeconomic, racial, gender)
82% 34%

Note. Data are from the ETS Human Progress Study (ETS, 2023a). Question: “How much do you agree or disagree with the follow-
ing statements? (Strongly disagree/Somewhat disagree/Somewhat agree/Strongly disagree)” Column “agree” is across all respondents;
“strongly agree” is Gen Z and Millennials only; “strongly agree” is approximately 10%–20% lower for Gen X and Boomers.
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P. Kyllonen et al. Charting the Future of Assessments

But testing also requires an investment on the part of the test taker and those who provide support for the test-taking
activity. The investment is in preparation and testing time and effort and potentially reputation risk. An at least implicit
cost-benefit calculation takes place to justify the time and effort expenditure by all involved parties. T he more value a test
provides to the test taker and supporters, the more justif ied the ef fort and investment will be. T hus, it is important that
testing provides value back to the test taker and stakeholders, a return on test (ROT), that justifies the expense.

Tests often fail to provide useful, actionable feedback; they fail to provide insights to users that might help with deter-
mining next steps to achieve education and career goals. Thefuture of assessment will largely be concernedwith providing
useful information to the key stakeholders, especially test takers, to change the cost-benefit ratio of testing for test takers
and all concerned. Tests will shift from what one knows now to what one can do with the information provided by the
test, providing a recommendation path forward. We address these issues in the Feedback section.

Concerns About the Focus of Tests Being Too Narrow

A common argument for testing is that we measure what matters, so testing signals our values. But too often the reverse
is true, that we elevate the importance of whatever it is we happen to be testing. Schrum and Levin (2013) argued that we
too often restrict the meaning of “exemplary schools” to those producing high achievement test scores, which misses a
much broader set of skills that contribute to educational attainment and economic outcomes. That is, the focus of tests
traditionally has been overly narrow, perhaps at least partly due to focusing on what is easy to measure rather than on
what is most important. Educational attainment and workforce and life success require the development of skills beyond
those that can be easily measured by mathematics and language tests. It is critical for the future of assessment to identify
the most important skills for education, the workforce, and life and to develop valid and reliable methods for assessing
those. We address these issues in the Effects of Technology Advances section of this report.

Concerns About Validity and Lack of Trust in the Scores

Tests do not always measure the skills they purport to measure. For example, in low-stakes settings, students can be
unmotivated and disengaged, and then scores from the test are not useful indicators of what students know and can do.
For example, we compare states’ and nations’ achievement levels with large-scale assessments but do not account for
differences in effort that might be partly responsible for those differences, despite knowing that effort differences do affect
test scores (Liu et al., 2012). Another reason why a test may fail to provide an accurate picture of a student’s skill levels
is due to cheating or having experienced instruction teaching directly to the test. A more general concern here is with a
lack of security around the testing process allowing scores to overstate the skill levels of test takers or school quality. A
third complaint concerns weak testing methods, such as self-reports, particularly for skills and constructs that are hard to
measure (Stecher & Hamilton, 2014). For example, persistence and curiosity may be important qualities for students, but
if the assessment relies exclusively on self-reports, that might cause those who are interested in such student qualities to
lose confidence in conclusions about them drawn from the assessment. The future of assessment is likely to be concerned
with better measures of hard-to-measure skills. We address these issues in the Innovative Measures section of this report.

Concerns About Fairness and Equity

A major concern many have about testing is that tests are not fair and equitable for all test takers, resulting in a general
lack of trust in the scores, and leading to oppositional attitudes toward testing itself. From this perspective, tests can fail
to accurately measure skills if the test taker is different from the test designer, with respect to culture, gender, language,
disability status, or socioeconomic status. More generally, Solano-Flores (2019) argued that tests are cultural products and
therefore require consideration of a broad variety of culturally related issues as part of the validity argument for a test.

In addition, tests may be viewed as inequitable because they fail to level the playing field and fail to account for past
inequities that might reflect differential opportunity to learn (Darling-Hammond, 2001). As a result, according to this
view, tests do not support those so disadvantaged and instead might contribute to inequity, growing inequality, and polar-
ization (see Herman et al. [2023] for an introduction to a special issue of Educational Assessment concerned with these
issues and Bennett’s [2023], Solano-Flores’s [2023], and Randall’s [2023] reflections and recommendations from the same
issue). These real or perceived barriers in testing can be exacerbated when looked at in a global context or for students or
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P. Kyllonen et al. Charting the Future of Assessments

workers from one country being assessed on standards from another country or culture, such as an Asian worker seeking
employment in the United States.

Issues regarding fairness in testing are addressed in the Standards for Educational and Psychological Testing (AERA
et al., 2014) as well as in the ETS Standards for Quality and Fairness (ETS, 2014) and ETS Guidelines for Developing Fair
Tests and Communications (ETS, 2022)–and other similar documents.4 Although standards from such documents do not
automatically translate to practice (Solano-Flores, 2023), nor necessarily have the statutory backing to be used exclusively
in fairness legal defenses, they nevertheless are considered “widely applicable advisory sources” (Biddle & Nooren, 2006,
p. 219). As noted in AERA et al. (2014, p. 2):

Although the Standards is not enforceable by the sponsoring organizations, it has been repeatedly recognized by
regulatory authorities and courts as setting forth the generally accepted professional standards that developers and
users of tests and other selection procedures follow. Compliance and noncompliance with the Standards may be
used as relevant evidence of legal liability in judicial and regulatory proceedings. The Standards therefore merits
careful consideration by all participants in the testing process.

The Standards (AERA et al., 2014) considers fairness to be “an overriding, foundational concern” and a “fundamental
validity issue” requiring “attention throughout all stages of test development and use” (p. 49). It also advocates for the
fair and equitable treatment of all test takers during the testing process. The Standards also argues that “a prime threat to
fair and valid interpretation of test scores comes from aspects of the test or testing process that may produce construct-
irrelevant variance in scores that systematically lowers or raises scores for identifiable groups of test takers and results in
inappropriate score interpretations for intended uses” (AERA et al., p. 54). It suggests that construct irrelevant compo-
nents can be introduced by inappropriate sampling of test content, lack of clarity in test instructions, unnecessary item
complexities, and scoring criteria that may favor one group and that “opportunity to learn … can influence the fair and
valid interpretations of test scores for their intended uses” (AERA et al., 2014, p. 54).

A major challenge for the future of assessment will be to address the fairness and equity issues articulated here.
ETS (2014, 2022) has developed fairness guidelines for both tests and communications generally that provide concrete
guidance on addressing the fairness issues raised in the Standards (AERA et al., 2014). ETS (2022) presented four funda-
mental principles: (a) measure the important aspects of the intended construct; (b) avoid construct-irrelevant barriers to
the success of test takers; (c) provide assessment design, content, and conditions that help diverse test takers show what
they know and can do so that valid inferences are supported; and (d) provide scores that support valid inferences about
diverse groups of test takers. ETS (2022) followed these with specific guidelines to support the general principles.

In addition to concerns about test fairness, there are concerns about equity. Between-group disparities in test per-
formance might reflect at least in part differential opportunities to learn, and tests can help identify opportunity gaps
(National Academies of Science, Engineering, and Medicine, 2019). However, the view that tests propagate injustice itself
is being challenged by the reenergized view that tests reflect students’ academic achievements regardless of background,
with greater predictive accuracy than grades and other measures considered in admissions, thus providing oppor-
tunities to low-income and underrepresented minority applicants (Deming, 2024; Flanagan, 2021; Leonhardt, 2024;
McWhorter, 2024). Furthermore, tests can serve as a form of instruction and thereby address equity issues; we expect that
a major focus in the future of assessment will be to develop ways to accomplish assessment for education, “addressing
equitable opportunities to learn” (The Gordon Commission, 2013, p. 150). We address the issue of tests providing
feedback in the Feedback section.

Future of Assessment Prospects

In this paper, we address the challenges and concerns identified in the previous subsection and argue that an overarching
theme for the future of assessments is that assessments will be skills based, technology enhanced, and led by developments
inAI and related technologies. In recognition of its role in promoting learning, future assessmentwill be less deficit focused,
guiding learners to build on their strengths to help them achieve their education and career goals. Negative feedback has been
shown to be particularly detrimental to motivation and performance levels of low-power individuals, ones who have less
ability to control resources (Straub et al., 2023). Future assessment will provide feedback that is actionable and centered
on the test taker and the concrete actions the test taker can take.
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P. Kyllonen et al. Charting the Future of Assessments

Table 6 Impact of AI on the Future of Skills

Prediction Agree + strongly agree

Due to AI in the workplace, most employee will need to acquire or update their skills 85%
I feel that AI will require workers to have a combination of technical and human skills. 83%
AI will necessitate a reevaluation of the skills we consider essential in the workplace. 83%
AI will amplify the necessity for career shifts, upskilling, and self-reinvention 80%
I believe that AI will create new job opportunities the don’t exist today. 72%

Note. Data is from the ETS Human Progress Study (ETS, 2023a). Question: “How much do you agree or disagree with the following
statements? (Strongly disagree/Somewhat disagree/Somewhat agree/Strongly disagree)” AI = artificial intelligence.

Providing Useful Information to Test Taker and Stakeholders

Future assessment should strive to provide useful, easy-to-understand, reliable, valid, fair, and trustworthy (based on a
secure process) information to test takers and other stakeholders. Assessments should be cost-effective, offered in relevant
languages, and where possible, draw insights or be actionable. That information can take the form of certifications, scores,
badges, and other indicators of where test takers stand on the skills most critical for further education and for the current
and future workforce, along with actionable feedback that provides information to test takers and stakeholders on how
the individual test taker can achieve their educational and career goals.

Identification of Key Skills

To provide useful information to test takers it is necessary to identify the most important skills needed for attaining one’s
education and career goals. Identifying key skills will require compiling evidence about the future viability of skills using
various methodologies—surveys, job trends, financial scans—to help determine which skills will increase in importance
and which skills will become obsolete. Conducting such analyses (e.g., Autor et al., 2024; Eloundou et al., 2023; Frey &
Osborne, 2017; Lassébie & Quintini, 2022) may enable the production of metrics that will help us place investment bets
to determine which skills to invest in for schools, the workforce, and society.

Advancing Methods for Assessing Hard-to-Measure Skills

Many skills that are increasingly important today and are likely to grow in importance in the future are hard-to-measure
skills, such as communication, creativity, and collaboration (see Table 6). Because they are hard to measure, yet impor-
tant to measure, we tend to use simple self-reports and others’ evaluations to measure them. But these methods are not
as powerful as the methods we use to measure technical skills, or the so-called hard skills, like mathematics and read-
ing. Self- and others’ reports will remain in use, but they are associated with well-documented biases, such as response
style (the tendency to respond in a similar way regardless of the construct being measured; He et al., 2014), halo (the
tendency to rate a target the same way regardless of the attribute on which the target is being measured; Cooper, 1981),
and reference bias (the tendency for respondents to use different standards in ratings; Lira et al., 2022). To supplement or
replace these measures, there is a need to develop engaging, personalized, and contextualized performance tasks, includ-
ing games, simulations, and interactive and collaborative tasks, which do not depend on subjective ratings. A trend for
the future of assessment might be to move away from overly standardized approaches to ones that can better be charac-
terized as “personalized, differentiated, adapted, culturally and linguistically relevant, and context-based” (Morell, 2017,
p. 2). Sireci (2020) argued that understanding personal characteristics that could interact with the conditions of testing
and accommodating such personal characteristics had the potential to “lead to more accurate interpretations of students’
true proficiencies” (p. 101).

The future of assessment will also involve the development of methods to measure naturally occurring behaviors,
including the analysis of process data, the keystrokes, conversations, response times, and other learning and performance
indicators that can be used to draw inferences about the course of development and the status of skills.5 Note that these
methods could be applied to any type of skill—affective, behavioral, or cognitive (ABC; Liu, Kell, et al., 2023).

An important part of this effort will be to develop metrics for evaluating whether and to what degree we have been
successful in devising new measures. We can rely both on traditional psychometrics metrics, including validity, reliability,
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and fairness and equity. We also can evaluate success by the degree to which our ef forts are valued and align with key and
expanding markets.

Providing Opportunity to Test Takers and Other Stakeholders With Personalized Feedback

Providing useful feedback to test takers will require the identification and implementation of learning principles emanat-
ing frommultiple disciplines alongwith efficacy evidence. These disciplines include educational, cognitive, and industrial-
organizational psychology; the learning sciences; and neuroscience. Application domains such as human factors, training,
and human–computer interaction and instructional domains such as computer-supported collaborative learning and
adaptive learning or intelligent tutoring systems also can provide findings and principles that can be incorporated into
testing practice. Important research in the fields of AI and education (Koedinger et al., 2023; Zapata-Rivera & Hu, 2022)
can inform how testing can provide useful information to test takers to enhance their learning and the benefits they
receive from testing. Providing feedback should also be an ongoing process. Eighty-seven percent of the respondents in
ETS (2023a) agreed that “learning assessments should provide ongoing feedback, not just a one-time snapshot of perfor-
mance.” The benefits of feedback should not be limited to the test taker—policymakers, teachers, and other stakeholders
can also benefit from informative, actionable feedback.

Providing feedback shares similarities with educational and health interventions of all kinds and therefore can draw
lessons from those fields. For example, the broader field of implementation science, described as “the scientific study of
methods to promote the systematic uptake of research findings and other evidence-based practices into routine practice,
and, hence, to improve the quality and effectiveness of health services” (Bauer et al., 2015), may provide useful guidance
for how the administration of feedback can improve learner outcomes. Lessons can also come from improvement science,
which is designed to accelerate learning by doing, guiding the development and refinement of new tools and processes
(Hinnant-Crawford, 2020).

Themes for the Future of Assessment and Organization of the Paper

We believe it is useful to organize the future of assessment around themes, which will be covered over the next four
sections. Themes reflect distinct bodies of work and scientific background, often covered in nonoverlapping literatures.
Yet, advances on all fronts represented in the themes are essential for the future of assessment. The following section,
Skills for the Future: Effects of Technology Advances, is largely based on studies in economics and AI. The Innovative
Measures: New Approaches for Assessing Hard-to-Measure Skills section draws from diverse fields—cognitive psychol-
ogy, industrial-organizational psychology, personality psychology, and others. The Operations Breakthroughs: AI and
Technology-Enabled Advances section largely reflects the traditional concerns of the testing industry in developing, scor-
ing, and reporting on tests and draws from educational measurement and psychometrics, operations research, AI, and
others. The Feedback: Learning Science Driven Insights and Action Plans for Test Takers section draws from cognitive
psychology, educational psychology, the learning sciences, and adaptive instruction. We conclude with the Summary and
Conclusions section.

Skills for the Future: Effects of Technology Advances

“The biggest mismatches are now on the quality and relevance of skills.”
Andreas Schleicher, Director for the Directorate of Education and Skills, OECD

We believe that the future of assessment will largely be driven by the skills needed to be a productive, informed citizen, to
maintain health and well-being, and to be a contributing member of the community and society. Entrepreneurs will want
those skills, and employers will seek those skills when hiring new workers and develop those skills for the current work-
force. Higher education will respond to the demand for skills in their offerings and in the popularity of majors and other
forms of certification and recognition. K–12 education will follow suit and evolve standards and curricula—the growth
in standards, curricula, and assessments for social emotional learning (SEL) skills over the past decade is a case in point
(Burrus et al., 2022). Government and industry will develop research and development agendas to ensure the develop-
ment of those skills. In all cases, educators and employers will want to know about students’, applicants’, and incumbents’
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skills to be able to make good decisions in admissions, hiring, promotion, and student and workforce development. This
has been the role for assessments and will continue to be so.

What might be different today is the rapid pace of change brought on by developments in technology and AI. There is
no shortage of future projections that forecast an overhaul of the economy and the nature of future work and occupations,
which will be calling for skills that are not yet foreseen. A recent study by Dell (2018) found that 56% of the 3,800 global
business leaders they surveyed speculated that “schools will need to teach how to learn rather than what to learn to prepare
students for jobs that don’t yet exist.” In the ETS Human Progress Study (ETS, 2023a), respondents indicated many areas
in which AI is likely to have an impact on the need to update skills, to combine technical and human skills, and to identify
skills for new job opportunities that do not yet exist (Table 6). As Eric Lavin, partner at Avalanche VC noted in the ETS
Human Progress Study, “Learning how to learn is probably the key skill. T he half-life of skills is getting shorter as more
and more technology comes in. The most important ability is learning how to use the new tools in the way that is resonant
with being a human and the job to be done.”

This section is organized as follows. First, we review the skills in demand today, based on respondent perceptions from
the ETS Human Progress Study (ETS, 2023a), employer and educator surveys, analyses of job ads, and trends in research,
policy, and practice. Next, we note that the most highly sought skills sought today are not the traditional curricular skills
that have been the focus of assessment attention for the past 100 years but, instead, are hard-to-measure skills, which
presents an assessment challenge. Next, we discuss the skills that are likely to be in demand in the future, based on analysis
of trends and based on analyses of the effects of AI and new technologies on the changing nature of skills. We conclude
with a discussion of the implications for the future of assessment.

Skills in Demand Today

We examine evidence for the importance of skills in three sectors: the workforce, higher education, and K–12 education.
The skills demanded and developed in the different sectors may be different, and the methodology for identifying those
skills is different across sectors.6 Figure 3 shows what skills respondents in the ETS Human Progress Study (ETS, 2023a)
indicated they believed were needed for the job market or for life success. For the job market, technical skills led, followed
by creativity, communication, and digital literacy. For life success, communication and problem-solving led, followed by
creativity, technical skills, time management, and perseverance.

Skills Employers Are Looking For

Various approaches have been taken to determine the kinds of skills employers are looking for in new hires and are
seeking to develop in their current workforce. Employer surveys reflect what employers say they want in the way of the
skills employees ought to have; the analysis of job ads identifies the skills employers are currently hiring for, which should
be consistent with survey responses, but does not have to be. It is useful to examine both employer surveys and job ads.
Table 7 presents the results from several studies using these approaches. The studies are summarized in the sections
following the table.

Figure 3 Percentage of Respondents Selecting Various Skills as Needed for the Job Market or Life Success Note. From ETS Human
Progress Study (2023a). Questions: “What skills do you think you will need to acquire (or improve) to be competitive in the job market
in the next 2-3 years? Please select up to three.” 11% selected N/A. “What types of skills are most necessary for success in life? Please
select up to three.” 3% selected N/A.
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Table 7 Top-Rated Skills Based on Employer Surveys and Analyses of Job Ads

Top-rated skills from employer surveys

NACE (2022) Wilkie (2023) WEF (2021)

Problem-solving skills Communication skills Analytic thinking
Ability to work on a team Listening skills Creative thinking
Strong work ethic Critical-thinking skills Resilience, flexibility, & agility
Analytical and quantitative skills Interpersonal skills Motivation & self-awareness
Communication skills
Technical skills

Top-rated skills based from analyses of job ads

Rios et al. (2020) Shafer et al. (2023) geoscientists Burning Glass Technologies (2019) baseline skillsa

Oral & written communication Written communication Communications skills
Collaboration Teamwork and collaboration

Problem-solving Mankki (2023) Teacher education Organizational skills

Communication Interpersonal skills, teamwork Problem-solving
Social intelligence Sensitivity to cultural diversity
Self-direction Intercultural understanding

Professionalism
Leadership skills

Note. NACE = National Association of Colleges and Employers; WEF =World Economic Forum. aBurning Glass divided skills into
three categories: technical skills, software skills, and 142 baseline skills. Only a summary of the baseline skills is reported here.

Table 7 shows that communication skills, including listening skills, are highly rated across studies, as are the clusters
of cognitive skills, such as critical thinking, analytical thinking, technical skills, and problem-solving; interpersonal skills,
such as teamwork, collaboration, social intelligence, and social skills; and intrapersonal skills such as work ethic, organi-
zational skills, self-direction, motivation, and self-awareness. Respondents also mentioned cultural skills (sensitivity to
cultural diversity; intercultural understanding). It is also noteworthy to observe considerable overlap in findings across
the different studies when allowances were made for variations in terminology.

These lists do not reflect all that is important in the future of skills, particularly because they focus on the perspective
from the workforce, and do not reflect important life skills; OECD (2015) argued for the importance of aspects of life such
as health, family life, civic engagement (OECD, 2023), and life satisfaction on individual well-being and social progress.
Nor do these lists capture the important knowledge taught in formal education as part of the curriculum, such as mathe-
matics, language, and science skills. Nevertheless, the lists above provide an important set of skills for which assessment
is not yet fully developed and which therefore represents an opportunity for future growth. The following two sections
discuss this summary of skills in more depth.

Skills Sought in Employer Surveys. Employer surveys poll business leaders on what they look for on candidates’
resumes, what skills they might believe are important, and related topics. It is important to acknowledge the limitation of
these surveys: Samples are not random, often small, and subject to response bias, wording of questions can affect answers.
Still, employer surveys provide some evidence for employer preferences for different skills in the workforce.

The National Association of Colleges and Employers (NACE) has been conducting annual surveys of U.S. employ-
ers for the past decade or so. In a recent job outlook report (NACE, 2022) they found that the top attributes employers
look for on resumes were problem-solving skills, ability to work on a team, strong work ethic, analytical and quantitative
skills, communication skills, and technical skills, with 50% to 61% of employers rating these skills as very or extremely
important. They also found that the percentage of employers who screen candidates by grade-point average dropped pre-
cipitously from 73% to 37% in the past 4 years, perhaps indicating the decreased employer attention given to curricular
achievements and the increased attention to what are sometimes referred to as durable skills. ACengage/Morning Consult
survey of 650 employers (Cengage, 2019) found that the top skills in demand were communication skills, listening skills,
critical-thinking skills, and interpersonal skills, with the percentage of employers saying these skills were very important
to gaining leadership positions at their organizations, ranging from 73% to 77%. Results from these two studies essen-
tially duplicate findings from a decade and a half earlier (Casner-Lotto & Barrington, 2006) that asked employers how
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important to success various skills were and found that applied skills, which included professionalism/work ethic, team-
work/collaboration, critical thinking/problem-solving, oral and written communications, diversity, and leadership, were
more likely to be rated very important than basic knowledge/skills, such as math, reading, and science.

To supplement the U.S. surveys, a survey by the World Economic Forum (Di Battista et al., 2023) studied employers
outside the United States, asking them about the core skills today. Employers identifiedanalytic thinking; creative thinking;
resilience, flexibility, and agility; motivation and self-awareness; curiosity and life-long learning; technology literacy; depend-
ability and attention to detail; empathy and active listening; and leadership and social influence as the most highly rated
skills, with 39% to 67% of the respondents rating them as core skills. Employers also were asked about the future (5 years
from now) and analytic and creative thinking remained on top, but curiosity and lifelong learning and technology literacy
increased substantially to join resilience, flexibility, and agility as the predicted top five skill clusters for the future.

Skills Sought in Job Ads. Analyzing job advertisements, the means by which employers recruit workforce entrants,
should supplement employer surveys in helping to determine the value of various skills in the workforce. Rios et al. (2020)
examined 142,000 job advertisements from an employment website for job listings and found 70% of job ads requested
“21st century skills.” Thetop skills requested were oral and written communication, collaboration, problem-solving, com-
munication skills, social intelligence, and self-direction. Shafer et al. (2023) similarly found written communication to be
themost frequently requested skill (67%) for bachelor-level geoscientists.Mankki (2023), summarizing job ads for teacher
educator jobs, found that the most frequently listed personal qualities were interpersonal skills and teamwork, sensitivity
to cultural diversity and intercultural understanding, professionalism, and leadership skills.

Burning Glass Technologies (2019, p. 14) conducted an analysis of job ads, dividing skills sought into three categories:
technical skills, software skills, and 142 baseline skills. The top baseline skill across all of 18 career areas was communi-
cation skills; teamwork and collaboration were rated in the top five across 14 areas; organizational skills were rated in the
top 10 across 17 of the 18 areas, and problem-solving was especially highly rated in customer support and engineering.

Skills in Higher Education

A recent Forbes magazine article declared, “The soft skills debate is over” (Flynn, 2023). Flynn pointed out that since
the publication of the influential Secretary’s Committee on Achieving Necessary Skills (SCANS) report in 1991, the
importance of a foundation of basic skills (reading, writing, mathematics, speaking, and listening), thinking skills
(creativity, decision-making, problem-solving, mind’s eye, knowing how to learn, and reasoning), and personal qualities
(responsibility, self-esteem, sociability, self-management, and integrity) has been well-documented, and yet employ-
ers lament that college graduates do not possess the critical soft skills or durable skills that are increasingly valued
(Wilkie, 2023).

ETS has conducted several studies over the past 20 years that have asked college administrators and faculty mem-
bers what qualities they believe are important for students entering higher education and what qualities are important
to develop during higher education. These studies have used a variety of approaches: interviews, focus groups, sur-
veys. Among the most frequently nominated attributes are ones related to perseverance (grit, resilience, drive, work
ethic), professionalism (organization, time management, self-discipline, dependability, reliability), motivation, and pas-
sion for the field. Oswald et al. (2004), analyzing college mission statements, identified 12 dimensions of college perfor-
mance clustering into intellectual behaviors (knowledge, learning, and mastery of general principles; continuous learn-
ing and intellectual interest and curiosity; artistic appreciation and curiosity), interpersonal behaviors (multicultural
tolerance and appreciation; interpersonal skills; social responsibility, citizenship, and involvement), and intrapersonal
behaviors (physical and psychological health; career orientation; adaptability and life skills; perseverance; ethics and
integrity).

The National Academies of Science, Engineering, and Medicine (Hilton & Herman, 2017) sought to identify critical
interpersonal and intrapersonal skills based on evidence that these were related to postsecondary persistence and suc-
cess and that they could be enhanced through intervention. They identified eight: conscientiousness behaviors, sense of
belonging, academic self-efficacy, growth mindset, utility goals and values, intrinsic goals and interests, prosocial goals
and values, and “positive future self.” However, the report also noted that themeasurement of these skills was poor quality:
almost exclusively self-report and only rarely were the psychometric qualities of the assessments—reliability, validity, and
fairness—mentioned. This finding indicates a clear opportunity for the future of assessment.
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Skills Important in K–12

One of the first large-scale efforts to assess social emotional learning skills in K–12 was the California Office to Reform
Education (CORE) project, which received a waiver from No Child Left Behind (NCLB) legislation to do so. There are
now many reports on findings and lessons learned (Krachman et al., 2016; Meyer et al., 2018; West et al., 2018), but what
is important for this section is how the project went about identifying the key skills and what they concluded. Krach-
man et al. (2016) recounted an initial meeting in 2013 with participation from social-emotional learning experts and
CORE district representatives. Expert staff suggested themes of “meaningful, measurable, and malleable.” District staff
prioritized identifying at least one interpersonal and one intrapersonal factor. After a voting process, four competencies
emerged—growth mindset, self-efficacy, self-management, and social awareness—with a fifth, collaborative problem-
solving, almost included but was held up to await the results from PISA 2015’s findings on collaborative problem-solving.
(The identification of these dimensions somewhat reflects the influence of the Collaborative for Academic, Social, and
Emotional Learning [CASEL], which in turn reflects influences from developmental and social psychology.)

Meanwhile, several studies had found evidence for the importance of the Big 5 personality factors in education (con-
scientiousness, agreeableness, extraversion, emotional stability, openness; Mammadov, 2022) leading to OECD adopting
that model for its SSES (Chernyshenko et al., 2018; OECD, 2021). The Big 5 is a personality psychology model that is
widely used in industry and military entrance or personnel selection and classification testing. In the end, the two frame-
works are not fundamentally that distinct, despite their disparate origins (Soto et al., 2022). OECD (2023) is planning a
follow-up to this study, pursuing alternatives to the rating scale measures used in the first study.

“Portrait of a graduate” is a framework, adopted by several states and supported by the National Association of State
Boards of Education (Norville, 2022), that allows states to “better define the skills and knowledge students should master
before they graduate high school” (p. 1). It involves adopting a competency-based education approach (Patrick, 2021)
and defining profiles by engaging with stakeholders to determine emphasis areas, such as communication and critical
reasoning. For example, South Carolina’s profile of a South Carolina graduate competency framework proposes 12: read
critically, express ideas, investigate through inquiry, reason quantitatively, use sources, design solutions, learn indepen-
dently, navigate conflict, lead teams, build networks, sustain wellness, and engage as a citizen. Other states have developed
or are pursuing similar ideas.

Another approach to identifying the value of different skills is to consider OECD’s PISA program’s special topic areas.
PISA is administered every 3 years, beginning in 2000, and tests 15 year olds’ reading,mathematics, and science each cycle;
81 countries participated in the most recent survey (OECD, 2022b). In addition, PISA adds a fourth innovative domain
assessment, measuring a cross-curricular competency, which varies. The process for identifying the innovative domain
assessment involves negotiating with participating countries, and so the subject matter identified can be an indirect gauge
of the popularity of a topic around the world. Since 2012, PISA’s innovative domain assessments have been on problem-
solving, financial literacy, collaborative problem-solving, global competence, and creativity.

OECD’s (2019) Skills for 2030: Conceptual Learning Framework was based on inputs from an international group of
stakeholders involved in OECD’s Future of Education and Skills 2030 project. The report defined skills as “the ability and
capacity to carry out processes and to be able to use one’s knowledge in a responsible way to achieve a goal” and “part
of a holistic concept of competency, involving a mobilization of knowledge, skills, attitudes and values to meet complex
demands” (OECD, 2019, p. 4). The group prioritized skills in three areas, cognitive andmetacognitive skills (critical think-
ing, creative thinking, learning to learn, self-regulation); social and emotional skills (empathy, self-efficacy, responsibility,
and collaboration); and practical and physical skills (using new information and communication technology devices).
They also noted that knowledge and attitudes and values are intertwined and integral to developing knowledge and skills.
They argued that cognitive skills are essential for solving complex problems and working with AI in complementary ways.
Creativity is likely to remain viable, and higher order skills such as problem-solving and critical thinking will remain
important. Metacognitive skills are key to lifelong learning, which will become increasingly important with AI develop-
ments. Cultural understanding and dealingwith uncertainty are also keys to adapting to changes brought on by technology
advances. Social and emotional skills are now recognized as essential and will remain so with demographic and societal
changes; AI also is not likely to replace workers in occupations requiring social and emotional skills. Practical and physi-
cal skills, including ones involving the arts and the development of healthy habits and exercise routines, will continue to
benefit individuals by supporting health and well-being.
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The Skills in Demand Are Hard-to-Measure Skills

The previous subsections in this section have outlined a case for the assessment of various skills—learning to learn, cre-
ativity, communication, critical thinking, cultural understanding, curiosity, flexibility, resilience, and others—for which
there is no clear consensus yet on how they might best be measured. The National Academies of Science, Engineering,
and Medicine (2018) report concluded that the measures that do exist, at least those in use, are poor; they are primarily
rating scale self-reports accompanied by minimal or no basic information on their quality (reliability, validity, fairness).
Stecher and Hamilton (2014) referred to the skills reviewed thus far as “hard-to-measure competencies.” They concluded
that “there is a need to develop a clear, comprehensive research agenda related to academic mind-sets, collaboration, oral
communication, learning to learn, and other hard-to-measure 21st-century skills and competencies” (p. 71).

Traditional testing is not yet up to the task of measuring these skills routinely, but employers (historically) and admis-
sions staff (increasingly) believe these skills are important and they will therefore evaluate these skills subjectively through
interviews, resumes, recommendations, or self-reports. Yet, there have been significant developments over the past decade
inmethods formeasuring hard-to-measure skills. For example, computer platforms have been designed tomeasure collab-
oration and collaborative problem-solving and using simulations (Hao et al., 2024). Games and game-based assessments
have been developed to assess a broad variety of skills (Landers & Sanchez, 2022) and personality (Landers et al., 2022)
and are increasingly used in operational settings (Buckley et al., 2021). Situational judgment testing is now quite com-
monplace in the workforce (OPM, n.d.) and increasingly in educational settings (Wolcott et al., 2020) and can be gamif ied
(Landers et al., 2022). We review these developments in the Innovative Methods section.

Forecasting Future Skills Demands

The nature of skills demanded in the workplace is changing due to technology—many skills valued today are likely to
be automated soon; new skills that are not yet recognized will emerge. This change will affect education as well as the
workforce. But how do we know what skills will be phased out and what the emerging skills might be? No one can reliably
predict the future, but it is safe to assume much of the future will be similar to the present. Thus, a useful starting point
is to assume that the skills to be required in the school and workforce of the future will largely be those that we have
just reviewed. However, here we will explore two additional methods, trends analyses of skills requirements in the work-
force, and then task analyses of occupations to determine what jobs or parts of jobs might be vulnerable to technology
displacement or complementarity.

Trends Analyses

Several studies in economics have examined workplace trends to determine the value of skills in the labor market. Using
data from theU.S. Department of Labor’sDictionary of Occupational Titles, Autor et al. (2003) examined jobs from 1960 to
1998 and found that over that period technology was able to replace routine cognitive and manual tasks. Technology also
placed new cognitive demands on workers and what was valued in the workplace. Technology complemented activities
involving nonroutine work and interpersonal tasks, leading to a decline in manual work and routine cognitive work but
also a rise in other kinds of work.

A similar phenomenon occurred due to communications technology (e.g., Internet, social media; 2000–2015) placing
new demands on social skills (Deming, 2017). Social skills allow for more efficient teamwork (according to Deming,
workers trade tasks to exploit comparative advantage). Deming (2017) showed that from 2000–2012, the fastest growing
occupations were social ones, such as teachers, managers, nurses, and therapists. Nonsocial STEM occupations, such as
engineers, drafters and surveyors, architects, and biological and physical scientists experienced negative growth. Social
occupations grew by 12% as a share of all jobs in the United States, and wages grewmore rapidly.Weinberger (2014) found
growth in employment and earnings for occupations requiring high levels of both cognitive and social skills compared to
those requiring only one or the other.

Langer and Wiederhold (2023) examined data from German apprenticeship records that indicated the level of cogni-
tive, social, digital, manual, management, and administrative skills training that trainees received during apprenticeship.
They found that a month of apprenticeship was worth two to three months of schooling with respect to higher wages;
that returns were highest for digital, then social, then cognitive skills; and that apprenticeships that increased both
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cognitive and social skills provided the greatest returns, indicating skill complementarity, consistent with previous
findings (Deming, 2017; Deming & Kahn, 2018; Weinberger, 2014).

Predictive AI Effects on Future Jobs

Much has been written about the effects of AI on jobs in the future. For convenience, we will divide these works into
two phases: the first focusing on machine learning, sometimes referred to as predictive AI; the second, on large language
models (LLMs) generative AI.

Agrawal et al.’s (2022) book, on the disruptive economics of AI, was written from the standpoint of the value of predic-
tive AI. In it they argued that AI would assume the roles of prediction and judgment, which goes considerably beyond the
automation of routine cognitive tasks observed by Autor et al. (2003) to complex cognitive tasks that had been assumed to
require uniquely human capabilities. Agrawal et al. focused on the potential synergistic advantages and on howwork could
be, and likely will be, reorganized to achieve those advantages; however, another implicationwas that even high-skill occu-
pations will be exposed to AI, rather than the low-skilled and middle-skilled jobs exposed in earlier technology advances.

One of the first studies to put numbers to the incursion was conducted by Frey and Osborne (2017), who studied
jobs’ susceptibility to computerization through an expert rating study. Experts rated 70 occupations sampled from the
O*NET database, judging which occupations could be fully automated. Based on this they identified nine O*NET skills
that were not susceptible to automation by computers or robots and matched these back to a larger list of 702 occupations
to make estimates of the susceptibility of the labor force and certain occupations to automation and concluded that 47%
of employment was at risk. The nine nonsusceptible skills were assisting and caring for others, persuasion, negotiation,
social perceptiveness, fine arts, originality, manual dexterity, finger dexterity, and cramped workspace.

A more recent expert rating study (Lassébie & Quintini, 2022) similarly used an expert ratings approach, but experts
rated the automatability of skills and abilities instead of occupations, allowing a more precise estimate of the impact of
AI and automation on jobs. Among the O*NET skills least susceptible to automatability were management of person-
nel resources, complex problem-solving, negotiation, social perceptiveness, assisting and caring for others, technology
design, management of material resources, active learning, service orientation, repairing, originality, persuasion, and
active listening (on the opposite end were number facility, memorization, wrist-finger speed, selective attention, and static
strength). The results largely agreed with the Frey and Osborn (2017) study, but Lassébie and Quintini (2022) added com-
plex problem-solving and active listening, and dropped fine arts, working in cramped spaces, finger dexterity, andmanual
dexterity. There also was disagreement on several skills, including consulting and advising others (AI can perform these
in some contexts), sell or influence others (recommender systems perform well), instructing (some instruction activities
can be performed well by AI), management of one’s own time and the time of others (dynamic scheduling technology
is effective but perhaps limited in applicability), oral and written expression (rapid progress in natural language process-
ing [NLP] was already showing strong performance in this area, even when this study was conducted), scheduling work
and activities (AI task planning is well developed), and visual abilities (AI vision has advanced considerably in the past
10 years, especially during COVID).

OECD (2023) conducted a larger study to put the findings from this and other studies into the larger context of labor
markets and the employment outlook. T hey concluded that AI is likely to have a signif icant impact on the labor market
but with considerable uncertainty about what the impact would be and what suitable policy actions would be needed to
promote trustworthy use. There are indications that AI creates new tasks and jobs for high-skilled workers with the right
competencies and that AI can reduce tedious tasks and increase engagement and safety. But this shift might also leave a
more intense, high-paced work environment. AI work management can increase perceived fairness but may risk privacy
and introduce or perpetuate biases. A key policy implication is that there is a growing need for education and training to
ensure that workers have the skills to use the new technology.

Generative AI Effects on Future Jobs

Thesecondphase followed the release ofOpen-AI’s ChatGPT inNovember 2022 andGPT-4 inMarch 2023,which focused
on LLMs, referred to as generative AI. There are other systems including Google’s Gemini, Anthropic’s Claude, andMeta’s
LLaMa. There are also text-to-image generative AI systems including Stable Diffusion, Midjourney, and DALL-E. TheAI
expert community was generally aware of and using developments in the underlying technology prior to the commercial
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releases (Lassébie & Quintini, 2022), but as noted by Cotra (2023) the capabilities of ChatGPT caught even the expert AI
community by surprise, with some suggesting that forecasts for that capability level would not be achieved for another 10
or 20 years or even farther in the future.

One study on the possible impacts of ChatGPT and associated technologies, which they suggestedmay have the poten-
tial to become general purpose technologies (see Bresnahan, 2010, for a review of general purpose technologies, such as
steam and electricity) was conducted by OpenAI (Eloundou et al., 2023). Their approach was to determine “exposure” of
tasks and jobs to LLMs without distinguishing between labor-augmenting and labor-displacing effects. They used both
human raters (annotators) and GPT-4 to apply a rubric measuring exposure of tasks to LLMs, based primarily onO*NET.
They concluded that 19% of jobs have at least 50% of their tasks exposed considering current LLM capabilities and associ-
ated tools; however, adding other generative models and complementary technologies, 49% of workers could have half or
more of their tasks exposed. Regarding skills, roles reliant on science and critical thinking show a negative correlationwith
exposure (i.e., less susceptible to LLMs) but programming and writing skills are positively associated with LLM exposure
(i.e., highly susceptible to LLMs).

TheEloundou et al. (2023) analysis did not result in conclusions dramatically different from those in previous studies,
such as those reviewedhere. Eloundou et al. computed correlations between their estimates of exposure and those obtained
in other studies and found them generally to be positive and statistically significant. They did not include the Lassébie and
Quintini (2022) study in their analysis, however.

It is possible to speculate also on the emergence of new jobs or new skills. For example, an important emerging skill is
likely to beworkingwith assistive technologies (e.g., LLMs). Already, digital literacy is a skill that appears in some employer
surveys and in other contexts. However, digital literacy is such a broad concept—covering “everything from reading on
a Kindle to gauging the validity of a website or creating and sharing YouTube videos” (Loewus, 2016)—that interpreting
statements about its importance is difficult. However, using ChatGPT and other generative AI technologies is already a
valued skill, and as the technology evolves, continuing to use generative AI technologies is likely to remain an important
skill. The concept of personal digital assistants is not likely to disappear. The Computing Community Consortium and
Association for the Advancement of Artificial Intelligence’s (Gil & Selman, 2019) 20-year roadmap envisions a future
world of personal assistants.

AI prompt engineer has also received considerable attention and is widely touted as a new, important occupation involv-
ing a set of new skills and the top-rated job of the future. However, Acar (2023) disagreed, arguing that future versions
of generative AI systems will become more intuitive and less dependent on careful prompt crafting; in fact, he argued
that AI models like GPT-4 are themselves very good at prompt engineering and they will likely get increasingly better.
In addition, prompt engineering is LLM-specific, limiting its usefulness. Instead, he suggested that problem formulation,
meaning “the ability to identify, analyze, and delineate problems,” per se is likely to emerge as an important skill, along
with the ability to interpret and critique the results from LLMs and then possibly reframe and execute again if needed.
Acar suggested that four key components of problem formulation are problem diagnosis, decomposition, reframing, and
constraint design and that these skills will become key to effective collaboration with AI systems.

Conclusions: Skills for the Future

For most of the past century, efforts and advances in assessment have primarily related to assessment of curricular skills:
math, reading, and science, that is, the skills targeted by the traditional K–12 educational curricula. Consequently, these
skills have been the focus of large-scale domestic and international assessments, which are designed to monitor states’
and nations’ educational systems. Those skills are and will remain important, but for the past 20 years or so there has
been a growing appreciation for the importance of other kinds of skills, which are now recognized as at least equally
important—collaboration, problem-solving, critical thinking, creativity, curiosity, and work ethic. Sometimes, particu-
larly in the workforce sector, these are referred to as durable skills, indicating their generalizability and usefulness across
all kinds of education, training, and workforce tasks and contexts. These skills are more challenging to measure and so
can be referred to as hard-to-measure skills. With advances in technology and AI, there likely will continue to be changes
in what skills are most valuable. Already we see that AI can perform language tasks, artistic creation, and coding tasks at
the level of advanced college graduates and beyond.

This situation presents a challenge and an opportunity for assessment. The challenge is that simple self-assessment
ratings that we rely on today are not sufficient for the task of providing useful information about the skills that will become
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increasingly important. The opportunity is that new innovative assessment methods can be developed so that we will be
able to assess hard-to-measure constructs with the same level of sophistication that allows us to measure mathematics,
reading, and science today.

Innovative Measures: New Approaches for Assessing Hard-to-Measure Skills

In this section we review the methods that are currently used to measure hard-to-measure skills. For some hard-to-
measure skills, tests have been developed. Many others rely predominantly on self-reports and others’ reports. We discuss
their limitations and ways they can be improved. We focus on efforts to develop performance measures of hard-to-
measure skills, which include situational judgment tests (SJTs), games, simulations, and interactive tasks. We also discuss
approaches for measuring process data that allow us to make inferences about test takers’ skills through the actions,
response times, and conversations they have while solving problems or interacting.

Setting the Stage

The previous section discussed the skills that might become increasingly important in the future. The purpose of this
section is to discuss methods for measuring those skills. Separating skills from how we measure them is not straightfor-
ward. Skill types are often confounded with measurement methods. For example, technical skills, such as coding, and
traditional curricular skills, such as mathematics, reading comprehension, and writing, tend to be measured with tests
that use multiple-choice, constructed response, and some more innovative answer formats. But there are no tests for
many soft skills, which instead rely on subjective interviews or rating scale self- or other report assessments. This situ-
ation is problematic because subjective measures may be perceived as less informative than tests. The LinkedIn Talent
Solutions (2019) Global Talent Trends report found that 91% of talent managers believed that soft skills were important
to the future of recruiting and 92% that sof t skills mattered as much as or more than hard skills, but that 57% struggled to
assess soft skills accurately. Managers reported using subjective judgments such as social cues in interviews and that the
dominantmethods for assessing soft skills were behavioral questions (75%), reading body language (70%), and situational
questions (58%), all subjective methods.

Table 8 presents a lists of testing methods or item types from a variety of perspectives. Scalise and Gifford (2006),
building on Bennett (1993), proposed a taxonomy of item types for computer-based assessments focusing on academic
subjects; RAND’s (2020) assessment compendium organized K–12 educational assessments by testing type to facilitate
look up by educational practitioners and expanded it to include social and emotional constructs. IMS Global’s (2022)
question test interoperability (QTI) standards were designed to support all digital assessment; interaction types, which
are listed here because they are pertinent to the content of this section of the paper, represent part of a broader set of
interoperability standards. The Institute of Medicine’s (2015) and the U.S. Of f ice of Personnel Management’s (OPM; n.d.)
list of assessment methods presented methods used for clinical assessment and organizational recruitment and selection,
respectively, and therefore used the language used by practitioners in those fields.

Several issues become apparent when reviewing the lists presented in Table 8. There are many, diverse approaches to
assessment. Construct and method are often confounded—the Institute of Medicine (2015) and OPM (n.d.) referred
to personality tests, which are a set of constructs but also a methodology (rating scales). The Institute of Medicine and
OPM also referred to cognitive tests and cognitive ability, which similarly are a testing method and construct. RAND’s
list reflected one search dimension, another one being construct (interpersonal, intrapersonal, cognitive). Scalise and
Gifford (2006) and the IMS Global (2022) QTI standards, although in different ways and for different purposes, both
attempted to separate construct and method by focusing on the specific ways responses can be elicited from individuals
to generate data enabling construct interpretations, regardless of construct. Construct-method separation is a feature of
the evidence-centered design framework (Mislevy et al., 2003).

It is possible, in principle, to measure the same skill in multiple ways. The multitrait–multimethod approach (Camp-
bell & Fiske, 1959) and modeling framework (Kyriazos, 2018) is designed to reflect just this. For example, the construct
curiosity could be measured with a self-rating (e.g., “I like to know how things work,” Strongly disagree/Disagree/Neither
agree nor disagree/Agree/Strongly agree), a teacher rating (e.g., “X likes to know how things work,” True/False), a record
from a computer log file indicating the number of times the student explored options; a performance test (e.g., the number
of doors opened/pathsmarched down in a computer adventure game), an SJT (e.g., “You have an assignment to complete a
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P. Kyllonen et al. Charting the Future of Assessments

Table 8 Various Perspectives on Testing Methods and Item Types

Computer-based assessment of cognitive
item types (Scalise and Gifford [2006])

Academic, social, and
emotional learning (RAND [2020])

QTI standards (interaction types)
(IMS Global [2022])

Multiple choice Paper/pencil Choice
Selection/identification Digital Text entry
Reordering/rearrangement Oral Extended text
Substitution/correction Select response Gap match
Completion Free response Hot spot
Construction Performance task Hot text
Presentation Inline choice

Psychological assessment measures and
methods (Institute of Medicine [2015])

Employability tests (OPM [n.d.])

Screening instruments Accomplishment records Match
Checklists Assessment centers Order (with graphics)
Questionnaires Biodata Associate (with graphics)
Memory tests Cognitive ability Media
Interview observations Emotional intelligence Position object
Observations Integrity/honesty tests Select point
Cognitive tests Job knowledge tests Slider
Rating scales Personality tests Upload

Reference checking Drawing
Situational judgment test Custom
Structured interviews End attempt
Training and experience
Work samples

five page research paper on one topic, but during your research you run across an exciting new approach to solve problems
on an unrelated topic. What do you do?“___), or a behavioral interview (“Tell me about a time when your curiosity led
you to discover something interesting or useful.”). A prediction for the future of assessment is that there will be increased
attempts to use themethods expressed in Table 8, many of which originally were designed tomeasure technical and cogni-
tive academic constructs, to measure some of the hard-to-measure constructs discussed in the Skills of the Future section
of this report.

An example for how thismight be done is found in Roll and Barhak-Rabinowitz’s (2023) proposed approach tomeasure
a hard-to-measure skill, self-regulated learning (SRL), on the PISA 2025 Learning in a Digital World (LDW) assessment.
SRL is a composite construct, ref lecting cognitive andmetacognitive processes, af fective regulation, andmotivation (Mole-
naar et al., 2023). The most common approach for measuring self-regulation is the self-report questionnaire, which is
prone to reference bias, meaning the “systematic error arising from differences in the implicit standards by which indi-
viduals evaluate behavior” (Lira et al., 2022, abstract). Roll and Barhak-Rabinowitz proposed instead a framework for
measuring SRL through learners’ (or test takers’) actions on a learning task that provides the affordances of allowing learn-
ers to experiment (e.g., through interactive simulations) to receive feedback (automatically or by pressing a button) and to
seek information (e.g., watch tutorials, ask for hints, view worked examples). Roll and Barhak-Rabinowitz mapped these
to the affordances provided in the PISA LDW assessment to identify how assessment of SRL skills could be accomplished.

The Roll and Barhak-Rabinowitz (2023) paper was part of a collection of papers (Foster & Piacentini, 2023) related to
using innovative assessments to measure complex skills. The executive summary for the collection highlights the impor-
tance of (a) measuring what matters rather than what is easy, (b) assessments set in authentic contexts and involving
learning, (c) innovation across all phases of assessment design, (d) digital technologies expanding what can be measured
but needing better measurement models, and (e) the importance of validation.

All of these are high priority research topics for the future of assessment, although with different emphases for different
applications. We expect that research attention will increasingly be given to the important but hard-to-measure skills.
Authentic learning contexts is not a new assessment topic (Erwin & Sebrell, 2003; Frensch & Funke, 1995), but technology
developments may increase the usefulness of authentic assessments. Learning also is not a new topic in assessment; there
is a substantial older literature on dynamic assessments (Grigorenko & Sternberg, 1998). But there are also promising
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P. Kyllonen et al. Charting the Future of Assessments

newer measurement approaches that are likely to be pursued in the future in psychology (Bolsinova et al., 2022; Deonovic
et al., 2018; Yeung, 2019) and economics (Heckman & Zhou, 2021).

For the remainder of this section, we review findings from the predominant methods for assessing hard-to-measure
skills. We organized this by ratings and rankings, SJTs, performance measures, and multimodal measures.

Ratings and Related Methods

Rating methods are ones in which raters rate attributes of themselves or others, typically on a rating scale, such as a Likert
scale, although there are variants such as checklists. Rating methods, particularly self-ratings, are widely used, adaptable
to just about any psychological or educational construct imaginable, and relatively inexpensive to develop, administer,
score, and report on, which at least partly explains their popularity. Psychometric models for rating scale methods and
nomological networks of constructs based on rating scale methods are well-developed. It is likely that the world will con-
tinue to rely on rating scales for many skills and constructs for the foreseeable future.Whole areas of psychological constructs
such as personality (John & Srivastava, 1999), interests (Su et al., 2019), and others (Kyllonen, 2016) have been mapped
based entirely on rating scale methodology.

There are problems with rating scale measures, such as biases and other limitations of self- and other reports (Hoyt &
Kerns, 1999; Salgado & Moscoso, 2019). Self-reports are subject to response style bias (van de Vijver & He, 2016), refer-
ence bias (Lira et al., 2022), social desirability bias (Paulhus, 2002), and faking (Geiger et al., 2021), which is particularly
problematic when used in high-stakes assessment situations (Niessen et al., 2017).

Ratings by others, or informant ratings, mitigate, at least to some extent, social desirability and faking (informants of
course, can provide socially desirable or faked ratings on behalf of the target and may if sufficiently incentivized to do so).
Ratings by others have also been found to be better predictors of future behavior compared to self-ratings (Connelly &
Ones, 2010; Oh et al., 2011; Poropat, 2014). Letters of recommendation are only weakly correlated with higher education
performance but still predict outcomes such as degree attainment (Kuncel et al. 2014).

Rankingmethods including forced-choice approaches ask respondents to rank rather than rate attributes of themselves
to mitigate socially desirable responding and response style bias. This method can be particularly useful in high-stakes
settings, and consequently, there is considerable interest in using such approaches in admissions. Developments in scoring
forced-choice methods have led to an increase in the reliability of the method (Fu et al., 2024), which already has been
shown to deliver higher predictions of outcomes when compared to rating scale methods (Cao et al., 2015; Salgado &
Tauriz, 2014).

Anchoring methods are another approach to reduce response biases in rating scale methods, primarily responses style
bias. Anchoring vignettes (King&Wand, 2007) ask respondents to rate themselves and a hypothetical other and then scale
the self-ratings to the scale established by rating the common (across respondents) hypothetical others. Thisapproach has
been shown to reduce country-level differences in response styles, increasing construct comparability across countries
(Kyllonen & Bertling, 2013). Ludlow et al. (2022) showed how a related technique can be used to measure the hard-to-
measure skill, life purpose. For ratings by others (e.g., teachers, peers, supervisors), behaviorally anchored rating scales
(BARS) also use anchors as rating aids and are widely used in organizational program evaluation studies (Kell et al., 2017;
Klieger et al., 2018); BARS are not typically used for self-assessments but for ratings by others.

Situational Judgment Tests

SJTs present a situation description and ask respondents to indicate how they would respond or what the best response
would be in the situation. Figure 4 provides an example. SJTs are a popular method for measuring hard-to-measure con-
structs particularly interpersonal skills (Christian et al., 2010). SJTs are a flexiblemethod and can involve writtenmaterials
or videos and typically ask for response options to be ranked or rated. SJTs are widely used in organizational contexts
(OPM, n.d.) for employee screening and sometimes for training (Cox et al., 2017).

SJTs have also been used in educational contexts (MacCann&Roberts, 2008; Sternberg et al., 2000). TheCollege Board
experimented with SJT undergraduate admissions tests (Schmitt et al., 2009), and SJTs have been used in business school
(Hedlund et al., 2006) and dental school admissions (Buyse & Lievens, 2011). The American Association of Medical
Colleges (AAMC) currently offers a 75-minute SJT called AAMC PREview Professional Readiness Exam for medical
school admissions to measure nine professional competencies including interpersonal skills, cultural awareness, cultural

22 ETS Research Report No. RR-24-13. © 2024 Educational Testing Service

 23308516, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/ets2.12388, W

iley O
nline L

ibrary on [30/01/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



P. Kyllonen et al. Charting the Future of Assessments

Figure 4 Sample Situational Judgment Test (SJT) item. Text from Zu and Kyllonen (2020).

humility, empathy and compassion, teamwork and collaboration, ethical responsibility to self and others, resilience and
adaptability, reliability and dependability, and commitment to learning and growth (AAMC, n.d.). Acuity Insights (n.d.)
offers a competing test, Casper, which is a 90 minute open-ended SJT measuring 10 aspects of social intelligence and
professionalism with 14 scenarios (eight typed, six video), and publishes a manual (Acuity Insights, 2023).

SJTs have proven to be valuable for their flexibility in use and in their appropriateness for assessing hard-to-measure
skills and, therefore, are likely to remain popular as assessment methods in the future. However, there are challenges. SJTs
tend to be less reliable than rating scale measures per minute of testing time and tend to take longer or take more testing
time to get a reliable score. For example, although Casper is a 90 minute test, it measures a single factor, not the 10 aspects
of social intelligence and professionalism. This is a general finding with SJTs. For example, while Oswald et al. (2004)
developed 12 higher education competencies (e.g., leadership, artistic), the SJT they developed measured only a single
dimension (Schmitt et al., 2009). Given that SJT research and promotional material indicates a desire to measure multiple
dimensions with SJTs, a future research challenge for SJTs generally will be to measure multiple dimensions reliably in a
reasonable amount of time.

Performance Measures

Performance measures for some of the key skills identified in the Skills for the Future section are reasonably well estab-
lished, such as ones for critical thinking (Liu et al., 2016) and creativity (Weiss et al., 2021). The future of assessment
will include such measures for applications and will see further incremental development. Another significant develop-
ment in the measurement of these skills will be related to how these skills increase over time. Koedinger et al. (2023) were
able to discover a regularity in learning rates once initial knowledge levels were taken into account based on data collected
from over amillion observations from lessons ofmath, science, and language distributed with intelligent tutoring systems.
Duolingo’s Birdbrain system adapts language instruction to deliver an exercise at an optimal dif f iculty level for engagement
and learning (Bicknell et al., 2023). It does this by predicting student performance based on ability and itemdifficulty using
item response theory and then updating student ability level following exercise performance in a manner similar to how
that process is done in adaptive testing. T he merging of traditional assessment of skills with concepts related to updating
skills, as is done in adaptive testing and in adaptive instruction and hybrid approaches, is likely to be increasingly impor-
tant in the future of assessment as is the use of hybrid item response theory modeling in adaptive instruction applications
(Scalise et al., 2023; Yeung, 2019), particularly as electronic instruction and record keeping becomes evenmore ubiquitous.

We believe that another significant push will be in the development of performance measures for constructs and skills
that are now largely measured by checklists and rating scales—consider the typical employment interview assessing
various candidate qualities such as self-motivation, originality, and time-management—through questions and a rating
rubric. The kinds of constructs we believe will be amenable to performance measurement include teamwork, collabora-
tion, leadership, self-management and self-regulation, emotional management, work ethic, flexibility, cultural sensitivity,
and other soft skills or durable skills listed in Table 8. Attempts to measure such sof t skills with performance measures has
a long tradition, sometimes under the name of objective personality tests (Cattell & Warburton, 1967; Ortner et al., 2006).
Alan et al.’s (2019) grit game and Segal’s (2012) use of persistence in the coding speed test as a measure of intrinsic moti-
vation are examples of performancemeasures of personality traits. Charness et al. (2018) provided a list of real-effort tasks
used in behavioral economics studies that can be understood to be measures of the traits of persistence, self-management,
or conscientiousness. Kyllonen and Kell (2018) summarized much of this literature, dividing the works into the categories
of low-stakes cognitive tests (Segal, 2012), objective personality tests (Ortner & Proyer, 2015), economic preference tasks
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P. Kyllonen et al. Charting the Future of Assessments

(Falk et al., 2018), confidence judgments (Stankov et al., 2015), survey behavior (Soland & Kuhfeld, 2021), item posi-
tion effects (Weirich et al., 2017), and effort inferred from response time (Wise, 2017). All of these can be understood as
attempts to measure soft skills with performance tasks rather than ratings.

Collaborative problem-solving is an example of a performance measure of a soft skill, or set of soft skills such as com-
munication, teamwork, and collaboration. ETS has developed an assessment platform (ETS Platform for Collaborative
Assessment and Learning, EPCAL; Hao et al., 2017) and a set of tasks, including negotiation (Martin-Raugh et al., 2020),
letters-to-numbers problem-solving, hidden profile decision-making (Kyllonen et al., 2021), and others, which mea-
sure both team performance and individual collaborative skills (Hao et al., 2019). Given the importance of social skills
in the future work force (Deming, 2017), it is likely that these kinds of assessment projects will grow in importance
in the future.

Life Data (L-Data)

Cattell (1965) proposed the use of L-data (life data), def ined as “behaviour in the actual, everyday life situations,” to serve
as the basis for inferences about targets’ skills. The widespread availability of all kinds of records—administrative, social
media, cell phone, web sites—makes the collection of such L-data much easier than it was when Cattell proposed using it.
This kind of data are substantially different from what are obtained from responses on questionnaires or SJTs. These data
are the traces and indicators individuals leave behind from which inferences about individual attributes might be drawn.
Studies have used administrative records to create composites that reflect students’ academic and nonacademic skills and
behavior to help predict graduation and to evaluate teacher effects (Jackson, 2018; Kautz & Zanoni, 2014; Novarese &
Di Giovinazzo, 2013). Social media and other behavioral traces have been treated as reflections of personality (Gosling
et al., 2011; Kosinski et al., 2014; Youyou et al., 2015). For example, Gosling et al. (2002)measured personality based on the
appearance and contents found in dorm rooms. Background and experiences can also be measured with traditional sur-
veys, structured resumes, or biodata (Mumford & Owens, 1987); ambulatory assessments (Trull & Ebner-Priemer, 2013);
and mobile sensing data from phones, wearables, and beacons (Mattingly et al., 2019; Mirjafari et al., 2019). The future
of assessment may increasingly involve the incorporation of diverse kinds of data that might be used to draw inferences
about students’ and workers’ knowledge, skills, abilities, behaviors, values, and attitudes. However, privacy concerns will
have to be addressed, particularly in the light of the 2024 European Union AI Act,7 anticipated upcoming regulation in
the United States and elsewhere, and general AI ethics statements being issued by many organizations (Abrams, 2024;
Blackman & Ammanath, 2022).

Game-Based Approaches

Game-based assessments can be defined as “an assessment method in which [examinees] are players participating in a
core gameplay loop while trait information is inferred” (Landers & Sanchez, 2022, p. 1). Landers and Sanchez (2022)
also def ined the related concepts of gamified assessments as ones in which game mechanics or game concepts are applied
to existing, traditional assessments and gamefully designed assessments as ones in which test developers use game con-
cepts in designing new tests. There are several reasons why a game-based or gamified assessment might be used. For
high-stakes purposes such as employee selection, which is the application Landers and Sanchez focused on, the assess-
ment can serve not only to measure an applicant’s skills, but also to serve as possibly a realistic job preview or as a
recruiting device in providing “compelling experiences” (Landers & Sanchez, 2022, p. 21) to candidates. Game-based
assessments also might be uniquely capable of measuring certain hard-to-measure skills, such as curiosity and social
preferences (Tang & Kirman, 2023). A third reason is to increase test-taker engagement. Test takers in high-stakes test-
ing situations already have sufficient incentives to be engaged in test taking; however, this is not true in settings that are
low-stakes to the test taker, such as in school accountability testing, domestic and international large-scale assessments,
and research settings. In these settings, lack of motivation can affect scores (Liu et al., 2012), and a gamif ied version of
the test might lead to increased engagement and motivation and consequently better reflect test takers’ skills. Buckley
et al. (2021) reviewed game-based and gamified assessments in education including SimCityEDU: Pollution Challenge
(Mislevy et al., 2014), ACTNext’s Crisis in Space (Chopade et al., 2019), and Imbellus’s Project Education Ecosystem
Placement (PEEP).
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Multimodal Measures or Process Data

Multimodal measures can be defined as ones using physiological data (e.g., EEG, heart rate), behavioral data recorded in
log files (e.g., conversations, chats, keystrokes, eye tracking), and poses and facial expressions captured in audio and video
recordings analyzed by human raters or automatically (Molenaar et al., 2023; Slavich, 2019). Such data are beginning to
be used in assessment applications and their use will likely increase (Martin-Raugh et al., 2023). For example, an ETS
project by Chen et al. (2014) analyzed public speaking skills by giving 17 speakers four speaking tasks and then capturing
performance with audio, video, and 3D devices. They extracted features using NLP methods, speech processing, and
multimodal sensing (using Microsoft’s Kinect [Zhang, 2012]) to capture both speech and nonverbal communication,
including hand gestures and head orientation. Chen et al. (2014) developed a scoring model for the data extracted, and
found that the resulting scores correlated with human holistic ratings of the public speaking performances.

In two other ETS projects, Martin-Raugh et al. (2020) and Jiang et al. (2023) analyzed conversations during negotiation
and collaborative problem-solving to gain insights into the processing differences between successful and less successful
collaborations. They used NLP methods to classify conversational turns to a rubric, which comprised categories such as
greetings, sharing information, acknowledging contributions, and negotiating and found correlations between the nature
of conversations conducted by individuals and teams and task success. Much of the history of assessment has been based
on limited interactions and a very limited data stream between the test and the test taker. Multimodal assessment opens
the door to much richer forms of expression from which inferences about what test takers know and can do can be made.

Conclusions: Innovative Measures

The predominant method for measuring the kinds of skills reviewed in the Skills for the Future section are rating scale
methods. The field has adpoted this method because the skills highlighted are hard-to-measure skills and rating scales
are a general and flexible approach for measuring just about any skill for which a definition can be articulated. There are
ways to improve upon self-report ratings. Other reports are less susceptible to biases associated with self-reports, such as
reference bias (Lira et al., 2022), but they have their own limitations, such as halo effects (Cooper, 1981). Forced-choice
measures also reduce biases associated with self-reports and they are therefore generally preferred over self-reports. SJTs
are another flexible measurement method that can be applied to many hard-to-measure skills. They have a conceptual
advantage over self-reports in that they can measure knowledge of correct or proper or useful actions rather than simply
general assessments of typical behaviors. The future of assessment will likely involve a more routine move away from
self-reports to these other forms of measurement.

However, we believe the more significant movement in the future of assessment will involve the development and
adoption of performance-based measures, such as games, and interactive tasks, such as an actual negotiation session or a
collaborative problem-solving task, tomeasure the important skills of the future. Performancemeasurement of personality
has been a long-sought goal in the field (Ortner & Proyer, 2015), and some progress has beenmade (Kyllonen&Kell, 2018;
Linzarini & Catarino da Silva, 2024). Performance measures in principle have significant advantages over ratings: Perfor-
mance measures are not susceptible to ratings biases (e.g., halo, reference bias, response style, social desirability) and
can be objective samples of behavior rather than subjective evaluations of behavior. (However, performance tasks that
require observer ratings may still be subject to rating biases, such as halo/horn [Noor et al., 2023], severity/leniency
[Cheng et al., 2017], and drift [McLaughlin et al., 2009].) Because performance measures are not yet well developed for
many important constructs, these constructs therefore continue to rely on subjective ratings for their measurement. We
believe that performancemeasures will be supplemented by testless measures, involving process analysis and datamining,
which can be used to draw inferences about users’ or students’ or employees’ skill levels (Baker & Yacef, 2009). There are
good examples in varied domains ranging from social and emotional learning (Jackson, 2018; Kautz & Zanoni, 2014) to
academic performance (Waheed et al., 2020) and STEM job participation (Yeung & Yeung, 2019).

Operations Breakthroughs: AI and Technology-Enabled Advances

In this section, we consider the phases of the test development cycle from initial consideration of test purposes, admin-
istration, and administrative constraints through item development, test assembly, security, quality control, scoring, and
test evaluation, including validity and fairness considerations. A major theme throughout this section is that technology
advances, particularly in AI, are likely to have a significant effect on all operations and all phases of test development.
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Setting the Stage

Testing operations refers to all phases of test development associated with fielding a test form, given a construct (defined
in the Skills for the Future section) and a testing method (defined in the Innovative Measures section). These phases
include designing around test purposes and administrative constraints, developing items, assembling test forms, reviewing
tests, delivering and administering tests, scoring, reporting scores, evaluating tests, item banking, managing all aspects of
security from administration to scoring, and conducting quality control over the entire process. These processes are the
core of the standardized testing industry. Schmeiser and Welch (2006) provided a comprehensive overview of how these
phases have traditionally been accomplished and some of the key issues; International Test Commission (2001, 2013,
2017) and Association of Test Publishers (2022) supplemented this work with recent considerations from technology-
based assessments (TBAs). Schmeiser and Welch described an evolution of test development from an art to a science
over the past 60 years. This evolution can be seen in various phases, for example, from informal rules-of-thumb in test
assembly to more recent use of mixed-integer programming (Davey, 2023; van der Linden, 2005) or from human- to
machine-scored essays (Shermis & Burstein, 2013).

We believe the future of assessment will continue and perhaps accelerate the transition from an art to a science
of test development, using advances in technology, operations research methods, and both predictive and generative
AI methods.

In this section, we review current cutting-edge advances in the phases of test development to provide a basis for where
we might see significant breakthroughs. Some promising ideas within the operations sphere lead us to expect that tech-
nology will enable advances in both the fairness of assessments and in the trustworthiness of the information obtainable
through assessments. Fairness treatments have traditionally been most developed for the tail-end of assessment devel-
opment after test data are collected to evaluate statistically whether item responses can be interpreted the same way for
different groups of test takers (Millsap, 2011). Technology promises to bring fairness sophistication forward to the initial
stages of item creation, a process that has historically depended on informal policies and checklists (ETS, 2014, 2022).
Security, too, represents an area where technology may bring benefits in ensuring that assessment scores are directly
indicative of a test taker’s skills on the intended target construct and not compromised by unknown influences.We address
these issues in this section.

Administration and Administrative Constraints

Time

A general rule in assessment is that themore time available for testing, or themore information obtained from an individ-
ual, the more reliable the assessment will be. And the more reliable the information, the more likely that inferences drawn
from the measurement will be justified and useful, for example, useful for predicting future outcomes. With additional
information, the construct signal emerges increasingly clearly over the backdrop ofmeasurement error noise. This finding
is true in all assessment domains—from target practice to weight measurement—all other things equal: the longer the
test is, in items or time, the better. The problem in most cases is that individuals do not want to sit through long tests and
sponsoring parties do not want to administer or pay for them.

There are several strategies for addressing this problem. Tests can be made more efficient through traditional
psychometric approaches by considering time as well as the amount of information a test item is provided. This
was a major motivating factor for adaptive testing, which promised 50% savings in testing time (van der Linden &
Glas, 2010). Multidimensional adaptive testing (Segall, 1996), which uses performance on related tests (or scales) to
update score estimates for the test (or scale) being taken, takes this idea one step farther, promising an additional
33% time savings for the same amount of measurement precision. A future application of this idea would, subject
to privacy restrictions, mine all available information sources about a person—social media, educational records,
letters of recommendation, resumes, voluntarily submitted materials—simply as the starting basis for skills estimation,
updated with new information from the testing or assessment session. This could result in additional time savings in the
testing session.

Another strategy would be to make the test taking experience more useful for the test taker in benefits returned. For
example, instruction is typically coupled with assessment, but a learner receiving instruction receives a direct benefit of
increased skill that may be perceived by the learner as a justif ied use of his or her time, even though the instructional
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time is at least partially spent taking an assessment. Formative assessments, intelligent tutoring systems, and other forms
of instruction mixed with assessment take advantage of this principle to coax learners into spending more time being
assessed and, in principle, enabling better measurements of skill.

Still another strategy is to make the test taking experience more compelling or enjoyable so that test takers willingly
allow themselves to spendmore time being tested.Multimedia tests, game-based, gamified, and gamefully designed assess-
ments (Landers & Sanchez, 2022) take advantage of the fact that many children and adults enjoy playing games and do
so voluntarily without compensation and with no perceived extrinsic direct benefit. DARPA’s DARWARS program was
based on the idea that students would voluntarily spend hundreds of hours participating in training experiences, thereby
acquiring skills through playing multiplayer games in virtual worlds with simulations, intelligent agents, and online com-
munities (O’Neil et al., 2004). Bandwidth challenges may be present in some circumstances and some parts of the world,
which can be a validity threat.

Anytime, Anywhere, With Security

Anytime-anywhere test delivery has long been anticipated to meet a market demand for more convenience and less cost
for the test taker. More than 25 years ago, Bennett (1998) already suggested that dedicated test centers may be on the
endangered list. The COVID pandemic accelerated that push, and now anytime-anywhere testing is a reality for many
large-scale tests, which has had significant positive benefits regarding cost, convenience, and accessibility. Test centers
still exist, and they are still popular. For some people in some circumstances, it is more convenient and less costly to take a
test at a test center, and thatmight be true for a long time. Inmany cases, employers, higher education, and associations still
require in-person testing for a variety of reasons including security, adding more elements to assessments, the candidate
experience, and fairness of access to digital connectivity and high bandwidth. The future may be a mix of increased at-
home and even potentially mobile convenience with the continued availability of test centers.

Security is more challenging with at-home or mobile testing when the testing purpose involves high stakes. Security
issues are currently addressed in various ways (Choi et al., 2021; ETS, 2023b; Qian et al., 2018a, 2018b; see also the Security
andQuality Control section in this report) and will require continuedmonitoring and progress. For low-stakes, formative
testing where security is not as critical, there are many advantages to mobile testing. Karay et al. (2020), for example,
found that the convenience of taking a test on a mobile device without time restrictions led to no differences in scores for
anytime-anywhere versus testing center locations and significant advantages for mobile testing in engagement: students
spent more time on the test and were more likely to use the help of books and online resources, consequently earning
higher acceptability evaluations from students.

New Devices

Some tests are still administered in the paper-and-pencil format, but increasingly rarely: Even the SAT has gone fully
digital in 2024 (College Board, 2023). High-stakes graduate and professional school tests were transformed to digital-
based assessments in the 2000s; large-scale domestic and international assessments serving countries all over the world,
including many developing countries, converted to digital-based assessments in the 2015–2020 time period, although
exceptions remain (OECD’s PISA-D, administered in developing economies, is administered with traditional test book-
lets). Initial digital-based conversions did not addmuch functionality to the paper-and-pencil format, other than allowing
many more test forms and enabling adaptiveness, but increasingly new capabilities were introduced, allowing videos,
simulations, and interactivity. These trends will continue, and increasingly more engaging and immersive formats will be
possible, mirroring trends in the entertainment sector—but lagging due to lower returns on technology investment in
education versus entertainment.

New technologies, such as Apple Vision Pro’s mixed reality headset or Azure’s Kinect, greatly expand the possibilities
for how the inputs for testing—instructions, item stimuli, item prompts—and the responses to test items—gestures,
grasping, whole-body movements—can be realized, allowing the testing of new constructs in new ways. A challenge here
is that the technology changes rapidly due to market fluctuations, and investing in a technology to produce new kinds
of tests carries risks. Microsoft stopped manufacturing Kinect in 2017 (Lee, 2023) and the promising sociometric badge
technology (Lederman et al., 2016) was discontinued some time ago.
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Item Development

Automatic Item Generation Using Generative AI and Item Models

Item development has traditionally relied on human experts (Lane et al., 2016, provided a review) and has thus been an
expensive and time-consuming process. Automatic item generation (AIG) is an appealing alternative that can make the
processmore efficient and standardized. EarlyAIG attempts (Irvine&Kyllonen, 2002) focused on building comprehensive
item models of target knowledge, skills, and abilities, which were measured by prototypical items and then generated
many comparable variants by manipulating key components of models. Those early attempts were effective in generating
high-quality items similar to their respective parents but with two crucial caveats: They were difficult to scale because
each item needed its own model, and they were limited in the variability of texts that provided context for the target
construct, resulting in items that looked similar and, therefore, did not provide asmuch information as independent items
(Bejar et al., 2002). Generative AI is particularly well suited for overcoming these caveats; it can generate a wide range
of texts across multiple item types. Recent AIG approaches thus frequently utilize LLMs to generate contexts, stems, and
options for many different item types (e.g., Attali et al., 2022; Chan et al., 2022; Gao et al., 2022; Stowe et al., 2022; Zu
et al., 2023). A successful combination of careful item modeling and capable LLMs appears a highly promising approach
toward implementing automation into item development.

Writing an item, just like any form of writing, involves a process consisting of multiple steps. AIG approaches intro-
duced in the literature thus far have exclusively focused on the initial generation. In this light, a more precise label for the
current AIG approaches (including the LLM-based ones) would be automatic item drafting. To fully realize the potential
of automation in item development, the entire process needs to be designed to utilize automatically generated item drafts.
Draft items need to be reviewed for their accuracy, appropriateness, and fairness; calibrated to estimate their difficulty and
discrimination; and assembled into a delivery unit (e.g., a test form) before they reach test takers. The item development
processes at ETS and many other testing companies were designed decades ago to accommodate a stable number of man-
ually written item drafts arriving at regular intervals; the legacy processes can present a significant bottleneck in utilizing
a large number of automatically generated drafts to achieve efficiency and scale in item development. It is thus crucial to
innovate the overall item development process along with the initial generation capability.

Difficulty Modeling Using LLMs

Item difficulty plays a critical role in assembling test forms and determining scale scores. The standard practice is to
estimate item difficulty based on a large sample of test-taker responses (often 500 to 1,000 responses, that is, test takers,
per item). An implicit assumption under that practice is that the number of new items (whose item difficulty is estimated)
is much smaller than the number of available test takers. If an effective AIG system can instantly producemany new items,
this assumption does not hold anymore and the standard practice to estimate item difficulty becomes a major barrier
to using newly generated items. Predicting item difficulty presents an alternative solution. In the past, such prediction
attempts were hampered by the need for specific models for each item type as well as the limited capacity of prediction
algorithms.

On the other hand, LLMs can be fine-tuned to serve as a generic and highly flexible modeling framework that takes
an item as input and produces a prediction of its difficulty. Zu and Choi (2023a, 2023b) showed that f ine-tuning an
open-source LLM for item difficulty prediction outperformed the previous state-of-the-art prediction method (Louk-
ina et al., 2016) as well as human expert difficulty judgment by a substantial margin. ETS researchers have also devel-
oped methodologies to account for increased uncertainty in predicted item difficulty for downstream psychometric tasks
(Lewis, 2001; Mislevy et al., 1993).

Contextualization and Personalization

Large-scale international assessments such as OECD’s PISA, PIAAC, or SSES are administered in multiple countries and
languages throughout the world, and country performance is compared in league tables, meaning comparability is key.
Tests are prepared from English (or French) source versions, in a two-step process: adaptation and translation (cApStAn
& Halleux, 2019; Hambleton, 2002). In the adaptation step, bilingual speakers from countries indicate whether a concept
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is meaningful and will be interpreted in the same way in their culture as it is in the source country. Consider a few of the
ITC Guidelines (International Test Commission, 2017) to get a sense of what adaptation entails:

• Minimize the influence of any cultural and linguistic differences that are irrelevant to the intended uses of the test
in the populations of interest.

• Ensure that the adaptation process considers linguistic, psychological, and cultural differences in the intended pop-
ulations through the choice of experts with relevant expertise.

• Prepare administration materials and instructions to minimize any culture- and language-related problems that are
caused by administration procedures and response modes that can affect the validity of the inferences drawn from
the scores.

The kind of adaptation called for, which is routinely applied in all international testing, requires expertise on the lan-
guages and cultures involved along with the test content and testing principles. It is a costly but necessary process to ensure
comparability of assessment results across language and culture groups. This work is not confined to international large-scale
assessment work. Such adaptation is also called for in cases where a test, typically an employment test, is used locally in
different countries (e.g., ETS’s former Workskills for Job Fit was administered in 18 languages) and even with language
subgroups within the United States (e.g., ETS’s effort for California K–12 on cultural adaptation for Spanish-speaking test
takers who are English learners). An argument could be made that a similar kind of adaptation could be applied for cul-
tural subgroups within the United States. Certainly, the kinds of biases identified in cross-cultural assessment—construct,
method, and item bias—are relevant to the appropriate interpretation of test scores even for subcultures within a language
group (van de Vijver & Poortinga, 2005).

A similar kind of adaptation is done in business or advertising, where, for example, proposals or ads for potential clients
inmultiple countries representingmultiple cultures are prepared. AndiMann, Sageable CEO and pioneer in the field of AI
ops, suggested in a podcast that this kind of adaptation will soon be done with AI, recontextualizing content for different
cultures (Turchin, 2023). Mann gave examples of taking a business proposal or advertising brochure and adapting it to
align with the target cultural values, such as making it more culturally appropriate and less offensive, changing it from a
formal to informal tone, or reframing goals to be more culturally compatible. He suggested that automatic recontextu-
alizing will soon become as simple as resizing images. Lee et al. (2024) demonstrated the use of LLMs for personalized
marketing.

A related idea stems from the personalized learning literature (Walkington & Bernacki, 2020), which is defined as
“adapting an experience or interaction to be appropriate for a specific person given a certain set of individual charac-
teristics/qualities.” Personalized assessment, then, is assessment of personalized learning. (See further discussion in the
Feedback section of this report.)

LLMs to Accomplish Personalization and Contextualization

Technology and AI enables personalization or contextualization (economically and at scale) in test content generation
to a degree not possible before. A high percentage (78%) of respondents in the ETS Human Progress Study (ETS, 2023a)
agreed that AI has the potential to enhance learning assessments by tailoring them specifically to each individual learner’s
needs. This kind of personalization can be done within or outside the context of automatic item generation.

When test forms are assembled from a set of premade items, adaptation of any kind becomes a major challenge. Efforts
to incorporate personalization in assessment need to overcome this challenge with the online adaptation of content for
individuals or with a large enough pool of diverse items to approximate such a real-time experience. Neither option
is feasible under the current test development process relying on premade content. Automatic adaptation of assessment
content can thus be a highly impactful innovation that can accelerate the movement toward personalized assessment. LLMs
are well suited to the automatic adaptation task, for they have already been pretrained on a wide variety of texts. Moreover,
they can encode texts into numeric vectors with semantic information, which suggests that the success of neural style
transfer approaches in computer vision (Gatys et al., 2016)may be applicable to the adaptation problem in the text domain
(Hu et al., 2017; Prabhumoye et al., 2018; Shen et al., 2017; Yang et al., 2018).

However, to properly implement such an approach, its potential consequences need to be considered carefully. In the
ETS Human Progress Study (ETS, 2023a), 71% of respondents worried that AI has the potential to negatively impact learn-
ing assessments due to unintentional biases and programming flaws within the system. LLMs inherit biases8 incorporated
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in their pretraining samples and may reproduce such biases in their output. A naïve LLM-based adaptation approach may
thus lead to further dissemination and reinforcement of existing biases. Therefore, it is crucial to build a robust mecha-
nism tomonitor and control adaptation output to ensure that the benefits of automated adaptation can be realized without
reproducing preexisting biases. ETS’s history of and expertise in adapting large-scale educational surveys for multiple cul-
tures and languages as well as the work undertaken to mitigate these issues in AI models that generate content offer an
important advantage in successfully addressing this challenge.

Test Assembly

Test assembly is the process of selecting items for a test form. Selection is driven by constraints, which typically are spec-
ified on test blueprints (Davey, 2023; Lane et al., 2016). This is done to ensure comparability between forms, adherence
to construct definitions, capture of all aspects of the content domain that the test is intended to measure (avoidance of
construct underrepresentation), and minimization of construct-irrelevant features. The kinds of constraints that can be
included are essentially endless but typically relate to test length, construct, content (e.g., primary, secondary, and spe-
cific), item type or format, stand-alone or one-in-a-set item, and cognitive level or depth of knowledge (Davey, 2023).
Psychometric properties, such as item difficulty, item discrimination (the degree to which test takers who rate high versus
low on the trait being measured are likely to solve the item correctly), and expected time to complete the item, can also
be included, as can all kinds of details related to item content, such as the number of mentions of boys versus girls on a
test form, typically balanced so as to minimize construct irrelevant influences affecting item responses. Even formatting
(e.g., no longer than seven pages, maximum of 50 lines per page) can be included as part of the assembly process (Diao &
van der Linden, 2013).

Since Stocking and Swanson’s (1993) initial operational demonstration and van der Linden’s (2005) compendium, the
advantages of automated assembly, that is, treating test assembly as a combinatorial optimization problem, have been
clear (Davey, 2023). This is the same technology airlines and the military use to fill seats and retailers use to fill shelves.
In combinatorial optimization, an objective function is minimized, subject to a set of constraints. The test blueprint is
specified as a set of constraints, and the objective function is chosen to achieve some goal for the test design, such as
achieving a target average item difficulty or target test characteristic curve (e.g., to create a form that provides information
for all proficiency levels, or one that provides the most information around a cutoff point) or test information function
or both (Ali & van Rijn, 2016). The objective function can also be used to achieve content goals or security goals (e.g.,
minimizing item exposure; Davey, 2023).

The combinatorial optimization approach to test assembly is incredibly powerful and capable of serving as the basis for
realizing signif icant advances in the quality of tests. T he approach is only limited by the data available on items to use as
constraints and for the objective function. Davey (2023) recalled an incident in the early days of the technology where
automated test assembly had been used to create a form and the reviewing test developers discovered a flaw, obvious
to them but not to the algorithm, that included too many items with water as a theme. Davey stated that there was no
formal content requirement dealing with water, so the algorithm was blind to its overrepresentation, which stood out to
the human reviewers.

The reasonmany item features, such as “water,” are not included in itembanks is a combination of not previously having
had a reason for including it (something easy for human writers to spot) and not having the time and labor to code items
for every possible feature that might be relevant. Now that automated assembly approaches are in more widespread use
and can easily handle many item features, solving the “water” problem, the problem of classifying items by large numbers
of features without having to code them by hand, seems to be an area ripe for new approaches.

Security and Quality Control

For the high-stakes testing context—school admissions, scholarship provision, selection testing for jobs—the testing
industry uniquely provides reliable, valid, and trustworthy information about students’ or applicants’ skills to the employer
or educational institution seeking that information for its own decision-making purposes. This outcome is a major com-
ponent of the standardized testing value proposition. Other sources of information about a person’s skills—letters of
recommendation, personal statements, resumes—provide limited useful information about candidates’ skills and are
highly susceptible to compromise and bias. Personal statements do not predict grades or faculty ratings af ter test scores and
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prior grades are accounted for (Murphy et al., 2009), perhaps because they reflect inputs from sources other than the can-
didate (e.g., friends, family members, professionals) as much as from the candidates themselves (Powers & Fowles, 1997).
Reference letters are more predictive of outcomes than are personal statements (Kuncel et al., 2014), but they have their
own problems: There is a strong bias against negative comments, the level of agreement between two raters tends to be
small, letter writers vary in their rating severity, and rater incentives (e.g., “get my student a job” vs. “maintain my reputa-
tion as a reliable information source”), which might affect ratings, are not transparent. Resumes are not standardized and
reveal many skill-irrelevant features of candidates, such as gender, race, and age, which may bias evaluations of candidates
(Kessler et al., 2019), and they reflect differential opportunities. Resumes and their standardized counterpart, biodata, are
also susceptible to faking (Law et al., 2002).

Standardized tests are less susceptible to the biases and compromises associated with these alternative measures. As
Leonhardt (2024) pointed out, "perhaps the strongest argument in favor of the tests is that other parts of the admissions
process have even larger racial and economic biases." Chetty et al. (2023) showed that test scores were stronger predictors
of outcomes (attending an elite graduate school, working at a prestigious firm) than were high school grades. They also
showed thatmost of the admissions advantage into prestigious schools of the top 1% income students resulted fromhigher
nonacademic ratings (along with legacy preferences and athletic recruitment), not test scores.

But thiswill be true only as long as the integrity of test scores is safeguarded by a secure process subject to quality control.
If score information obtained through standardized testing cannot be relied upon due to security lapses or quality control
failures, then the value of standardized testing decreases substantially.

What is the nature of the potential security threats to testing? There are basically three—imposters, informants, and
compromised answer keys and prompts—but they appear in many variants. Imposters traditionally were persons who
took the test for the candidate at the testing site, which has the potential to be made easier with remote testing. Informants
are like imposters and may be found lurking in the room during home testing, out of sight of the computer camera and
flashing answers to the candidate. Another kind of informant is ChatGPT,which has demonstrated tremendous test-taking
abilities (Panthier & Gatinel, 2023). Tomorrow’s informants may be communicating to the candidate or taking the test
for the candidate via sophisticated communications technologies, exploiting security weaknesses. The final security threat
is compromised answer keys, which were traditionally created from professional or other test takers’ collective memories
of items from the test. Future compromised answer keys may be created with AI tools, such as ChatGPT. Cheating and
detecting may remain a cat-and-mouse game as long as the individual incentives to show evidence for skills collides with
the greater system need to ensure the integrity of that evidence.

Approaches to Detecting Cheating and Conducting Quality Control

Lee et al. (2014) reviewed a variety of research and operational statistical cheating detection methods and quality control
tools designed to detect impersonation (imposters), copying (unwitting informants), preknowledge (compromised answer
keys), and group collusion (informants). Sinharay (2023) updated Lee et al. with additional methods. Detection methods
include large score difference methods, methods to detect inconsistent performance across test sections that measure
related constructs, and examining response times to get clues about whether individuals are responding inconsistently. A
widely used method for detecting cheating relies on looking for unusual patterns of responses by groups of examinees, or
“unusual agreement between the incorrect answers of two examinees on amultiple-choice test” (Holland, 1996, p. 2), such
as examinees sitting near each other at a testing site. This is done with the k-index, the Bonferroni-adjusted probability
of matching incorrect responses (PMIR; Lewis & Thayer, 1998). With modern communication techniques, examinees
may not be near each other, but large groups may still share a circulated answer key and provide a set of responses that
match. Statisticalmethods can identifywhether patterns that exactly or nearlymatch are unusual (Haberman&Lee, 2017),
including a patented system for doing so (Haberman et al., 2022).

Long-termmonitoring of quality is another approach to evaluating the integrity of the testing process (Lee et al., 2014).
Cumulative sum charts are commonly used in quality control and they can be applied to testing (Lee & Lewis, 2021). For
example, they may help identify an item that, after repeated exposures, no longer elicits the kind of responses it used to,
perhaps indicating overexposure. More generally, there are a variety of newer statistical methods that can detect abrupt
changes in individual items over time. These include harmonic regression (Lee & Haberman, 2013, 2021), time series
methods (Lee & von Davier, 2013), and sequential change detection, which can be applied to many applications involving
multiple data streams, including testing (Chen et al., 2022). These methods can be applied to identify problematic items
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that can be excluded from scoring and from the item pool, at least with frequently administered tests. Further develop-
ments with these newer methods may involve extending their applicability to some of the newer test forms suggested
previously and may involve adaptation to larger item pools with fewer test takers per item.

New Approaches Using AI to Detect LLM Cheating

Theuse of ChatGPT and other LLMs on various kinds of high-stakes tests presents new challenges in detecting cheating.
Cheating from voice cloning and deep fakes raise new concerns. Hao et al. (2024) suggested a variety of approaches. These
include prevention measures, such as the use of additional cameras and test redesign to include items less susceptible
to LLM assistance, such as critical thinking and performance-based tasks. Approaches also include detector measures
designed to detect ChatGPT contributions to the response, particularly essay responses. Such detectors can be made quite
accurate at detecting ChatGPT although false positives are a concern. Hao et al. (2024) pointed out that for detectors to be
successful, all metrics (false positive and true negative rates, equal error rate and contrast samples) have to be considered.
Detectors should be robust against human tweaks to AI-generated text, subgroup bias should be considered, shorter responses
are harder to differentiate, and in the end, detectors only can provide probabilistic evidence. The situation is rapidly changing
and open-source LLMs will present challenges (Chakraborty et al., 2023; Liu, Zhang, et al., 2023; Tang et al., 2023).

Scoring—AI Scoring Methods

Scoring and scoring applications for traditionalmultiple-choice tests and their variants is well established scientifically and
operationally. van der Linden’s (2018) edited volume presents a comprehensive treatment of the variety of item response
theory approaches that can be used formodeling, analysis, scoring, item calibrating, and person andmodel fitting for tests
in various sectors—health,marketing, clinical psychology, and international assessment. There aremany other treatments
(Ostini &Nering, 2006;Wainer&Thissen 2001) covering approaches applicable to all kinds of tests. T hesemethods are not
yet universally applied in operations, nor in research—inmany cases a score is simply the number of correct answers by the
test taker—but increasingly so called model-based (item response theory) methods are replacing traditional summation
(classical) methods in applications in such diverse sectors as organizational behavior (Lang & Tay, 2021) and policy and
health (Nguyen et al., 2014).

However, there are several scoring topics that are likely to emerge as an important part of the future of assessment.
These topics include scoring automatically generated items, scoring essays using AI methods, and scoring new novel item
types and test-free assessments.

Scoring Methods for AIG and Item Difficulty Modeling

There are several approaches for AIG (see chapters in Gierl & Haladyna, 2013; particularly Irvine & Kyllonen, 2002;
Sinharay & Johnson, 2013). The radicals and incidentals approach involves building items from a set of factors or dimen-
sions by varying the values on those dimensions. Factors that influence difficulty are called radicals; those that do not
are called incidentals. T he factors are based on a cognitive analysis of the domain. T his is the approach taken by Embret-
son (1994) and Kyllonen et al. (2019) and is ideally suited to algorithmic items such as progressive matrices or number
series fluid reasoning items. It uses the linear logistic test model and extensions to model the data and as the basis
for scoring.

The other approach is the item-model approach, which may be called “slot-filler,” in which parts of the model item
(e.g., some quantities in an arithmetic word problem) are treated as slots that have a set of associated potential fillers.
This approach was taken by Bejar et al. (2002) and Graf and Fife (2012) and is ideally suited for mathematics or physics
word problems. Johnson and Sinharay (2005) reviewed the approaches proposed for scoring these and suggested that a
simple model called identical siblings does a reasonably good job in estimating test takers’ abilities by assuming that all
items made from the same item model are the same, regardless of the fillers. However, relaxing this assumption, which is
done in the related-siblings model (Glas & van der Linden, 2001) and linear item cloning model (Geerlings et al., 2011),
potentially applies to a much broader class of AIG assessments by allowing the inclusion of collateral information and
enabling a more rigorous statistical analysis.
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Scoring Essays and Other Hard-to-Score Tasks

Automated, machine-scoring of essays is now well established in operational scoring. Current versions are based on sta-
tistical learning methods, primarily multiple regression and other predictive AI approaches, such as random forests and
gradient boosting machines (Madnani & Cahill, 2018; Rupp, 2018; Shermis & Burstein, 2013). Automated essay scoring
is nearly as accurate9 as human scoring, and it brings advantages in avoidance of human biases related to rater fatigue,
severity and leniency, drift, time-of-day, and halo effects (Williamson et al., 2012). On the other hand, there is a perception
that automated scoring is a black box, which might have its own biases, engendering lack of trust from test takers (Kumar
& Boulanger, 2020).

Deep learning models and LLMs are beginning to be used in essay scoring and in the evaluation of other hard-to-score
tasks. They have the potential to increase accuracy and to provide better explanations to test takers about the strengths and
weaknesses of their assessment work products (Kumar&Boulanger, 2020). Hao et al. (2024) discussed several applications
of LLMs to automated scoring. One investigation found extremely high correlations between human ratings andAI-based
automated scoring of student responses from eight countries and six different languages across six items fromTIMSS 2019
(Jung et al., 2022). The relationshipwas particularly strongwhen the systemwas trained onChatGPT-translated responses.
The other was an application of convolution neural networks to scoring TIMSS 2019 graphical response items that can
appear on science mathematics tests finding high levels of accuracy and identification of some human rating biases (von
Davier et al., 2023). This work is promising but in its early stages, and there is likely to be a flurry of activity applying LLMs
to scoring of short answer, essay, graphical-response, and other hard-to-score tasks in the coming years. Amajor challenge
in this work will be the avoidance of bias in AI-powered scoring models, a topic addressed in Duolingo English Test’s
Responsible AI Standards (Johnson, 2024). Johnson et al. (2022) discussed the example of “rubric-irrelevant” response
features associated with performance, such as writing style, length of response, and typos, which happen also to be asso-
ciated with a demographic variable. Solutions for some of these kinds of issues are beginning to be proposed (Johnson &
McCaffrey, 2023), and AI bias in scoring is likely to remain a promising area of investigation. At this point LLM-assisted
item development and response scoring remain research topics requiring active human-in-the-loop participation as LLM
hallucinations and AI bias preclude fully autonomous systems.

Scoring Testless Assessments

Testless assessments might be defined as assessments of skills based on behaviors or behavioral traces that are not con-
nected to an explicit test. This includes conversations during problem-solving or learning, employment interviews (Emer-
son et al., 2022), the actions taken when freely exploring a game or microworld environment, or even resume items—L
data in Cattell’s (1965) terminology. This is a disparate set of activities, and consequently a wide variety of approaches have
been taken to model behavior in these environments. For the most part, these approaches have not been connected to the
psychometrics literature. Methods have ranged from studying on- versus off-task behavior patterns in school children by
gender and across time (Godwin et al., 2016) to exploring keystroke patterns on standardized tests with exploratory items
(He et al., 2019) and examining questionnaire item skipping as an indication of disengagement (Hitt et al., 2016; Kyllonen
& Kell, 2018; Mignogna et al., 2023) to characterizing conversations by coding them using machine learning methods
(Kyllonen et al., 2023). There is likely to be significant further development in this area that will use LLM approaches for
classification and other kinds of data exploration.

Fairness

Fairness, or the minimization of bias, is considered “an overriding, foundational concern” in testing (AERA et al., 2014,
p. 49) because it affects the justification or validity of a test score interpretation. An interpreter of a test score should be
able to assume that the test measures the same underlying construct regardless of characteristics of the test taker, such as
disability or language status or cultural or language background.

A test that is fair within themeaning of the Standards reflects the same construct(s) for all test takers, and scores from
it have the samemeaning for all individuals in the intended population; a fair test does not advantage or disadvantage
some individuals because of characteristics irrelevant to the intended construct. … characteristics of all individuals
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P. Kyllonen et al. Charting the Future of Assessments

in the intended population, including those associated with race, ethnicity, gender, age socioeconomic status, or
linguistic or cultural background,must be considered throughout all stages of development, administration, scoring,
interpretation, and use so that barriers to fair assessment can be reduced. (AERA, 2014, p. 50)

Thisnotion of test fairness can be addressed at the itemwriting stage through the consideration of guidelines “designed
to eliminate symbols, language, and content that are generally regarded as sexist, racist, or offensive, exceptwhen necessary
to meet the purpose of the product or service” (ETS, 2014, p. 21; see also ETS, 2022) and through the review process that
checks for accessibility and fairness related to item content. Fairness also is addressed through statistical analysis of item
responses that examine the degree to which the test measures the same construct for different groups based on gender,
race, language, culture, and other factors. Statistical methods can be used to identify an item that does not behave the
same way in two groups, due, for example, to differential familiarity with a word across gender groups (e.g., a sports term)
or culture groups (e.g., a food item). Treatments of this topic are found in Millsap (2011).

A second definition of fairness is a concern in employment testing based on the selection rate for different groups of
test takers defined by gender, race, and age. If the selection procedure has an adverse impact, meaning that it screens out
members of a protected group at a rate higher than the most favored group, then the employer could be in violation of
the Uniform Guidelines on Employee Selection Procedures (a similar concept in the EU is indirect discrimination) and
subject to legal enforcement actions by the Equal Employment Opportunity Commission.

Bennett (2023), in line with Solano-Flores (2019) and Sireci (2020), argued that beyond these definitions, the basic
premises of educational assessment must be rethought because of opposition to traditional standardized tests related
to a “perception that tests represent a worldview no longer suited to the pluralistic society we are rapidly becoming”
(pp. 17–18). His proposal was to design “socioculturally responsive” assessments (CRAs) by changing content to be
culturally relevant, providing population-specific assessment, adapting the assessment to student characteristics, and
encouraging learner agency (O’Dwyer et al., 2023). Bennett hypothesized that culturally relevant problems on a test
would increase test takers’ identification with the assessment, engagement and motivation, activation of prior knowl-
edge and consequently their test performance and confidence and sense of efficacy. From the standpoint of cross-cultural
research (see the Contextualization and Personalization section in this report), Bennett proposed an adaptation step,
perhaps more extensive than typical adaptations, to assessments. Walker et al. (2023) proposed provisional principles for
designing CRAs that consider students’ background characteristics like “beliefs, values, and ethics; their lived experiences;
and everything that affects how they learn and behave and communicate” (p. 1). Dobrescu et al. (2021) and Kukea Shultz
and Englert (2021) have field tested CRAs, but neither have formally shown that the CRA is equivalent to the non-CRA
version of the test.

Sinharay and Johnson (2023) addressed this limit and proposed a statistical and psychometrics framework for analyz-
ing data from CRAs, which obtain “equivalent evidence about examinees from alternative, not-surface-equivalent, forms
of tasks” (Mislevy, 2018; see Feuer et al., 1999, for discussion of equivalence). Sinharay and Johnson (2023) achieved this
by pairing items across two forms, one designed for the reference group (RGV), another adapted, as per Bennett (2023),
for the focal group (FGV). The researcher then establishes forms equivalence through expert judgments and within-
form psychometric analyses (difficulty, discrimination, reliability, factor structure, differential item functioning [DIF],
and test characteristic curves); having done that, the researcher produces form-specific scores that can be treated as inter-
changeable by policy. However, examinees can also receive scores on both forms (RGV, FGV), which therefore measure
within-context and out-of-context abilities. In a simulation study testing varying designs relating to which group receives
which form, Sinharay and Johnson (2023) found that as long as some items were essentially common across forms, it may
be possible to treat scores from the two forms as comparable.

Other approaches besides creating entirely different forms may be possible for addressing the general issue of bias
on tests related to the cultural background of test takers. For example, De Boeck and Cho (2021, p. 712) presented an
alternative category of DIF based on the statistical concept of treating person and item effects as random rather than
fixed effects and using explanatory covariates “to explain the variation while allowing DIF to pervade subsets of items
and even the whole test, if helpful to understand the item responses.” De Boeck (2023) used the example of participants
varying in their familiarity with stimulus material, where that variation was related to performance (i.e., an explanatory
covariate). Such a covariate, such as cultural familiarity or opportunity to learn, if operationalized, could likewise serve
as an explanatory covariate that could help explain item responses and serve as the basis for test scoring that accounted
for cultural familiarity or opportunity to learn.
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P. Kyllonen et al. Charting the Future of Assessments

Figure 5 Percentage of Respondents Reporting Increased Likelihood of Various Sentiments Resulting from Skills Assessments Note.
Data from ETS Human Progress Study (ETS, 2023a). Question: “If you were able to take skills assessments and receive guidance as a
pathway for career growth, would you be more or less likely to do or feel any of the following? (Less likely/No change/More likely)”

Conclusions: Operations Breakthroughs

Testing operations, which include considerations of the purpose of the test and the administrative conditions and con-
straints, alongwith the itemdevelopment, test assembly, security, quality control, scoring, and test evaluation, are the heart
of the testing industry. There are many challenging issues in operations associated with making tests valid, reliable, fair,
and useful to the test taker and other stakeholders. It is likely that advances in technology, particularly LLMs and other
AI technology, will have a dramatic effect on testing operations, as technology has since the beginning of testing. We are
likely to see significant advances in efficiency and quality related to how tests are developed, assembled, and scored; made
secure; and made fair so that all test takers can see value in tests and can be confident that inferences drawn based on test
scores are appropriate and justified.

Feedback: Learning Science Driven Insights and Action Plans for Test Takers

“In the past, the benchmark for everyone was the same, we were all measured against the same criteria. In the future,
we will be able to develop a personalized assessment, based on individual abilities and aspirations, which would be a
great step forward.”

Joana Lenkova, Futurist and Strategist, Futures Forward

In this section, we review various efforts to examine how assessment can facilitate learning. These include efforts to com-
bine assessment and learning, formative assessment, the testing effect, tutoring, and intelligent tutoring systems. We also
review diagnostic assessments, process analyses, what we know about what works, and the effects of feedback and con-
clude with a review of principles of learning. All of these have implications for howwe can best provide useful information
to test takers to facilitate their achievement of their educational and career goals.

Setting the Stage

Test users are increasingly looking for additional information from examinations beyond whether they passed, were
accepted, or received an award. The ETS Human Progress Study (ETS, 2023a) found that, if given an assessment with
career guidance, respondents would more likely be motivated to acquire new skills, be prepared to face challenges, feel
recognized for their personal performance, feel confident in their abilities and in pursuing new job opportunities, and
other positive sentiments (Figure 5).

In many contexts, test scores are returned with norms, benchmarks, and descriptive information that help test takers
interpret their scores, but more could be done to provide useful feedback that might help test takers advance toward their
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education and career goals. The purpose of this section is to address this issue from the standpoint of what might be done
in the future to provide useful, actionable information to test takers based on principles of learning science and findings
from the formative testing, assessment-for-learning, testing effect, feedback, and tutoring literatures.

Diagnostic testing has long promised to provide deeper insights into test-taker knowledge and skills and to provide the
foundation for better, personalized feedback to test takers. Yet, despite significant advances in the psychometric modeling
underlying diagnostic testing (Rupp et al., 2010), the reality has not always lived up to the promise.

One method that might contribute to positive change in diagnosis and in our ability to provide useful information
back to the test taker is process analyses. Process analysis involves looking beyond item responses to interpreting addi-
tional information such as response times, specific test-taker actions, and in the case of collaborative problem-solving
or collaborative learning, the conversations occurring during problem-solving. Process analysis potentially provides raw
data for providing useful insights into what learners know and can do or do not know and cannot do. Process data, per-
haps coupled with diagnostic modeling, might provide a greater foundation for providing prescriptive interpretations of
test-taker knowledge and understanding of a topic.

Intelligent tutoring or adaptive training is one area where process analysis is being done (Greiff et al., 2017). The log
file containing learner actions (process data) is analyzed in real time to form a dynamic model of the learner’s knowledge,
which guides the selection of instruction and the process of estimating learner proficiency. Process and response data
contribute to the assessment of student knowledge, and feedback is provided throughout. Human tutors similarly test
students’ knowledge and understanding through questioning and adapt their instruction accordingly. Analyzing how
feedback is used in the tutoring context, human (Nickow et al., 2020; VanLehn, 2011) or computer (Duolingo Team, 2023;
Sottilare et al., 2018), might inform how feedback can be used in assessment generally.

Finally, principles of learning ought to serve as the foundation for efforts to provide useful feedback to test takers. Feed-
back is a form of instruction, and it is useful to review what we know about what works in learning, which is commonly
encapsulated in principles of learning.

Paradigms for Combining Assessment and Learning

The organization of this section is as follows. First, we review paradigms that combine assessment and learning. These
include formative assessment; its identical twin, assessment for learning; the testing effect from memory research in cog-
nitive psychology; and tutoring, human and machine. Next, we review studies of the effects of feedback in instruction.
Then we review diagnostic assessment and process analysis. We follow this information with a review of principles of
learning. We conclude with a discussion of how feedback given during testing can contribute to positive outcomes for
individuals, can address equity, and can benefit society more broadly.

Formative Assessment (Assessment for Learning)

There are many concepts and associated literatures relating to how assessment can improve learning. One of these is for-
mative assessments, which is a broad concept with many, diverse definitions (Bennett, 2011). Xuan et al. (2022, Appendix
A) identified 19 of them from various studies and organized them by what, why, when, who, and how questions. To infor-
mally characterize Xuan et al.’s (2022) list of definitions, formative assessment is an assessment (or a process or a tool) to
improve competence (or adapt instruction or identify where learners are andwhere they are going) during instruction (orwhile
teaching) involving teachers (or students or peers) using some approach (approaches are too variable to succinctly character-
ize). Shepard’s (2017) definition is the simplest (formative assessments are ones to improve teaching and learning during
the instructional process, [p. 279]), and Black and Wiliam’s (1998) definition is perhaps the most influential (formative
assessments are assessment activities that provide information to be used as feedback to adapt teaching and learning to
meet students’ needs [pp. 7–8]). Related to formative assessment are assessment for learning (AfL), assessment as learn-
ing, formative evaluations, and curriculum-based assessment. But in their meta-analyses, Xuan et al. (2022) and Klute
et al. (2017) treated these all as indistinguishable (Xuan et al. also included feedback in their meta-analysis of formative
assessment). There are no comparable lists of AfL definitions, so it is convenient to treat the two concepts as synonymous.

There have been several meta-analyses on the effects of formative assessment, which not surprisingly, given the vari-
ability in definitions, have yielded variable estimates of their effects. After Fuchs and Fuchs’ (1986) initial f indings of an
effect size of .7,10 Kingston and Nash (2011) found more moderate effect sizes of .32, .17, and .09 for English language
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arts, mathematics, and science, respectively, the difference being attributed to differences in study inclusion based on rig-
orousness. Klute et al. (2017) found effect sizes of .36 for math, .22 for reading, .21 for writing, and a difference based on
whether formative assessment was student directed (effect size of .45, in math) or other directed (.30, in math). Student
directed meant that students worked in groups onmaterial with a protocol but without a teacher; other directed meant that
a teacher supervised and adapted lessons. In reading, other-directed assessment led to greater gains than student-directed
assessment. A limitation of the studies comparing student- versus other-directed assessment was that the number of them
was small and the interventions were different, and so the observed differences might have been due to intervention fea-
tures other than the student-directed versus other-directed aspect. Xuan et al.’s (2022) meta-analysis added the findings
that teacher-student collaborative formative assessments were more effective than teacher-initiated ones, that differenti-
ated instruction (adapting instruction based on results from the assessment) was more effective than nondifferentiated
instruction, and that there wereAnglophone-Confucian-heritage cultural differences, with higher effect sizes for the latter.

Testing Effect

The testing effect is a term to describe the benefits to memory of being tested—specifically that being tested on a concept
can improve learning of that concept. Thetesting effect emerged from the human memory literature in cognitive psychol-
ogy (Karpicke & Blunt, 2011). The basic idea is that learning can be divided into initial instruction (exposure), followed
by studying (or practice), then final testing. The empirical finding is that if some interim testing is substituted for some of
the studying, then final testing will show greater memory for the material than without the substitution. This finding is
true even if the comparison condition, the studying phase, involves active learning such as memory elaboration, which is
known to produce greater memory gains than simple rehearsal. One way to think about why testing per se produces gains
relative to studying is that interim testing provides an opportunity for retrieval practice, particularly, but not only if the
interim (and final) testing is recall testing. Retrieval practice is valuable during later testing because later testing involves
retrieval. Hence another term for the testing effect phenomenon is practice tests or practice testing to convey the idea that
what a learner is doing when testing is practicing test taking (Adesope et al., 2017).

There have been several meta-analyses supporting findings on the testing effect since Bangert-Drowns et al.’s (1991)
initial study. Rowland (2014), focusing on laboratory studies, examined the evidence for a broad variety of theoretical
explanations of the testing effect. He found a .50 effect size for the testing effect when compared to restudying. He also
found that the testing effect was larger for recall but still present for recognition testing, that it operated over both short
and long intervals, and that it operated for both verbal and nonverbal materials. The testing effect is not confined to
laboratory studies. Phelps’s (2019) meta-analysis defined the testing effect much more broadly to include a large set of
studies conducted over the past century on the effect of testing generally, finding effect sizes ranging from .55 to .88.
Adesope et al. (2017) limited the scope, compared to Phelps, including only quantitative, low-stakes studies, examining
272 effects from 118 experiments, and finding an average effect size of .61 (.51 when compared to a control condition of
studying per se; .93 when the control condition was unrelated to the test). They also found that multiple-choice testing as a
treatment (.70) gave a bigger boost than short-answer testing (.48) with both together even higher (.80), single rather than
more than one practice test was best, and the effect occurred similarly in lab and classroom settings and across primary,
secondary, and postsecondary settings.

Besides the testing effect, Roediger et al. (2011) identified empirically based benefits of testing and their applications
to education. Direct benefits are that retrieval practice increases retention of the material (the testing effect) and related
material and that it facilitates transfer to new situations. Open-ended assessments also help students organize information.
There are also indirect benefits: Frequent testing motivates students to study more, discover gaps in one’s knowledge (due
to explicit or implicit feedback, specifically, knowledge of results from testing), and focus efforts onmore difficult material.
Roediger et al. argued for more self-testing and for frequent quizzing.

Tutoring

Human tutoring, either one-on-one or small group (five students or fewer), is considered to be among the most effective
forms of instruction. Bloom (1984) originally presented evidence (from three studies) that tutoring from a good tutor
provided a 2 standard deviation improvement (i.e., effect size of 2.0) over conventional instruction (and about half that
over mastery learning with formative assessment). He argued that one-on-one tutoring is too costly but that a societal
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goal should be to determine how to accomplish the benefits of tutoring but with more practical and realistic methods,
which he referred to as the “2 sigma” problem.

Dietrichson et al.’s (2017) meta-analysis with 36 studies similarly concluded that tutoring (along with feedback and
progress monitoring and cooperative learning, although these had slightly lower effect sizes) was the most powerful aca-
demic intervention identified for its effects on standardized achievement test scores (of 14 intervention types) for the
low socioeconomic population they studied, although with a more modest but still substantial effect size estimate of .36
(.32 for feedback and .22 for cooperative learning). This effect size compared to average intervention effect sizes of .09
for reading and .08 for mathematics. Dietrichson et al. screened for study rigorousness (e.g., treatment-control designs,
most of which, 76%, were randomized control trials) and use of standardized achievement tests as outcomes (to avoid
intervention content contamination bias), perhaps explaining some of the differences between their and Bloom’s (1984)
estimates of the size of the tutoring effect.11

Whereas Dietrichson et al. (2017) focused on interventions, Nicknow et al. (2020) focused directly on tutoring per se,
examining 96 studies to determine impacts and the effects of program characteristics and context. They found an effect size
estimate of .37, concluding that “tutoring programs rank among the most flexible and potentially transformative learning
program types available at the PreK-12 levels.” They found the effects to be larger when tutoring was done by teachers and
paraprofessionals than by parents, larger in earlier grades, and larger when conducted in school rather than after school.
They suggested that after-school parent tutoring is harder to control for implementation.

Why is tutoring—the most powerful educational intervention yet identified—so effective? Nicknow et al. (2020) pro-
posed several possibilities. Because tutoring is typically used to supplement classroom instruction, tutoring might simply
provide more study time. Another possibility is that tutoring customizes learning to the right level for the student, which is
also accomplished with tracking and class size reduction to lesser degrees. Another is that tutoring promotes engagement and
enables rapid feedback, stimulating more student effort. Still another is the human connection, the mentorship relationship.

VanLehn (2011) similarly proposed a potential mechanism by which tutoringmight affect learning outcomes by focus-
ing on what humans can do better than computer tutors. Among the plausible hypotheses that he failed to find good
research support for were these:

• Human tutors develop a detailed diagnostic model of the student’s knowledge and misunderstandings. However,
there seems to be little support in the empirical literature that human tutors actually do this.

• Tutors select just the right task for students given what students need. Although this is likely true, computer tutors
can do the same, and so this would not be a human advantage.

• Human tutors are thought to have the ability to use sophisticated tutoring strategies, but studies show that humans
tend not to use sophisticated tutoring strategies.

• Humans have deep knowledge of the subject matter and can bring in related ideas. Studies, however, show this tends
not to happen, or if related knowledge is brought in, it does not affect outcomes.

• Like Nicknow et al. (2020), VanLehn proposed increased motivation due to “the warm body effect,” or the tutor’s
ability to give praise. But VanLehn found little support for either hypothesis.

VanLehn (2011) did find support for several hypotheses:

• Human tutors provide feedback and hints immediately when needed.
• Human tutors scaffold students’ reasoning (provide “guided prompting”).
• Tutors encourage interactive and constructive (vs. active and passive) behavior, whichmakes for increased learning.

VanLehn (2011) also suggested that these latter three hypotheses, which were supported in the empirical literature, are
consistent with Chi and Wylie’s (2014) interactive, constructive, active, and passive (ICAP) framework. This framework
suggests that engagement behaviors can be categorized into the four ICAP modes (interactive, constructive, active, pas-
sive) and that learning increases as students become more engaged with the learning materials in a passive to active to
constructive to interactive continuum. Interactive learning is the pinnacle of engagement and thus learning.

Intelligent Tutoring (Adaptive Instructional) Systems

Intelligent tutoring systems (ITSs), or adaptive instructional systems (AIS), are methods for using computers as
tutors, an effort to solve Bloom’s (1984) 2-sigma problem. There is a large literature on ITSs and an 11-volume series
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(Sinatra et al., 2023), including strengths-weaknesses-opportunities-threats analyses on all aspects of ITSs (Goldberg &
Sinatra, 2023) The traditional architecture of an ITS consists of a learner model, a domain or curriculum model, and
a pedagogical model. The learner model represents the learner’s current relevant knowledge and skills levels as well as
current state. The domain model represents the curriculum or instruction to be taught and includes rules for selecting
domain content (adaptive sequencing). Thepedagogical model identifies when feedback is needed based on the learner’s
performance (adaptive feedback), which is integral to ITS architectures. An alternative and perhaps more streamlined
definition is that an ITS is a system that provides personalized prompts, hints, and support feedback during rather than
only after problem-solving (VanLehn, 2011).

Numerousmeta-analyses have been conductedwith ITSs. Kulik and Fletcher (2016) estimated an effect size of .66, com-
pared to conventional instruction, but their analysis included nonexperimental and lab studies, which tend to show larger
effects than field studies.Ma et al. (2014) andNesbit et al. (2014) also found evidence for ITS efficacy but withmoremodest
effect sizes (.43). Steenbergen-Hu and Cooper (2013) found negligible effects on mathematics learning, perhaps because
they included less effective instructional systems that did not meet an ITS definition. The mixed results suggest that it is
important to consider the core components of ITSs, determine which are critical, and consider implementation issues.

There seems to be some evidence that adaptivity is an important component. Adaptive instructional systems make
use of learner models to implement personalization (e.g., adaptive feedback, adaptive sequencing of tasks or activities).
These learner models can include information about the learner’s cognitive, metacognitive, affective, personality, social
and perceptual attributes (Abyaa et al., 2019; Shute & Zapata-Rivera, 2012). Learner models can also be made available to
learners, teachers, and other audiences to support metacognitive processes, collaboration, navigation, trust, and accuracy
of the model (Bull & Kay, 2016). The type of information and mechanisms used to share learner model information
depends on the needs, knowledge, and attitudes of each audience (Zapata-Rivera & Forsyth, 2022; Zapata-Rivera,
Graesser et al., 2020).

Grain size is defined as “the amount of reasoning required of participants between opportunities to interact”
(VanLehn, 2011, p. 202). VanLehn (2011) proposed a continuum of granularity, from coarse, answer-based tutoring, in
which feedback comes only after an answer is provided (as in adaptive testing), through step-based tutoring, in which
feedback comes after a problem-solving step (such as asking for a hint), through substep-based tutoring, in which feed-
back and scaffolding is provided at a finer level than the steps taken during problem-solving, to human tutoring, where
the tutor can interrupt at any time. VanLehn proposed an interaction granularity hypothesis, that tutoring is ef fective
to the degree to which it provides feedback within or after a problem-solving step versus after an answer is entered.
VanLehn found evidence that step-based tutoring was as effective as substep tutoring and, therefore, was an optimal
grain size.

Feedback is also critical. According to Shute (2008), adaptive feedback can vary by the amount of information provided
(e.g., verification feedback, hints, elaborated feedback), the timing of the feedback (e.g., immediate, delayed), and the
goal of the feedback (e.g., informing immediate next steps, providing guidance on progress made toward achieving an
instructional goal). Adaptive features (e.g., personalized feedback) can be provided at the macro level, where the best task
to achieve an instructional goal is selected, and the micro level, where dif ferent aspects of the current task, including the
level of feedback, are adjusted (VanLehn et al., 2007).

Diagnostic Assessment and Process Analysis

Cognitive diagnostic modeling (CDM) is a set of methods for modeling responses to test items or tasks when those
items are coded by features indicating the cognitive processing requirements associated with item solving. Themotivation
for modeling response data using CDMs is to reveal learners’ underlying information processing, thereby gaining an
understanding of the learner based on the pattern of items answered correctly and incorrectly, and using the cognitive
requirements of the items to infer what they know and do not know and where there might be misconceptions based
on that pattern. The promise of cognitive diagnostic modeling has been to reveal characteristics of learners’ problem-
solving for diagnostic purposes, so that instruction and feedback can be personalized to the learner. Themotivation and
approach behindCDM is similar to themotivation and approach behind studentmodeling in the ITS literature, which also
is concerned with personalization, but until recently their histories were independent: CDM is a branch of psychometrics
(von Davier, 2010) and ITS student modeling grew entirely out of the learning literature in cognitive psychology (Corbett
& Anderson, 1994) adopting a method called knowledge tracing for student modeling (Liu, Kell, et al., 2023).
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There is a long history and large literature on cognitive diagnostic modeling and assessment (Rupp et al., 2010). Recent
efforts have incorporated process data, such as response times (Zhan et al., 2018), as a way to gain greater insight into indi-
viduals’ learning processes. There also have been attempts to link the CDM and ITS student modeling literatures (Wang
et al., 2018). One approach is to use CDMs for Bayesian knowledge tracing (BKT), a student modeling method used in
the ITS literature based on hidden Markov models (HMM; Wang et al., 2018, 2020). Wang et al. (2018) combined a BKT
HMM with a CDM framework, enabling the tracking of the growth of multiple skills and accommodating covariates to
model the HMM skill transitions. There is a rapidly growing area of research, and there are likely to be continued devel-
opments promising increasingly accurate, interpretable, and actionable cognitive diagnoses to enhance personalization
(Wang et al., 2020).

Feedback

The discussion thus far implicates feedback as a critical core component of many education interventions—formative
assessment, the testing effect, and human and machine tutoring. There is also an independent literature on the effects of
feedback per se on educational outcomes. In an early study demonstrating the potential of computer-based instruction,
Azevedo and Bernard (1995) found that feedback in computer-based instruction produced an effect size of .80 on imme-
diate achievement posttests and .35 on delayed posttests. Hattie and Timperley (2007) estimated an effect size of .79, and
more recently, Wisniewski et al. (2020), using stricter exclusion rules, estimated an effect size of .48, but with significant
heterogeneity. Feedback effects were larger for cognitive and motor skills compared to motivational and behavioral skills.
Feedback also was more effective the more information it contained—it was most beneficial when it helped students
understand what mistakes they made, why they made them, and how to avoid them in the future. Timing of the feedback
was also found to be important (Hattie & Timperley, 2007). Immediate feedback is often more effective, but delayed feed-
back may be more effective when learners are engaged in complex tasks (e.g., Attali & van der Kleij, 2017; Fyfe et al., 2021;
Hattie, 2009).

Effective feedback should consider instructional context, nature of the task, and characteristics of the learner
(Shute, 2008). What is most effective can depend on the situation. Panadero and Lipnevich (2022) provided an integrative
typology of feedback likely to be effective in different situations. The typology categorizes feedback by content (e.g.,
verification, elaborative), function (e.g., support learning, instill motivation, foster mastery-orientation), presentation
(e.g., immediacy, frequency, adaptivity to the learner’s progress, number of modalities used to convey the feedback), and
source (e.g., teacher, peer, self, computer).

Informative feedback affects both achievement and motivational variables such as engagement, effort, persistence, and
satisfaction (Narciss, 2004). Shute (2008) argued that effective instructional feedback should have several characteristics.
It should appear unbiased (Kluger & DeNisi, 1996; Panadero, 2023) and focused on the task and not the learner (Fyfe
et al., 2023). It should be elaborated to engage the learner and lead to long-term learning in the presence ofmisconceptions
(Attali & van der Kleij, 2017) yet presented in a manageable, specific, and clear format (Moreno, 2004). It should be
administered only after the learner has attempted a learning task (Hattie & Gan, 2011). It should be provided to promote
continuous learningwhile reducing some degree ofmismatch between the learner’s current performance and the intended
learning outcomes (Leenknecht et al., 2019).

Implications for the Design of Innovative Assessments

Effective feedback is a tool to direct learners on how to improve their learning and use resources that can help them make
improvements (Hattie & Timperley, 2007). Understanding characteristics of effective feedback can inform the design of
digital learning and assessment systems that offer the benef its of human-to-human feedback but at a much greater scale.
Such knowledge can be used to structure feedback featureswithin innovative assessment systems, ensuring that all learners
receive a diverse range of feedback types that align with specific learning goals.

Future digital assessment design should consider methods for providing personalized feedback that caters to each
learner’s strengths and weaknesses (Panadero & Lipnevich, 2022) to lead to more effective learning experiences. To ensure
all students can access and have opportunities to engage in more equitable learning experiences, digital assessments must
provide feedback that is clear, accessible, and accommodating of diverse student needs. Well-designed personalized feed-
back can also be highly motivational, providing students not just information to improve learning, but also propagating
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greater interest and value associated with a learning task (Narciss et al., 2014). Depending on the design of assessment,
feedback can also engage learners through dialogical interactions with teachers, peers, or simulated agents, making the
learning experience more interactive, collaborative, and engaging.

Understanding and including feedback for learners in digital assessments should lead to innovations and improvements
in the future of assessments in several ways. Feedback-seeking behaviors within digital learning platforms can themselves
serve as indicators of behaviors associated with learning self-regulated learning. For example, analysis of clickstream data
related to these behaviors provides insights into how students are managing their learning processes, seeking guidance,
and adapting their strategies based on feedback provided to them within a digital learning and assessment platform (e.g.,
Aguilar et al., 2021; Bernacki, 2018; Ober et al., 2023; Tenison & Sparks, 2023). Thisunderstanding can inform the design
of assessments that promote self-regulated learning and guide students toward more effective study habits. Support for
learners could be customized based on individual students’ receptiveness to feedback, their feedback-driven behaviors,
and their specific areas for improvement. Leveragingmultimodal data sources can provide amore holistic view of students’
learning behaviors, leading to more effective and personalized interventions (Lehman et al., 2018; Sparks et al., 2024);
Zapata-Rivera, Lehman, & Sparks, 2020). These advancements have the potential to enhance the overall learning experi-
ence and contribute to better educational outcomes in digital learning environments.

Principles of Learning

The foundation for providing feedback to test takers should rest on a foundation of learning principles. The preceding
section provides such principles as they have emerged to support the generation and delivery of feedback. But it is also use-
ful to consider broader principles of learning that have emerged over the past century. This literature is vast, but there have
been several useful syntheses thatmay be especially appropriate for the context of the future of assessment. Thorndike pro-
posed three laws of learning—the laws of effect (reinforcement), exercise (practice), and readiness—that have remained
viable. The American Psychological Association’s (2018) top 20 principles from psychology for PreK–12 teaching and
learning includes principles related to thinking and learning, motivation, social and emotional context, classroom man-
agement, and assessing student progress. Eberly Center (2024) at Carnegie Mellon University proposed a set of seven
principles underlying effective learning: Prior knowledge can help or hinder learning, knowledge organization influences
learning, motivation governs learning behaviors, combining and practicing skill components and goal-directed practice
with feedback is important, social and emotional as well as intellectual aspects are important, and self-monitoring and
adjustment is important to becoming a self-directed learner. Schwartz et al. (2016) provided an evidence-based summary
of 26 learning principles, designed to be used by educators.

Bjork and Bjork (2011) put the spotlight on a general set of principles falling under the heading of desirable difficul-
ties—conditions of learning that create difficulty but lead to more durable and flexible learning. These include varying
the conditions of practice, spacing study and practice sessions rather than cramming them together (before the test),
interleaving (versus blocking) instruction on tasks that are to be learned as part of a larger whole, and the generation
and closely related testing effects (reviewed in a previous section). For each of these, the easy condition might lead to
short-term gains, but the dif f icult condition leads to longer term gains and the ability to use the acquired knowledge more
flexibly, hence, desirable difficulty.

The National Research Council (2000) and National Academies of Science, Engineering and Medicine (2018) have
produced a comprehensive two volume series (How People Learn, How People Learn II) summarizing learning principles
applicable across the lifespan and school and work settings from diverse disciplines. A number of conclusions are drawn
from topics covering culture, types of learning, knowledge and reasoning, motivation, school learning, technology, and
learning across the lifespan. Recommendations are provided for future research on the importance of learning contexts
and technology in learning. Principles of learning captured in these two volumes and elsewhere can be used to guide the
development of feedback that can be administered in the context of assessment.

Conclusions: Feedback

The problem addressed in this section is that testing often asks a lot from test takers, in time, effort, and expense, and
often does not reciprocate in providing much direct educational value in return. A question is what kind of value can a
test provide to the test taker? In this section we reviewed several ways in which assessment and testing is used to provide
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useful information or aid in skill acquisition to test takers or assessment targets. We also provided evidence-based
estimates of the value of the information, or the aid testing can provide. We focused on information that goes beyond
the test score and the norms and benchmarks that are often provided, although normative and interpretive information
provides significant value.

Formative assessment, which involves using testing as an integral part of the instructional process, although imple-
mented in wildly varying ways, was shown to provide a significant, positive effect on learning.

The testing effect, or testing practice, which simply substitutes some of the learner’s studying time with time spent
testing, was similarly shown to have strong positive effects on learning outcomes.

Human tutoring was found to be among the most powerful educational interventions; computer-based intelligent
tutoring, or adaptive instruction, similarly was identified as a powerful intervention. The reason tutoring, human or
machine, is so powerful is not completely understood, but there is some evidence that providing feedback, guided prompt-
ing, and encouraging interaction and constructive behavior are important components. Tutoring also performs cognitive
diagnosis of the learner and testing can similarly do so. Increasingly sophisticated cognitive diagnosis modeling that takes
advantage of AI advances and incorporates more process behavior from the test taker into the learner model promises to
provide useful assistance to learners in personalizing instruction.

Feedback, too, was found to be a powerful means to improve learning through personalization. Much is known about
what kinds of feedback are most effective, and the use of generative AI to provide useful feedback to learners and students
is a promising new direction.

Finally, we know much more about the learning process itself and what works to produce enhanced outcomes than
we did even a couple of decades ago. Adhering to evidence-based learning principles in the formulation of feedback,
instruction, and guidance to learners will enhance the value of assessments signif icantly.

Thus, assessment can be a two-way street in which learners provide information to teachers or policymakers on their
skill levels and also receive something valuable in return—guidance on where to go next in the learning journey to close
gaps between the learning objective and the current skill level; to increase skill; and to develop a sense of autonomy,
competence, and belonging. The provision of feedback, appropriately designed and personalized, can serve the goals of
equity in education and promote learning and performance for all learners.

Summary and Conclusions

Thepurpose of this paper was to review the current state-of-the-field of assessment and to speculate on what the future of
assessment might be. We considered favorable assessment research directions based on our review. The future of assess-
ment is largely about the future of education and work, and the skills we as society will seek in the future, and thus we f irst
considered what skills might be the most viable for the future. Our analysis of future skills was based on trends analyses,
employer surveys, analyses of technology impacts, expert opinions, and the ETS (2023a) survey of 17,000 adults in 17mid-
dle and high-income countries.We next considered promising, innovative approaches formeasuring those skills, focusing
particularly on methods for measuring hard-to-measure skills. Next, we considered testing operations, from administra-
tion considerations through item development, including personalization, security, scoring, and evaluation, highlighting
the role AI and technology will play in enhancing those operations. Finally, we considered the topic of feedback to the
test taker from the standpoint of learning science and based on demands from test takers and other stakeholders.

T here are several broad conclusions we draw based on our review of f indings. First, advances in technology, particularly
AI, will have profound effects, which we are only beginning to grasp, on all aspects of assessment, from what skills will be
measured to how we will go about measuring them, how we will report results back to test takers and stake holders, and
what we might expect recipients to do with those results.

Second, a core set of soft skills, durable skills, and complex skills is likely to become increasingly important in the
future. The history of assessment, particularly the assessment of educational achievement and workplace skills, has largely
focused on curricular and technical skills. Assessment of these skills will continue to be important, particularly the assess-
ment of change and growth in these skills, but there is a newfound recognition that soft skills are as important if not more
important for success in school, the workplace, and life. Social skills—teamwork, collaboration, communications—are
likely to gain prominence based on occupational trends. Adaptability is likely to be increasingly important as AI
and technology-driven changes will affect what workers will be asked to do throughout their careers, putting a pre-
mium on lifelong continuous learning, for fulfillment and well-being as well as for financial stability. Creativity and
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critical thinking will become increasingly important because these are skills for which humans hold an advantage over
computers, which is likely to remain the case for some time, and these are skills that are likely to be augmented rather than
replaced by AI.

Along with this increasing role placed on skills emerging over the lifespan will be a system in place to assess and
recognize skill development. A strong majority of respondents around the world expressed the belief that nondegree cre-
dentials will become a valuable way to showcase skills and that in the future such proof of specific skills will become more
important than a university degree. Such credentials may come from a university but will be treated as equally valuable
if they come from a company or standardized testing or learning assessment organization. Relying on assessments to
gain microcredentials and other certifications of skill acquisition will elevate the importance of security issues for those
certifications.

A fourth conclusion is that we do not have good assessments for many of the skills that are likely to be increasingly
important in the future. There is some skepticism about the quality of the measures that are available for many of these
skills, which often rely on impressions, self-reports, and other subjectivemethods. This presents a tremendous opportunity
for the field of assessment to develop rigorous, psychometrically sound assessments of skills that currently are considered
hard to measure.

Finally, attitudes toward assessments are quite positive. Assessments motivate test users to acquire new skills and allow
them to feel confident and prepared in pursuing opportunities and advancing careers, which will become increasingly
important with AI driven changes in the workplace. Assessments are seen by many as boosting self-esteem and career
satisfaction and bridging the skills gap to provide equal opportunities for advancements across different backgrounds. This
important role for assessments is contingent on the kind of feedback and insights test takers can gain about themselves by
taking the assessment. Providing personalized, useful, actionable feedback to test takers is an important and achievable
goal for future assessment.

Limitations

There are limitations to our efforts to project the future of assessment, like the limitations of predicting the future generally.
People are not very accurate in predicting the future (Grossmann et al., 2023; Rees, 2021). However, as an organization
partly responsible for designing some part of that future, ETS may have advantages over those who are merely fore-
casting it. Grossmann et al. (2023) suggested that better forecasters have “scientific expertise in a prediction domain,
were interdisciplinary, used simpler models, and based predictions on prior data.” The report writing team along with
the reviewers have assessment expertise from various perspectives, and we leaned on expertise from the interviewees
participating in the ETS Human Progress Study (ETS, 2023a). Through the participating external experts from the ETS
Human Progress Study and on the report writing team, we approached the task from an interdisciplinary perspective,
and in reviewing the broad literature, we relied on prior data. Rees (2021) suggested a crowd sourcing strategy to over-
come individual biases, and we could argue that the ETS Human Progress Study, providing data from more than 17,000
respondents in 17 countries representing a variety of backgrounds provides that. Nevertheless, we did not employ a
systematic forecasting methodology and our predictions about the future of assessment must therefore be interpreted
with caution.

Another limitation is that we did not give all areas of assessment equal attention, opting instead to focus on areas we
believed would experience the greatest changes due to technology, AI, learning science developments, and gaps between
possibilities and current status, such as the opportunities to make assessment more useful to test takers. Our focus in the
Skills for the Future section was on the skills that are likely to grow in importance due to technology-driven changes. The
skills and knowledge that facilitate mastery and application of foundational literacies (language, mathematics, and other
school subjects) that were addressed in National Research Council (2012) will remain important. T he topics we covered
on new measurement methods, operations, and feedback apply to foundational literacies and other school subjects as
well as to the new, durable skills that were the focus of the second section. We did not focus on two important areas of
K–12 assessment: classroom assessments and accountability. One can imagine a companion report that would explore
more deeply the relationships between the skills we focused on for this report and the more traditional academic skills
and content in reading, mathematics, and science with an emphasis on classroom assessments and accountability, perhaps
extended internationally.

ETS Research Report No. RR-24-13. © 2024 Educational Testing Service 43

 23308516, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/ets2.12388, W

iley O
nline L

ibrary on [30/01/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



P. Kyllonen et al. Charting the Future of Assessments

Future Directions

There are several key research issues and directions we wish to suggest, which align with the main sections of this paper.
First, the changing nature of skills needs monitoring—the skills demanded in the workforce affect educational standards
and the curriculum down the line, and it is therefore useful to anticipate those changes. Second, richer assessment meth-
ods involving the characterization of learning within assessment and exploring new, innovative approaches, including
collaborative andmultimodal approaches, will almost certainly gain increased research attention, and theOECD’s (2022a)
suggestions of considerations regarding innovative assessments of complex skills seem useful to pursue. Third, the various
aspects of testing operations—item development, personalization, scoring, security, and reporting—are already being
affected by rapid developments in technology and AI, and the pace of change in those operations is not likely to slow.
Finally, almost every paper of the dozens on the future of assessment issued over the past decade has issued a plea or
predicted some kind of advancement in providing useful, actionable feedback to test takers to provide them with insights
on where they are and how they can improve, and we endorse that plea.

The ETS Research Institute is responding to this direction through four strands of research. These focus on personal-
izing assessment, designing principles for the creation of innovative, interactive digital assessments, developing standards
for responsible and ethical AI applications including automated content generation and scoring, and impacting policy
and practice through conceptualizing next-generation educational systems that close disparities. Through the research
outlined here and through ETS Research Institute’s research strands, we may be positioned to repurpose assessment to
better serve human learning without relinquishing its traditional role in measuring achievement and developed ability.
This will move us closer to a vision of assessment that was outlined in a collection of papers issued a decade ago by the
Gordon Commission on the Future of Assessment in Education (2013).

Finally, to facilitate advances in education and skills assessment that will enable achievement of this vision, we call
for a significant research investment. The global education expenditure is over $5 trillion per year, approximately 6% of
global gross domestic product (World Economic Forum, 2022). Yet only a small part of that investment is concerned
with assessment, which is needed to serve human learning and to monitor educational progress. The World Economic
Forum’s (2021) Global Taxonomy of Skills at Work provides a vision of a skills-based labor market; the companion
World Economic Forum’s (2023) Education 4.0 framework identifies the content skills of global citizenship, innovation
and creativity, technology skills, and interpersonal skills as critical for preparing the next generation for the future of
work and societies. T he latter three skills are well-aligned with those skills we identif ied in the Skills of the Future section
of this report, based on our analyses of current and future workforce demands. Education 4.0 also identifies critical
developments in learning experiences—personalized and self-paced, accessible and inclusive, problem-based and collab-
orative, and lifelong and student-driven—which also are well-aligned with the themes we have identified throughout this
report. Advances in assessment, which are achievable through focus and investment, will play a central role in moving
us closer to achieving the visions articulated in the reports by the Gordon Commission (2013) and the World Economic
Forum (2021, 2023).
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Notes
1 T he ETS Human Progress Study (ETS, 2023a) is a set of in-depth interviews with nine world thought leaders on the future, along

with a survey conducted in partnership with the Harris Poll. The survey was conducted September 18–27, 2023, with 17,143
respondents, age 18+, from 17 high- and middle-income countries (minimum 1,000 per country) regarding their views on a
variety of topics related to the future of assessment and other societal issues and social outcomes. We quote from thought leaders
and present survey results from the study throughout this paper. The data were weighted to ensure representation of the overall
population. However, the data might not generalize to the entire country populations and results should be viewed as the opinion
of a diverse sample rather than the opinions of populations. Countries were referred to as high-income or middle-income as
defined by World Bank definitions.
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2 Validity has related but different interpretations in other contexts within and outside testing and psychology generally. From
some perspectives validity is a property of the measurement instrument, not the interpretation (see Hood, 1998). See
Lissitz (2009) for varying perspectives within educational and psychological measurement.

3 High and low stakes can also be understood as a continuum: a high-stakes test that receives little weight in a decision is not the
same as a high-stakes test serving as a sole determinant; and more generally, “important” and “direct” consequences (from the
definition) can vary continuously from high to minor and direct to indirect, respectively. Tannenbaum and Kane (2019) provided
additional considerations.

4 Testing fairness issues are also considered in International Test Commission (2001, 2013, 2017), International Test Commission
and Association of Test Publishers (2022), and Society for Industrial and Organizational Psychology (2018).

5 Testless assessments (i.e., assessments measuring naturally occurring behaviors) has become a highly charged topic. The 2024
European Union AI Act (https://data.consilium.europa.eu/doc/document/ST-5662-2024-INIT/en/pdf) prohibits the “use of AI
systems to infer emotions of a natural person in the areas of workplace and education institutions” (p. 108), with safety and
medical exceptions, and cautions that “AI systems providing social scoring of natural persons by public or private actors may lead
to discriminatory outcomes and the exclusion of certain groups” (p. 26).

6 Although it is beyond the scope of this article, there are important additional considerations in determining future skills
priorities, such as the geography of skills (Moro et al., 2021).

7 See Endnote 6 for more information.
8 Here, we use the term bias in its original meaning rather than as a technical term in statistics.
9 In the automated essay scoring literature, accuracy, or exact match, is commonly measured as exact agreement between two

raters or a machine and human score. Accuracy can also be normalized to a baseline of random chance as in the kappa, (linear)
weighted kappa (Cohen, 1968), and quadratic weighted kappa (which penalizes discrepancies beyond a linear penalty) measures.
A common approach is to consider degradation from human-human score agreement. Using these measures, Williamson
et al. (2012) reported that for many types of essays there was minimal degradation from human agreement, and in fact, “it is
relatively common to observe automated–human agreements that are higher than the human–human agreements” (p. 8). More
recent studies using transformer-based approaches (Ormerod et al., 2021) reported above human-level performance.

10 In this article we refer to effect sizes, which are indications of the strength of the manipulation on (or relationship with)
outcomes. Classic rules of thumb proposed by Cohen (1992) are that small, medium, and large effect sizes correspond to effect
size values greater than .20, .50, and .80, respectively.

11 VanLehn (2011) argued that Bloom’s (1984) exit conditions (mastery levels needed to move to the next lesson) varied, and so
Bloom actually presented evidence for the effects of mastery.
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