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Abstract 
Automated writing evaluation feedback (AWE) has become popular in writing classrooms. However, few studies 
have conducted a comprehensive review of the employment of AWE in learning areas. This study aimed to 
provide a systematic review of the current research on AWE feedback, including its validity, effects, and students' 
engagement with AWE feedback. A total of 68 articles were collected from SSCI and A & HCL-indexed journals, 
which were published from 2008 to 2023. Concerning the validity of automated feedback, some research reported 
that the accuracy rate of AWE error flagging was inconclusive and students showed more preference for instructor 
feedback than AWE feedback. Regarding the effects of AWE feedback, most studies supported the positive 
evidence of AWE feedback on students' writing outcomes. Additionally, some research found less positive and 
mixed results, highlighting AWE feedback's shortcomings. Most students held positive feelings toward AWE 
feedback and perceived it as practical under the intervention of students' engagement. This review has made some 
implications and suggestions for the stakeholders in this field. 
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Introduction 
Formative assessment focuses on assessing the quality of students' responses, and feedback is 
treated as a critical factor in formative writing assessment as it narrows the gap between what 
they write and what is anticipated of them to write, along with suggestions and information for 
enhancing learners' writing (Biber et al., 2011). Feedback refers to an agent's information 
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on evaluating students' performance (Hattie & Timperley, 2007). The agent is often served by 
the person such as teachers and peers to deliver the feedback. Given the importance of instant 
feedback in writing pedagogy and teachers' heavy workload of evaluating students' writing, 
researchers have attempted to design technologies to achieve immediate feedback. With the 
advent of artificial intelligence, automated writing evaluation (AWE) comes to birth and is 
widely used in formative assessment in pedagogical activities (Stevenson & Phakiti, 2014; 
Weigle, 2013) with sophisticated language processing algorithms. 

AWE can give students holistic scores and offer instant feedback based on input essays. 
The widely used AWE programs, such as Criterion, Grammarly and Writing Pal, have 
expanded their features, providing model essays and analytical scores. Meanwhile, online 
automated writing assistants have become the research focus. Empirical research has been done 
to explore AWE feedback from several aspects, including the accuracy, effectiveness, and 
learners' engagement with AWE feedback. The accuracy of AWE feedback was usually 
investigated from two aspects: the accuracy of AWE error flagging capability measured by 
precision and recall and comparison of human feedback and AWE feedback with regard to 
forms, functions, and types (e.g., Bai & Hu, 2017; Ranalli & Yamashita, 2022). Generally 
speaking, research exploring the effectiveness of AWE feedback on students' writing outcomes 
has gained tremendous momentum. Some studies, for example, found positive evidence for 
automated feedback on improving students' writing accuracy and scores (e.g., Barrot, 2023; 
Cheng, 2017; Z. Li et al., 2014). On the contrary, some studies revealed no significant 
difference in improving students' final essays between the teacher feedback group and the 
automated feedback group (Wilson & Czik, 2016; Wilson & Roscoe, 2020). Additionally, 
some studies have begun to dig into the way students engaged with AWE feedback from 
behavioral, cognitive, and emotional conceptualization when it comes to the revision process 
(e.g., Zhang, 2017; Zhang & Hyland, 2018). Despite some researchers having conducted 
reviews on AWE (e.g., Nunes et al., 2022), to the best of my knowledge, it seems that no 
systematic review has presented a comprehensive description of AWE-relevant studies from 
all these areas. Therefore, this study tried to conduct a systematic literature review of AWE 
studies, explore the limitations, and provide suggestions for further research. 
 
Previous Reviews of Automated Writing Evaluation Feedback  
Among the few synthesis reviews of AWE research, their review focus was mainly concerned 
with the efficacy of AWE feedback on learners' writing outcomes (Fu et al., 2024; Graham et 
al., 2015; Nunes et al., 2022; Stevenson & Phakiti, 2014), the validity of AWE feedback (Ding 
et al., 2024; Shi & Aryadoust, 2024; Strobl et al., 2019) and learners' acceptance toward AWE 
(Zhai &Ma, 2023). Specifically, the study conducted by Stevenson and Phakiti (2014) delved 
into the efficacy of the online automated feedback by reviewing book chapters and unpublished 
articles, which indicated the effects of AWE were quite different due to different factors such 
as the number of participants, different methods and designs. Moreover, little evidence was 
found to prove the positive effects of AWE feedback. Graham et al. (2015) embarked on an 
evaluation of learners' essays from grades one to eight from the angle of formative assessment. 
They surprisingly discovered that the impact of instant automated feedback on students' essays 
was relatively small compared to teacher and peer feedback. Two recent review studies have 
been made by Fu et al. (2024) and Nunes et al. (2022). Nunes et al. (2022) got down to review 
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eight articles and utilized a quantitative method to assess the impact of AWE on K12 students, 
which proved that AWE feedback was effective in improving learners' writing outcomes. This 
finding was similar to the conclusions made by Nunes et al. (2022).  Unlike the previous 
research, Zhai and Ma (2023) confirmed the strong evidence for the positive overall effects of 
the AWE system. Furthermore, learners' acceptance might affect the efficacy of automated 
feedback on learners' composition. Apart from the focus on the effectiveness of AWE program, 
Strobl et al. (2019) examined the validity of 44 automatic assistant writing tools applied to 
writing instruction. Their research showed that students got benefits from AWE flagging errors 
at the level of spelling, mechanics and grammar while the AWE feedback related to structure, 
context and rhetorical issues was hardly provided. Identically, Ding et al. (2024) scrutinized 
the characteristics and validity of Criterion, Pigai and Grammerly, finding that these prominent 
AWE tools demonstrated their positive impact on improving student's writing capability. Shi 
and Aryadoust (2024) found, however, less favorable results in investigating the validity of 
AWE.  

From the above synthesis reviews, it was evident that these few reviews heavily centered 
on the effects of automated feedback on learners' composition. The synthesis review of 
students' engagement with AWE feedback was somewhat ignored. Dealing with AWE 
feedback was regarded as the process by which students interacted from behavioral, cognitive 
and emotional aspects (Zhang & Hyland, 2018). In the meantime, the feedback was deemed 
effective in improving writing only under the intervention of students' engagement (Fatawi et 
al., 2020). In addition, students' interaction with AWE feedback was rather complicated and 
rarely explored (Ranalli, 2021).  

With the wide application of AWE in writing activities, studies of AWE writing assistants 
have gradually increased. It is necessary to make a systematic review of current research on 
AWE to offer tendencies and implications for future research (Zhang & Zou, 2020). 
Stakeholders and researchers, thus, can get insights from the comprehensive review. We hope 
to offer a panoramic view of AWE studies from the accuracy, effects and students' engagement. 
The following questions of this study are proposed: 
RQ1: What were the main findings regarding the validity of AWE feedback? 
RQ2: What were the effects of AWE feedback on students' writing outcomes? 
RQ3: What results were found in studies on students' engagement with AWE feedback in the 
revision process? 

 
Method 
Data Collection and Inclusion Criteria 
A literature review was limited in retrieving SSCI-indexed publications because they have a 
strict peer-reviewed process to ensure the quality of articles before publication and greatly 
influenced on the academic community due to their excellent reputation (Duman et al., 2015). 
The benefit of retrieving articles from SSCI-indexed journals could reduce the variation of 
selected articles to strengthen the validation of review findings. Furthermore, A & HCL-
indexed publications were also included in the search for related target articles because they 
demonstrated significant impact in academic areas. This study selected target articles in SSCI 
and A & HCL-indexed journals by using a search string like "automated evaluated writing" or 
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"feedback", "effects", "accuracy", and "students' engagement" in the search engine Web of 
Science and Google Scholar.  

Inclusion criteria were framed to select target articles related to the purpose of this research. 
All the potential articles should follow the strict criteria: 1) be empirical articles published in 
peer-reviewed journals with the exclusion of book chapters, dissertations, and conference 
articles; 2) ensure participants in the experiment have trained with at least a complete round of 
receiving AWE feedback and revised according to the feedback; 3) have students' writing 
products evaluated after the intervention of AWE; 4) be published in the period from 2008 to 
2023; 5) be written in the English language. The preliminary research was 657 papers. After 
the removal of the articles that failed to meet inclusion criteria, 162 articles were found. Next, 
two researchers undertook a screening process by reading titles, abstracts, and questions to 
ensure that selected articles centered on AWE feedback studies. Finally, 68 eligible articles 
were collected for this review, which was presented in the reference marked with an asterisk. 
The selection process of eligible articles was presented in Figure 1. 
 
Figure 1 
Flow Chart Presenting the Selection Process of Eligible Articles  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The source of potential articles: SSCI and A & HCL-indexed publications 

A search string: "automated evaluated 
writing" or "feedback", "effects", 
"accuracy", and "students' engagement"  

Articles excluded: 
Non empirical 
Without at least one round 
training 
Not in English 
Not published between 2008-
2023 

    
   

  

The texts was screened to ensure 
they were related to AWE feedback 
studies 
  

The potential articles 
were identified 
(n=657)    
  

162 articles were found 
  

68 articles were 
finalized in 
review 
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Coding Scheme 
Conducting a review study to answer the above questions, we designed a coding scheme that 
involves three categories demonstrated in Table 1. The author developed the initial coding 
scheme. After that, two other teachers with more than a decade of writing teaching experience 
were involved in coding several articles based on the initial scheme. The issues of accuracy, 
inconsistency and comprehensiveness have been discussed, and the final coding scheme has 
been revised to reach an agreement between the coders after two rounds of revision. This 
coding scheme aimed to help us classify the articles and encode the research contents according 
to the following categories:1) the validity of AWE feedback, 2) the effects of AWE feedback, 
and 3) students' engagement with AWE feedback. Regarding assessing the validity of AWE 
feedback, the coding items were designed with reference to the studies conducted by Bai and 
Hu (2017) and Ranalli (2018); that is, the accuracy rate of AWE error flagging and the forms, 
functions and types of automated feedback versus teachers' feedback. In light of the 
effectiveness of AWE feedback, this study delineated two coding items based on Stevenson 
and Phakiti (2014): within- and between-group designs. As for students' engagement with 
AWE feedback, it was coded according to the three conceptualizations put forward by Zhang 
and Hyland (2018): behavioral, cognitive, and emotional dimensions. 
 
Table 1  
Coding Scheme 

Category Coding Items References 
1. the validity of AWE feedback 1) forms, functions and types of 

AWE feedback versus teacher 
feedback 
2) accuracy rate of AWE  error 
flagging 

Bai & Hu, 2017; Ranalli,  
2018 
 

2. the effects of AWE feedback 1) within-group design 
2) between-group design 

Stevenson & Phakiti,  2014 

3. students' engagement with 
AWE feedback 

1) behavioral engagement 
2) cognitive engagement 
3) emotional engagement 

Zhang, 2017; Zhang & Hyland, 
2018 
 

 
Coding Results 
Regarding the validity of AWE feedback, the accuracy of automated feedback and the 
agreement between automated feedback and teacher/peer feedback were the main focus. For 
the former study, if the precision and recall rates of AWE feedback were less than 0.50, the 
results of these studies were labeled negative; otherwise, they were coded as positive. If some 
types of feedback were identified with high accuracy while the accuracy of other errors was 
relatively low, the outcomes of studies were coded mixed. Concerning coding the results of the 
latter study, the results could be tagged positive when the coverage of errors identified by AWE 
was more extensive than that of human raters. When AWE identified the correct linguistic 
items as wrong or its error flagging was limited to some specific errors compared with teacher 
feedback, the results in this area were considered negative. If both AWE feedback and teacher 
feedback showed their advantages in identifying different types of errors, the results were 
coded mixed.  

Concerning the effects of AWE feedback on students’ quality, if the learners receiving 
AWE feedback intervention outperformed students who received teacher, peer feedback or no 
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feedback, the outcomes of studies in this line were considered positive. The results were coded 
as neutral if no significant difference between groups was reported. If the students with AWE 
feedback underperformed the students with traditional feedback, these outcomes could be 
categorized as negative. The findings were regarded as mixed when two or more results were 
reported in studies.  

In the third category, relevant research concerned students’ actions to AWE feedback from 
their emotional, behavioral and cognitive engagements. If the students who used AWE 
feedback reported more negative feelings than those receiving human feedback, the outcomes 
were classified as negative. If the students using automated feedback showed more willingness 
to revise their writing than those with human feedback, the results would be marked positive. 
When the students tried to understand AWE feedback by themselves and even utilized 
cognitive strategies, the outcomes were positive.  

All the articles collected in this review were classified according to their results. Two 
teachers coded these articles respectively and then all the participants checked the coding 
results collectively. When the discrepancies occurred, the articles would be rechecked. All the 
participants finished the discussion until they reached an agreement.  

 
Results  
The 68 finalized articles were collected in this review, which was demonstrated in Figure 2.  
 
Figure 2 
The Distribution of the Eligible Articles 

 
Validity of AWE Feedback 
The results of the validity of automated feedback were shown in Table 2. These articles aimed 
to evaluate the accuracy of AWE error detection, which could be divided into two lines: the 
accuracy rate of errors identified by AWE and functions, forms and types of automated 
feedback versus teacher feedback. Fifteen articles were reported in this respect. In terms of 
former studies, twelve articles were summarized, five of which showed positive results, four 
negative results, and three mixed findings. Concerning comparing AWE feedback's functions, 
forms and types with human feedback, three articles have been targeted with two negative 
findings and one mixed result. 

The accuracy of AWE error flagging was usually assessed by precision and recall rate. 
Precision measurement was the proportion of corrected detected errors to the total errors 
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detected by the AWE tool. Oppositely, recall focused on the AWE program’s coverage, which 
indicated the proportion of correctly detected errors to the total errors by human annotators 
(Burstein et al., 2003). Specifically, four studies showed negative results with relatively low 
precision and recall rates in quantitative studies. For example, in Liu and Kunnan’s (2016) 
research, they analyzed the accuracy of WriteToLearn, the representative AWE assistant 
system, and concluded that precision and recall were 0.49 and 0.19, respectively. 
WriteToLearn was reported to mislabel specific types of errors as ungrammatical forms, such 
as prepositions and articles. Feng et al. (2016) explored CyWrite’s capability of error detection 
and concluded similar results that CyWrite had a low level of recall at identifying certain types 
of errors. Meanwhile, five studies showed positive findings in this regard. For example, to 
deeply understand the knowledge appropriateness of the AWE system, Ranalli and Yamashita 
(2022) evaluated the capability of Grammarly's error detection. Grammarly was found to 
identify 1412 errors, in which more than 110 error types have precision and recall rates of 0.88 
and 0.83, respectively. Grammarly's error detection capability was much higher than that of 
Microsoft Word NLP in the essays written by the same group of students. Chukharev-
Hudilainen and Saricaoglu (2016) investigated the accuracy of the AWE tool in analyzing 
students’ causal discourse in cause-and-effect essays. This research showed that the AWE 
analyzer had a precision of 0.93 and recall of 0.71, which proved its promising pedagogical 
application in providing formative feedback in causal discourse. Although some findings 
showed negative and positive results, three studies reported mixed results. That is to say, the 
accuracy varied across different error types because some were satisfactory while others had a 
low accuracy rate. For example, Lavolette et al. (2015) found that the Criterion system had a 
high precision rate of flagging errors such as ungrammatical-formed verbs, capitalization and 
wrong words, while 47% of errors were identified as wrong with a low recall rate, such as run-
on sentence and the improper use of articles. Similarly, Ranalli et al. (2018) examined the 
accuracy of Criterion feedback across ten different error types. They concluded that the 
accuracy rate was between 71%-77% in general, but the precision rate of identifying extra 
comma errors was only 51%. Likewise, 75% of errors were detected correctly by CyWrite, and 
it has a low level of recall in identifying specific types of errors (Feng et al., 2016). 

Apart from focusing on accuracy rate, another research line compared the types, forms, and 
functions of AWE feedback with human feedback. Three articles were collected in this area, 
showing two negatives and one mixed result. Specifically, in Dikli and Bleyle (2014), Criterion 
feedback was compared with teacher feedback and it showed that many error types were 
misidentified by Criterion. Even errors that often occurred in students’ writing were 
misidentified. Compared with Criterion feedback, teacher feedback tended to be high quality. 
Another study also concluded a negative result, which was carried out by Thi & Nikolov 
(2023). This research centered on an investigation of Grammarly feedback versus teacher 
feedback and the findings showed that teacher feedback identified 410 errors, covering a wide 
range of writing aspects such as linguistic and content issues. While, Grammarly only indicated 
281 errors with a heavy focus on superficial linguistic issues of grammar and mechanics. 
Grammarly was a grammar-checking tool. Thus, combining Grammarly with teacher feedback 
was better for improving the efficacy of providing individual feedback. Among AWE feedback 
versus human feedback, one study (Zhang & Hyland, 2018) presented mixed results, showing 
that both feedback conditions have their advantages. 
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Table 2 
Results of Validity of AWE Feedback 

Focus Positive Negative Mixed 
Validity of AWE 
feedback 

   

1.Accuracy rate Calma et al., 2022; 
Chukharev-Hudilainen 
& Saricaoglu, 2016; 
Ranalli & 
Yamashita,  2022; Thi 
et al., 2023; Wang, 
Harrington & White, 
2012 

Dikli, 2010; Feng et al., 
2016; Hoang & Kunnan, 
2016; 
Liu & Kunnan, 2016 
 

Bai & Hu, 2017; 
Lavolette et al., 2015; 
Ranalli et al., 2018 
 

2.Functions, forms, 
types of AWE 
feedback  versus 
teacher feedback 

 Dikli  
& Bleyle, 2014; Thi & 
Nikolov, 2023 
 

Zhang & Hyland, 
2018 

 
Effects of AWE Feedback on Students’ Writing Quality 
Concerning the findings of the effects of AWE feedback, thirty-two eligible articles were 
examined based on within-group and between-group design by Stevenson and Phakiti (2014), 
which has been presented in Table 3. As for within-group designs, nine articles were finalized, 
with five studies (three were positive results and two were mixed findings) investigating the 
effectiveness of automated feedback under comparison of AWE feedback condition with no 
feedback condition in a writing activity. Two of nine studies compared AWE feedback with 
teacher or peer feedback, which concluded positive and mixed results. Two studies (one was 
positive and the other was mixed results) focused on comparing AWE+teacher feedback with 
teacher feedback.  

Regarding between-group studies, twenty-three of thirty-two articles meet such criterion, 
further divided into six subcategories. Specifically, four studies (three positive and one mixed 
findings) employed AWE feedback versus no feedback. Five studies were concerned with 
comparing AWE feedback condition with teacher feedback condition, which four studies 
concluded positive results and one showed mixed findings. AWE+teacher feedback versus 
teacher feedback only was the most frequently investigated, with a total of seven studies. 
Among these studies, five studies showed positive findings and two indicated mixed results. 
Only one study with negative findings compared three different feedback conditions: student 
receiving AWE feedback, student receiving peer feedback, and student receiving teacher 
feedback, respectively. Three studies focused on comparing AWE+peer feedback with peer 
feedback with two positive and one mixed results. Three studies investigated the effectiveness 
of different types of AWE feedback, which showed one result was negative and two were 
mixed. 

Two main research lines could be found to examine the effects of AWE feedback on 
students’ writing quality. Generally speaking, the results of these findings were inconclusive. 
Specifically, regarding within-group studies, three studies found benefits of AWE feedback 
(Cotos, 2011; Liao, 2016; Kim, 2014), while two studies (Kellogg et al., 2010; Saricaoglu, 
2019) concluded mixed results concerning comparing AWE feedback versus no feedback. For 
example, Liao (2015) concluded that Criterion feedback helped students lower the rate of 
grammatical errors, such as subject-verb agreement and ill-formed verbs. Despite the positive 
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impact of AWE on writing activity, Saricaoglu (2019) explored the impact of AWE feedback 
on improving L2 students’ causal explanations across pre- and post-test essays and indicated 
mixed results regarding AWE feedback. The findings showed great changes in students’ causal 
explanations in a cause-effect composition but no significant enhancement across pre- and 
post-drafts. The second subcategory centered on comparing AWE with teacher or peer 
feedback. Wang et al. (2013) showed positive results of using AWE feedback. However, Shang 
(2022) found mixed results under AWE feedback versus online peer feedback, which showed 
that online peer feedback was more helpful than AWE feedback in polishing sentence writing 
and reducing grammatical errors. On the contrary, AWE feedback could help student diversify 
their vocabulary. The third subcategory investigated the effects of hybrid mode in writing 
classrooms. In this regard, Hassanzadeh and Fotoohnejad (2021) proved that hybrid feedback 
was more beneficial than traditional feedback in improving students’ writing quality. However, 
Mohsen and Alshahrani (2019) concluded mixed findings and stated that both the combination 
of teacher and automated feedback and teacher feedback have their strength. 

Another line of this research was between group studies, covering six subcategories. Firstly, 
three studies (Barrot, 2023; Cheng, 2017; Lachner et al., 2017) compared AWE feedback with 
no feedback condition, presenting positive results, while one showed mixed results (Lee et al., 
2009). For example, Barrot (2023) explored whether L2 students with access to Grammarly 
AWCF could improve their writing accuracy. Their findings revealed that L2 students getting 
Grammarly AWCF improved accuracy and outperformed students without feedback. Although 
some studies proved the potential of AWE feedback on advancing learners’ writing quality, 
Lee et al. (2009) indicated no difference in essay length and scores between the group with 
AWE feedback and the group without feedback. Differences existed in the number of 
arguments, which indicated that the average number of arguments in the group with AWE 
feedback was higher than that of the control group. 

Comparing automated feedback with traditional teacher feedback could be classified into 
the second subcategory. Specifically, four studies (R. Li, 2023; Y. J. Wang et al., 2013; M. Liu 
et al., 2017; S. Wang & Li, 2019) provided positive evidence. In the meantime, one study 
(Reynolds et al., 2021) showed mixed results in this respect. Liu et al. (2017) concentrated on 
exploring the impact of AWE system-assistant feedback and corrective feedback given by 
teachers on students’ writing. They found a positive impact on students’ writing, particularly 
in supporting arguments, organization, and conclusion in the short term during the intervention 
of AWE ICF. Moreover, AWE feedback promoted students outperformed self-correction over 
feedback provided by the teacher. However, students exposed to AWE feedback could not 
continue improving their writing performance. The group receiving AWE feedback showed 
better writing quality than the essays written by the teacher feedback group in terms of the 
second and third writing. However, the difference in writing performance was gradually 
demonstrated in the third and fourth essays written by the group with teacher-feedback 
condition. This might result from students’ perceptions toward different feedback conditions.  

The third subcategory that has been given some attention was the investigation of the 
effects of hybrid mode (automated-teacher feedback) versus pure teacher feedback condition 
on students’composition. Five studies (Link et al., 2022; Lu, 2019; Palermo & Thomson, 2018; 
Tang & Rich, 2017; Zhai & Ma, 2023) supported the positive potential of hybrid mode, and 
two studies (Wilson & Czik, 2016; Wilson & Roscoe, 2020) demonstrated mixed results. Lu 
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(2019) divided students into the experimental group (JuKu AWE+teacher feedback) and the 
group accepting teacher feedback and employed pre- and post-tests to examine the extent to 
which the hybrid feedback affected students’ writing outcomes. The findings suggested that 
the group with hybrid feedback scored higher than the pure teacher feedback group. Although 
AWE positively affected writing issues, not all AWE feedback could improve students’ writing 
quality. Compared with the students who got teacher feedback from Google Docs, Wilson and 
Czik (2016) and Wilson and Roscoe (2020) found there was no significant difference between 
the two groups in final writing, but the group using PEG writing+teacher feedback showed 
increasing writing persistence and motivation.  

The fourth subline compared the impact of automated assistant feedback versus teacher 
feedback versus peer feedback. One study (Ware, 2014) showed negative results, which 
revealed no evidence that employing AWE improved students’ writing quality compared with 
teacher or peer feedback. Furthermore, students receiving AWE feedback got poorer scores 
than others on their writing products, such as in the genre aspect.  

The fifth subcategory compared the effects of the combination of automated and peer 
feedback versus peer feedback. In this aspect, two studies (Al-Inbari & Al-Wasy, 2022; Mørch 
et al., 2017) had positive results, and one study (Huang & Renandya, 2020) provided mixed 
results. Al-Inbari and Al-Wasy (2022) aimed to evaluate the effect of automated evaluation 
system on cause-effect essays by comparing the automated peer experimental group and peer 
control group. Al-Inbari and Al-Wasy (2022) conducted a study to assess the impact of an 
automated evaluation system on cause-and-effect essays written by the automated peer 
experimental group and peer control group. They found that a significant improvement was 
shown in essays produced by the L2 students who received automated peer feedback from 
WRITER AWE software. Compared with the positive assumption of AWE in writing 
instruction, Huang and Renandya (2020) revealed that L2 students at low English proficiency 
levels held promising attitudes toward Pigai, although no evidence was shown in writing 
improvement for students receiving AWE feedback. 

The sixth subcategory focused on investigating different types of AWE feedback, in which 
two studies (Parra & Calero, 2019; Zhu et al., 2020) were identified with mixed findings, and 
one study (Allen et al., 2019) showed negative results. Zhu et al. (2020) revealed no significant 
score changes obtained by the group with contextualized feedback and generic feedback from 
the AWE assistant program. Similarly, Parra and Caler (2019) systematically studied the 
effects of Grammarly and Grammark automated feedback on students’ writing performance. 
No difference was found in learners’ writing quality under the circumstance of receiving the 
feedback from those two automated evaluation software. One study provided formative and 
summative feedback and showed no impact was found for the W-PAL AWE system. 
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Table 3 
Results of the Effects of AWE Feedback on Students’ Writing 

Focus Subcategories Positive Negative Mixed 
The effects of 
AWE  

    

1.within group 
 
 
 
 
 
 
 
 
 
 
2.between 
group 

1) AWE feedback vs 
no feedback 

Cotos, E., 2011; 
Kim, 2014; 
Liao, 2016; 

 Kellogg, 
Whiteford & Quinlan, 
2010; Saricaoglu, 
2019 

2) AWE feedback vs 
human (teacher/peer) 
feedback 

Wang, 2013  Shang, 2022 
 

3) AWE 
feedback+teacher vs 
teacher feedback 

Hassanzadeh 
& Fotoohnejad, 2021 

 Mohsen & 
Alshahrani, 2019 
 

1) AWE feedback vs 
no AWE 

Barrot, 2023; 
Cheng, 2017; 
Lachner et al., 2017 

 Lee et al., 2009 
 

2) AWE feedback vs 
teacher  
Feedback 

Liu et al., 2017; R. 
Li, 2023; Wang & 
Li, 2019; Wang, et 
al., 2013;  

 Reynolds, Kao & 
Huang, 2021 
 

3)AWE+teacher 
feedback vs teacher 
feedback 
4)AWE vs teacher 
feedback vs peer 
feedback 

Link et al., 2022; 
Lu, 2019; Palermo 
& Thomson, 2018; 
Tang & Rich, 2017; 
Zhai & Ma, 2023 

 Wilson & Czik 2016; 
Wilson & Roscoe, 
2020 

 4) AWE vs teacher 
feedback vs peer 
feedback 

 Ware, 
2014 
 

 

 5)AWE+peer/AWE 
feedback vs peer 
feedback 

Al-Inbari & Al-
Wasy, 2022; Mørch, 
et al., 2017 

 Huang & Renandya, 
2020; 
 

 6) different AWE 
feedback 

 Allen et 
al., 2019 
 

Parra & Calero, 2019; 
Zhu et al., 2020 

 
Students' Engagement with Feedback in Revision 
Students' engagement with AWE feedback was generally related to behavioral, emotional, and 
cognitive processes (Zhang & Hyland, 2018). Precisely, Affective engagement reflects 
students' attitudinal changes and emotional reactions to feedback. Behavioral engagement 
delineates the revision acts, time spent on revision, and the number of submissions. Cognitive 
engagement refers to understanding the feedback content and cognitive strategies used in 
revision processes. Forty-four articles were identified in this respect, as shown in Table 4. 
Regarding emotional engagement, twenty-one was collected in the review, which took the 
largest percentage of students engagement studies. Ten showed positive feelings by learners, 
two negative results, two neutral attitudes and seven mixed perceptions. Regarding behavioral 
engagement, eighteen articles were identified. Eight of eighteen outcomes were positive, two 
were negative, three were mixed findings, and five had no significant impact on revision. Five 
studies were summarized concerning the effects of AWE feedback on students' cognitive 
engagement, four of which showed positive results and only one with negative results. 
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Specifically, the category of emotional engagement was the main interest of students' 
engagement studies. Positive attitudes toward AWE were reported. For example, a study by 
O'Neill and Russell (2019) compared students' reactions to Grammarly with students' responses 
to traditional feedback based on mixed methods. In their study, students responded positively 
to Grammarly and favored of automated feedback compared with traditional feedback. The 
findings, however, indicated that students did not always take a positive attitude about AWE 
feedback when  compared to human feedback. Take Lai's study (2010) as an example. Students 
believed feedback from human tended to be more specific and direct with advice, but AWE 
feedback provided vague and unreadable information. Additionally, students felt stressed when 
they thought they had entirely accepted suggestions provided by AWE software. Other students 
held mixed attitudes toward AWE. In Bai and Hu's (2017) research, students could 
critically select AWE feedback and suggestions based on the accuracy of the different feedback. 
In other words, students have confidence in some AWE feedback, such as grammar and 
mechanics. However, they were pessimistic about content-level feedback given by the 
automated evaluation system. Moreover, students gradually developed an awareness of the 
shortcomings and potentials of AWE as an assisted writing system. Apart from the 
aforementioned perception by learners, Calvo and Ellis (2010) found that students' perception 
toward AWE and traditional feedback was similar because both were either fragmented or 
cohesive. 

Regarding the learners' behavioral engagement, the positive evidence showed that online 
automated feedback encouraged students to carry out revision actions like rejection, 
substitution, no change (Koltovskaia, 2020), reorganization, and additions (Roscoe et al., 2017; 
Sung et al., 2016). Besides, Zhang (2017) found that students using AWE feedback showed a 
strong willingness to spend more time on revision, and they were more likely to write more 
drafts as AWE feedback was understandable. Nevertheless, not all AWE feedback came into 
play when students were revising their writing. For example, Lai (2010) reported that peer 
feedback involved social interaction and audience awareness as it differed from AWE feedback 
and promoted more revisions and discussions than automated feedback. In addition to positive 
and negative results in this respect, some studies concluded neutral results. Sherafati et al. 
(2020) aimed to explore the effects of computer-mediated teacher feedback and automated 
feedback on students' writing outcomes according to students' motivation. They reported that 
students were inclined to utilize computer-mediated teacher feedback in the delayed post-test 
and emphasized the long-term transfer effects of computer-automated feedback. Mixed results 
were also identified (Bai & Hu, 2017; Koltovskaia, 2020; Zhu et al., 2017). For instance, the 
revision pattern was investigated by Zhu et al. (2017) and they found that students' initial scores 
were not directly correlated with students' behavioral revision actions, such as the number of 
submissions of revisions and time spent on revision. Compared with students who got lower 
scores at the first submission, learners with higher scores preferred to notice feedback.  

Automated feedback could encourage students to engage with writing activities cognitively. 
Research into students' cognitive engagement was quite a few. Only five studies concerning 
students' cognitive engagement were included in this review. Four reported positive results and 
one showed negative findings. For example, in Zhang's (2017) study, one student tried to get 
high grades by understanding AWE feedback by herself. The learner paid attention to the 
suggestions and information from AWE and revised according to the advice. This study found 
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that this student even attempted to adopt cognitive strategies, which was reflected in selectively 
adopting AWE feedback rather than receiving all the feedback. Thus, students' writing 
strategies were gradually developed.  
 
Table 4 
Results of Students' Engagement with AWE Feedback 

Focus Positive Negative Neutral Mixed 
Students'  
engagement 
with AWE 

    

1.emotional 
engagement   

Alnasser, 2022; Cheng, 2017; 
Dikli & Bleyle, 2014; Garcia-
Gorrostieta et al., 2018; 
Landauer et al., 2009; O’Neill 
& Russell, 2019; Roscoe et  al., 
2017; Wang et al., 2013; 
Wilson & Roscoe, 2020;  
Zhang, 2017 

Lai, 2010; 
Zaini, 
2018 
 

Calvo & Ellis, 
2010; Shang, 
2022; 
 

Bai & Hu, 2017;  
Barrot, 2021; Chen  
& Cheng, 2008; 
Chen et al., 2016;  
Li  
et al., 2015;  
Xu & Zhang, 2022; 
Zhu  
et al., 2017 

2.behavioral 
engagement 

Guo et al., 2022; Lachner et al., 
2017; Lee, 2020; Proske et al., 
2012;  Roscoe et al., 2017; 
Zaini, 2018; Zhang, 2017; 
Zhang & Hyland, 2018 

Lai, 2010 
Sung et 
al., 2016 
 

Lee et al., 2009; 
Proske et  al., 
2012;  
Sherafati et  al., 
2020; Wang, 
2013; Zhang, 
2020;  

Bai & Hu, 2017;  
Koltovskaia, 2020; 
Zhu  
et al., 2017 
 

3.cognitive 
engagement  

Cotos et al., 2017; Han & 
Hyland, 2015; Wang et al., 
2013; Zhang, 2017 

Zhang & 
Zhang, 
2024 

  

 
Discussion  
This review study indicated that great attention has recently been paid to automated writing 
assistants. Automated writing evaluation system adopts natural language processing 
technologies (Zhu et al., 2020), and its advantages have been proven. Despite the benefits of 
the AWE system, studies in this respect are still relatively scarce, and further AWE-related 
studies should be enriched. 
 
Research Question 1 
The first question focused on the accuracy of errors identified by AWE. It was found that 
precision and recall were widely applied to measure the accuracy of automated feedback. The 
advantage of AWE feedback was verified. AWE could accurately target specific types of errors, 
such as mechanics, grammar, and spelling, which could improve students' writing quality. 
Despite the positive evidence proving the advantages of AWE feedback, other studies reported 
that accuracy varied across different error types. That is, some errors were identified with a 
high accuracy rate, while others were not satisfactory. In addition to positive and mixed results, 
negative results were reflected in a low precision and recall rate. This low accuracy rate was 
partly caused by AWE software's limited capabilities of analyzing texts. At present, most AWE 
software adopt similar natural language processing mechanics, meaning the capability to 
analyze input text mainly depends on the size of samples in selected corpora (Roscoe et al., 
2017). In other words, the low precision was caused by the small sample size (Cook & Hatala, 
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2015), and the working mechanism behind AWE led to the ignorance of the context-feature 
feedback. Therefore, employing a repeated measure design (e.g., crossover design) was 
recommended to achieve high precision in samples of small sizes. Meanwhile, it is suggested 
that the future research could integrate ChatGPT into AWE-related research to provide more 
accurate and in-depth feedback.  

The synthesis review also reported the superiority of human feedback over AWE feedback. 
This phenomenon might be because AWE feedback omitted human inferencing skills and 
centered on indirect and vague information (Liu et al., 2017; Shang, 2022), making it hard for 
students to understand and revise their essays. As a result, students’ revision was often 
conducted at word or sentence level while content-related problems seemly remain unchanged. 
In this way, students showed an inclination to teacher feedback with social context. Given the 
negative washback of AWE software, it was recommended to take the AWE feedback as a 
supplement to human feedback. That is to say, teacher feedback should be involved in writing 
pedagogy to provide content-related information and AWE was applied to provide linguistic 
feature feedback in the teaching activity. This co-construction of writing knowledge could help 
students promote efficient revision.  
 
Research Question 2 
The second question mainly investigated the effects of AWE feedback on students' writing 
quality. This research line could be categorized into within-group and between-group studies 
(Stevenson & Phakiti, 2014). The promising effects of AWE feedback were observed. AWE 
feedback helped students reduce grammatical errors in group studies (Liao, 2016). The benefits 
of AWE feedback were also demonstrated in between-group studies. Access to AWE feedback 
helped students understand how to use the target language grammatically and developed their 
learning autonomy (Wang, 2013). The instant feedback and scores provided by AWE would 
motivate students to further take revision actions when polishing their essays because they 
tended to revise essays until they got satisfactory scores. 

Despite the benefits above, concerning the within-group designs, one limitation was the 
lack of a control group for comparison, which made it hard to conclude that the provision of 
AWE feedback accounted for the improvement of students' writing quality (Ferris, 2004). In 
the aspect of between-group design, limitations also existed in comparison between AWE and 
teacher feedback. The findings in this field needed to be more solid due to the lack of ecological 
validity (Palermo & Wilson, 2020). In other words, the comparison between AWE and teacher 
feedback was not examined from two equivalent forms. Moreover, this design overemphasized 
the dichotomy between automated software and teachers, which further aroused controversy 
over replacing AWE with teacher. As stated by Attali (2013), AWE maximized its potential as 
it was regarded as a supplement tool instead of the teachers’ equivalent. Therefore, writing 
pedagogy would benefit from AWE as a supplement. Further writing instruction should 
combine teacher feedback for content aspects and AWE feedback for linguistic issues. Besides, 
AWE was mainly applied in argumentative essays instead of descriptive and expository essays. 
Thus, some studies recommended that the effects of AWE should be explored in various 
contexts, such as various genres (Lachner et al., 2017). Examining the affordance of AWE in 
different settings in future research enhanced students’ confidence in employing AWE in 
writing instruction. 
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Research Question 3 
The third question placed emphasis on the way students responded to automated feedback 
information in light of behavioral, emotional and cognitive engagement. This systematic 
review showed that students' perceptions of AWE feedback were positive, negative, and mixed. 
Students' different perceptions of the usefulness of AWE influence the adoption of technical 
support. Meanwhile, the perception of AWE determined how much writing quality improved 
according to automated feedback (Tsai, 2014). Students' positive perceptions toward AWE 
could maximize the potential of AWE software. That is, teachers should make use of their 
guiding role to influence what students felt and how they accepted the automated feedback in 
writing activity (Roscoe et al., 2017). Therefore, teachers' perceptions should carefully guide 
students' attitudes toward using AWE in writing instruction. 

From the above-reviewed articles, the results showed that AWE could promote students to 
undertake more revision actions (Sung et al., 2016), control their writing process (Proske et al., 
2012), spend more time on revision and revise their writing many times (Zhang, 2017). The 
features of immediacy and interactivity of automated feedback strengthen AWE feedback on 
cultivating students’ writing skills. The problem that students encountered could be solved by 
the instant feedback from AWE system. However, little evidence was found about how students 
engaged with feedback and their revision actions. Future research should focus on such a field 
to provide insights into how writing knowledge was developed via AWE-involved classrooms. 
Despite the advantages of AWE, some students still preferred teacher feedback to the AWE 
feedback in taking revision actions. They believed teacher feedback took humans as real 
audiences (Lai, 2010). Moreover, AWE’s form-related feedback would result in students’ 
revision at the superficial level and an incomplete assessment of students’ writing capability, 
which might lead to failure to meet some students' needs beyond form-related issues. Therefore, 
AWE should be appropriately integrated into writing instruction. Specifically, teacher 
commentary could be added after the sentence-level feedback provided by AWE. It was 
optimal to employ such a hybrid model (Wang, 2015).  

Writing is a rather complex process (Weigle, 2013), which can be broken down into ‘plan, 
draft and revise’ (Hyland, 2009). Students' cognitive engagement refers to how students 
respond to the AWE feedback and employ revision operations and metacognitive strategies to 
polish writing outcomes (Koltovskaia, 2020). AWE study (Zhang, 2017) suggested that 
students' writing strategies could be cultivated as they independently utilized cognitive 
strategies such as management of their revision process with the help of the AWE feedback. 
Obviously, the automated feedback could not directly affect the improvement of students’ 
writing quality. It depended on how AWE feedback was processed by students’ mental efforts 
to evaluate and internalize it. To better help student revise their essays, teachers should monitor 
students’ revision process and reasons behind revision actions. Meanwhile, they could provide 
instant assistance when students did not figure out the feedback or were low motivation in 
revision. For example, teachers could guide students to critically evaluate the feedback rather 
than passively receive all the feedback, which further cultivated revision strategies to monitor 
students’ revision process. Besides, creativity is regarded as an essential component of writing 
(Onkas, 2015) and developing creative thinking skills is conducive to generating elaborate 
ideas in essays. Teachers, thus, might utilize a case study to examine the impact of AWE from 
this aspect.  
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Conclusion  
This review tried to make a comprehensive summary of AWE-related study to indicate further 
research and presented a synthesis review in three lines: the validity, the effects of automated 
feedback on students' writing outcomes and students' engagement in revision. The findings 
indicated that automated feedback plays a vital role in improving learners' composition, 
especially improving linguistic capability. However, compared with human feedback, it could 
not meet students' need to provide content-related suggestions. We also found that the accuracy 
of the AWE system varied across different types of errors, and responses to AWE feedback are 
closely related to students' engagement from behavioral, cognitive and emotional aspects. Such 
engagement further impacts learners' revision performance. Therefore, further research may 
continue to explore the accuracy of AWE feedback, how learners engage with automated 
feedback, and what factor influences students' revision actions.  

This review has some limitations. The first limitation is that all the finalized articles in this 
review belonged to empirical studies and were mainly indexed in SSCI and A & HCL journals, 
limiting the research scope. Secondly, the research was limited in three aspects, which means 
the findings of this study presented a small part of published articles instead of all the articles 
in this field. This limitation is common in other synthesis-reviewed articles (Hung et al., 2018). 
Further reviewed studies, thus, expand corpora to cover more research to solid validation of 
synthesis review. Hopefully, this study might serve as an incentive to guide further research, 
and the limitation above will be handled in carefully designed studies. 
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