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Abstract
Learning analytics (LA) involves the measurement, collection, analysis, and reporting of data about learners and
their contexts, aiming to understand and optimize both the learning process and the environments in which it occurs.
Among many themes that the LA community considers, natural language processing (NLP) algorithms have been
widely adopted to extract information from textual data generated in learning environments (e.g., student essays
and short answers, online discussion and chat). NLP can shed light on the learning process and student outcomes
in different contexts. Based on the importance of NLP for education, this paper conducted a systematic literature
review of the application of NLP to understand how the LA community has been applying the methods from this field.
Our methodology includes automatic and manual methods to extract information about authors, relevant papers,
and specific data related to educational applications and algorithms used in the field. This review selected 156
papers that reveal essential aspects of the topic; e.g., (i) the majority of the works focused on the analysis of online
discussions and essay assessment; (ii) in general, the authors did not apply the developed models in real settings;
(iii) recent papers selected have begun to evaluate deep learning models (e.g., BERT) more frequently; and (iv) the
datasets used in the experimentation are usually small and contain English text. The results of this study and its
practical implications are further discussed.

Notes for Practice

• Natural language processing (NLP) has a critical role in learning analytics (LA) since it can be applied to
several educational applications.

• This systematic literature review (SLR) performs a detailed analysis of 156 papers from the perspective of
technology and education.

• The main contribution is a set of findings related to the technical aspects of the NLP methods and techniques
used in LA and the impact of the NLP-based approaches on the actual learning outcomes.

• This SLR demonstrated a gap between model development and practical use.
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1. Introduction
Following the growing interest in online education in recent years (Khalil et al., 2021), the number of online learning
environments that can support students and instructors in different learning tasks has also increased. Large amounts of textual
data—e.g., student essays, blogs, discussion posts, and chat utterances—are created in those learning environments daily
(Ferreira-Mello et al., 2019). Whereas textual data may contain rich information about students’ characteristics and learning
engagement (Azevedo, 2015), they often lack sufficient structure, i.e., textual data is not provided in a form ready for analysis
(Balducci & Marinova, 2018). For this reason, textual data is typically more challenging to analyze and extract relevant
information from than structured data, which comes in a tabular form (Thomas, 2014). Understanding the textual data could be
an opportunity to gain a deeper insight into students’ learning processes and progress, which may boost the overall effectiveness
of learning technologies and students’ and instructors’ enthusiasm regarding technology adoption (Castañeda & Selwyn, 2018).

To address the above challenges, the research community has been using different text analytic methods. Commonly, these
methods are referred to as text analytics. In particular, text analytics combines methods in natural language processing (NLP),
statistical and machine learning, and text visualization to transform and make sense of textual data collected in online learning
environments (McNamara et al., 2017).

Despite the promising results of NLP in educational research (Ferreira-Mello et al., 2019), there are instances where
studies fail to effectively integrate educational theory with the needs of stakeholders. In this context, learning analytics (LA)
has emerged as a vital field. It concentrates on gathering, analyzing, and reporting data about learners and their learning
environments (Siemens & Gasevic, 2012). The LA community blends educational theory with data science methodologies to
deliver tangible benefits to students, teachers, and institutions (Tan et al., 2016; Aguerrebere et al., 2017).

Recent literature reviews highlight the main trends in applying NLP to solve educational problems. Ferreira-Mello and
colleagues (2019) conducted a comprehensive review of this topic and analyzed 343 papers published from 2006 to 2018.
The authors provided a broad overview of the major educational tasks (e.g., assessment, student support, question/content
generation, and feedback) and main textual products (e.g., online discussion posts, essays, and chat messages) analyzed using
text analytical methods. Ahadi and colleagues (2022) conducted another literature review of the topic, specifically focusing
on computational methods for text analysis. For instance, the authors found that the five most relevant technical keywords in
the field were natural language processing (N = 140), sentiment analysis (N = 131), machine learning (N = 122), text mining
(N = 122), and deep learning (N = 64).

While previous reviews have presented relevant information on the role of NLP in education, there is a lack of systematic
reviews that include (i) the specific details (e.g., dataset, methods, and resources) about a large number of NLP tasks for
education and (ii) the role of NLP in educational contexts (e.g., educational tasks, textual productions, and impact on student
performance). Furthermore, significant advancements in NLP algorithms have happened in recent years that were not covered
in earlier literature reviews.

To fill this gap, we conducted a systematic literature review (SLR) on the application of NLP by the LA community. This
SLR provides detailed descriptions relative to three major aspects: (i) demographics of the papers (authors, papers per year,
countries); (ii) educational goals, techniques, educational resources, and evidence of student performance improvement; and
(iii) technical details about the NLP models used (features, databases, algorithms, and performance). This paper aims to
systematically consolidate the key findings from prior research to facilitate progress in the field.

2. Method
The SLR developed in this study followed the guidelines proposed by Kitchenham and colleagues (2015). The methodology
had five main phases: (i) definition of research questions (RQs), (ii) search and selection of papers, (iii) quality assessment,
(iv) data extraction, and (v) results analysis and discussion. Because we are targeting the analysis papers published by the
LA community, the review focused on the literature from January 2011 (the first Learning Analytics and Knowledge (LAK)
Conference) to December 2023. Figure 1 summarizes each step and the number of articles selected in each phase.

2.1 Research Questions
This SLR aimed to identify and analyze primary studies that apply NLP and LA techniques to address educational challenges.
Specifically, our goal was to analyze these publications and extract information about the technical aspects of NLP methods and
tools being used in LA research and practice, as well as identify and examine the impact of NLP methods and tools on students
and the educational environment.

The first RQ aims to understand the landscape of contributions in NLP-related studies within the LA community, which is
essential for several reasons. First, identifying key authors and their geographical locations helps us recognize global trends and
regional focuses in this interdisciplinary field. Moreover, analyzing the temporal distribution of these papers provides insights
into the evolution of the field. It enables us to trace the development of methodologies, observe shifts in research priorities, and
understand the historical context of current practices:

ISSN 1929-7750 (online). The Journal of Learning Analytics works under a Creative Commons License, Attribution - NonCommercial-NoDerivs 4.0 International
License (CC BY-NC-ND 4.0)

83



Records identified through database 
searching 
(n = 1,817)

Scopus (n = 230)
ACM Digital Library (n = 84)

IEEE Xplore (n = 40)
ScienceDirect  - Elsevier (n = 27)

SpringerLink (n = 152)
Engenieering Village (n = 9)

Web of Science (n = 109)
JLA (n =  141)

LAK (n = 1,025)

Id
en

ti
fi

ca
ti

o
n

S
cr

ee
n

n
in

g

Abstract screened
(n = 1,621) 

Records excluded
(n = 1,287)

No NLP application (n = 893)
No  focus on education (n = 31)
No primary studies  (n = 360)

Other languages  (n = 3)

Full-text articles assessed for 
eligibility
(n = 334) 

Records excluded
(n = 163)

No NLP application (n = 125)
No  focus on education (n = 15)

No primary studies  (n = 11)
Papers with less than 3 pages (n 

=12)

Studies included in qualitative 
synthesis 
(n = 156) 

E
lig

ib
ili

ty
In

cl
u

d
ed
Duplicated removed (n = 196)

 

Q
u

al
it

y Full-text articles assessed for 
Quality

(n = 171)

Papers that did not reach the 
quality standards  (n = 15) 

Figure 1. The flow diagram for the SLR detailing each step processed.

RESEARCH QUESTION 1 (RQ1):
Who are the main authors of published NLP-related studies in the LA community? What are their countries? How
are the papers distributed over time?

In the second RQ, we aim to map out how NLP techniques are being used to enhance various educational tasks. Under-
standing these applications will highlight NLP’s current capabilities in educational settings and reveal potential areas for further
innovation and improvement:

RESEARCH QUESTION 2 (RQ2):
What common educational tasks have been addressed with NLP in LA?

In the context of our study, understanding the specific types of students’ textual products analyzed by NLP is crucial.
Therefore, the third RQ aims to uncover the diverse range of textual outputs generated by students that are being examined
through NLP techniques. By identifying these textual products, we can gain insights into how NLP is being applied to various
educational contexts and tasks, such as essay writing, short responses, forum posts, and other forms of written communication:

RESEARCH QUESTION 3 (RQ3):
What main types of students’ textual products are being analyzed by NLP?
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The fourth RQ evaluates the real-world impact of text analytics on educational outcomes. It offers critical insights into
the effectiveness of these tools in enhancing learning, thereby guiding educators and policymakers in technology adoption
decisions:

RESEARCH QUESTION 4 (RQ4):
To what extent did the use of text analytics improve student performance, as reported in the reviewed LA studies?

In this review, we also gathered information on how to advance NLP within the educational context. Initially, we emphasize
the need to detail the datasets used, including their size, target stakeholder, and educational context. This RQ seeks to uncover
the most prevalent units of analysis and typical sample sizes of the dataset used in the field. Additionally, it aims to identify the
target population of these studies (e.g., students, teachers, or institutional leaders). As such, our fifth RQ is as follows:

RESEARCH QUESTION 5 (RQ5):
What are the primary characteristics of datasets used in this field?

Then, we also evaluate the main machine learning algorithms and features. The sixth RQ aims to elucidate the methodologi-
cal application to the LA community by identifying the specific NLP algorithms and feature sets employed. This understanding
is crucial for several reasons: first, it allows us to assess the effectiveness of different NLP techniques in educational contexts,
guiding future research and application choices. Second, it identifies potential gaps in current methodological approaches,
suggesting areas for innovation and development. Finally, understanding the prevalent NLP algorithms and features in LA
research can help standardize methodologies, which is essential for comparative studies and advancing the field:

RESEARCH QUESTION 6 (RQ6):
Which NLP algorithms and feature sets have been used to support LA research?

Finally, the last RQ presented a comparative performance of the NLP algorithms in terms of Cohen’s kappa and accuracy. It
seeks to quantify the effectiveness of NLP algorithms within the context of LA, offering a clear perspective on effectiveness.
Such insights are invaluable for practitioners and researchers considering adopting or developing NLP techniques in educational
settings. Furthermore, understanding these outcomes facilitates a comparative analysis of different NLP approaches and can set
the quality threshold for future studies:

RESEARCH QUESTION 7 (RQ7):
What key outcomes are achieved by the NLP algorithms in the LA studies identified?

2.2 Search Strategies
After defining the RQs, the second step in the systematic review was keyword search. We queried seven academic databases:
ACM Digital Library, IEEE Xplore, ScienceDirect, Web of Science, SpringerLink, Engineering Village, and Scopus. Further-
more, we manually evaluated all the papers published in the Journal of Learning Analytics (JLA) and LAK. The selection
of these databases was based on the literature (Sousa et al., 2021) and assured the inclusion of the conference and journal
maintained by the Society for Learning Analytics Research—SoLAR1—as the most prominent specialized publication venues
for research in LA. The search in all the databases was performed on January 11, 2024.

The query “learning analytics” AND (“natural language processing” OR “text mining” OR “text analytics” OR “compu-
tational linguistics” OR “LLM” OR “large language model”) was applied to each academic database cited above to search.
The keywords were applied for the title, abstract, and keywords of the papers in the search engines. The initial search retrieved
1,817 papers.

2.3 Selection Process
To select the papers of interest for this research, we defined the following inclusion criteria: (a) the papers report on NLP
applications for education and (b) the papers are either full or short (i.e., posters and papers from workshops and demonstrations
were not included). Moreover, we also adopted the following exclusion criteria: (a) secondary studies (i.e., we did not include
literature reviews (G. Chen et al., 2020) or theoretical studies (Ferguson & Shum, 2012)) and (b) papers working with whole
textual products (e.g., online discussion thread) but not exploring the information within a textual product (e.g., using posts
reply) (McAuley et al., 2012).

Initially, two experts in the field read the title, abstract, and keywords of each retrieved paper and decided whether a paper
should be included or not. The experts achieved a level of agreement of 89.61% (Cohen’s κ = 0.87) with a total of only 176
disagreements, which were included in the next phase. In the second phase, the experts read the full papers to analyze the

1https://www.solaresearch.org
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pertinence of this SLR; in this stage, their level of agreement reached 90.71% (Cohen’s κ = 0.89) with a total of only 30
disagreements, which were resolved through discussion. The search resulted in 163 papers selected for further analysis, which
included the quality assessment.

2.4 Quality Assessment
After the paper selection, we performed a quality analysis, answering six questions concerning the papers’ methodology. The
questions were the same as the ones formulated by Sousa and colleagues (2021), except the seventh question, which was
specifically related to the application of LA in schools. The questions are presented in Table 1.

Table 1. Questions used to evaluate the quality of the selected studies. Adapted from Sousa and colleagues (2021).

ID Type Question

Q1 Bias Did the study present a research project and not an expert opinion?
Q2 Bias Did the study fully describe the context analyzed?
Q3 Internal Validity Were the objectives of the study clearly defined?
Q4 Internal Validity Was the proposed methodology adequate to achieve the research objectives?
Q5 Internal Validity Were the data collection methods used and described correctly?
Q6 External Validity Have the research results been properly validated?

Regarding the process, two researchers read the papers previously selected and answered the questions using “yes” (1 point)
or “no” (0 points). Only those papers that achieved 12 points (6 for each researcher) proceeded to the next stage of this SLR.
Disagreements were solved through discussion, and only three divergences remained, which were resolved by a third researcher.
In the end, from a total of 171 papers, 15 were removed in this step.

2.5 Extraction of Relevant Fields
The next step of this research was data extraction. Three experts manually extracted the following attributes from the papers2:
(i) bibliographic information: data about the paper publication, such as authors, title, year, and type (full or short paper); (ii)
educational aspects: the paper’s goal, types of textual products used for analysis, and if the proposed approach was applied in
practice or not; (iii) dataset: information about the data used in the papers, including language, the unit of analysis, size, and
type of course, among others; (iv) feature engineering: the tools/techniques for feature engineering (e.g., Coh-Metrix, LIWC,
and TF-IDF) applied in the studies reported in the papers included in the review; and (v) NLP approaches: the machine learning
algorithms used in the papers and the algorithms that had the best performance.

During the process of extracting the above information, the experts initially processed 5% (randomly selected) of the
included papers to assure the reliability of the data extraction. A third expert assessed the results and identified the need to better
align the concepts of the information to be extracted from the papers. Then, the initial three experts did a new review round
with another 5% (randomly selected) of the papers. At this point, the researchers agreed with all the information extracted in
the papers of this round. Based on this, the remainder of the papers were evenly divided between the three experts, who each
extracted the required data from the papers they were assigned.

3. Results
3.1 RQ1: Quantitative Analysis
The first RQ focused on the descriptive analysis of the selected papers. This review retrieved 156 relevant articles, categorized
into 112 full papers and 44 short papers, on the related topic. Figure 2 illustrates the distribution of these papers over the years
2011 to 2023. The data shows a steady increase in the number of publications in NLP since 2015, peaking in 2023, with the
exception of lower publication numbers in 2013 and 2018.

The retrieved papers were written by a total of 444 authors, with a mean of 3.98 (3.90) authors per paper, with only five
papers with a single author. Figure 3a shows the authors (20) with at least four papers published. It includes senior authors in
the field of educational technology and NLP, such as Dragan Gašević, Danielle McNamara, and Simon Buckingham Shum;
mid-career researchers, such as Laura Allen, Rafael Ferreira Mello, and Nia Dowell; and early-career researchers, such as Vitor
Rolim and Ágnes Sándor. Furthermore, Figure 3b shows the top 10 countries, considering the first author of each paper, which
include the US (36.1%), Australia (9.0%), the UK (7.7%), Canada (6.5%), and Brazil (6.5%), with more than 5% of the papers.
The figure grouped countries with less than 2% of papers in the OTHER category.

2For more details about the attributes extracted, see the link https://shorturl.at/bMdv1.
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Figure 2. Number of selected papers by year.

3.2 RQ2: Educational Tasks
The results of RQ2 present details of educational tasks and textual products that have been investigated/supported by text
analytics in LA. Collaborative learning was the most prominent task across the studies reviewed (N = 49; Figure 4). Next, 43
studies focused on assessment, 35 studies on feedback, seven on recommendation systems, and five on student modelling and
self-regulation. Educational tasks in the remaining studies included reading comprehension, outcome prediction, curricula
analysis, and privacy.

Among the studies that reported collaborative learning tasks, the main task was to predict the behaviour of a student or a
group of students based on the text data collected from online discussions. To illustrate, many papers proposed content analysis
methods to automatically identify social and cognitive presence in online discussions (Kovanović et al., 2016; M. Ferreira
et al., 2020; Y. Hu et al., 2020; G. Barbosa et al., 2020). In the same direction, Iqbal and colleagues (2022) used latent
Dirichlet allocation (LDA) and block hidden Markov models (HMMs) to identify speech acts from textual data about online
discussion messages and then investigated the relationships between cognitive presence and speech acts using a network-based
approach and statistical tests. In addition to analyzing online discussions, collaborative learning was also investigated in
different assessment settings, such as collaborative writing (Southavilay et al., 2013) and the evaluation of open-ended questions
(Crossley et al., 2017; Cross et al., 2017).

Regarding the use of NLP to support educational feedback, we identified two major areas of focus: the content analysis of
feedback messages and the development of algorithms for generating feedback. For instance, Nicoll and colleagues (2022)
outlined a method to automatically extract several indicators of instructor-provided feedback and determine how the extracted
characteristics correlated with changes in student grades. Similarly, Cavalcanti and colleagues (2020) assessed the quality of
instructors’ feedback using linguistic features and supervised machine learning. On the other hand, Rüdian and colleagues
(2022) explored the usefulness of the automatic generation of feedback in the context of language learning, and Öncel and
colleagues (2021) explored ways to personalize feedback generation.

In terms of assessment, the majority of the studies focused on automatic grading of the student’s written products on
different tasks, such as answers to open-ended questions in math (Erickson et al., 2020), second language acquisition (Zylich
& Lan, 2021), and essays (Ferreira Mello et al., 2022). Other examples of studies on assessment included tracking students’
knowledge change (Ruan et al., 2021) and expertise on specific subjects (Benedetto et al., 2020) by analyzing how students
answered open-ended questions.

The papers about recommendation systems and student modelling provide resources deemed relevant to students (Niemann
et al., 2012) or educational stakeholders (Fiallos & Ochoa, 2019) and extracted relevant information from students’ textual
products (e.g., online discussion messages (Teplovs et al., 2011) or tutorial dialogue (Zylich & Lan, 2021)) to support instructors
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in providing feedback. Finally, the other category included papers related to the evaluation of reading comprehension skills
(Allen et al., 2015), predicting motivation and utility in student responses to open-ended questions to prevent dropout (Robinson
et al., 2016), and the analysis of computer science curricula (Sekiya et al., 2015).
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3.3 RQ3: Textual Resources
This RQ also attempted to understand what types of textual products have been analyzed by the field. Figure 5 illustrates the
range of textual resources used in the field. The predominant resource is online discussions (55), followed by essays (26).
Additionally, questions (10), short answers (10), feedback messages (9), and reflective statements (9) are also extensively
adopted. Other utilized resources include speech transcription, course syllabi, tutorial dialogue, and learning objects.

Understanding the interactions between students and instructors in online discussions has been a key topic in the field
of LA. For instance, our results showed that collaborative learning has been the most frequent educational task across the
studies reviewed. Moreover, many papers focused on the automatic extraction of relevant indicators of cognitive and social
processes from the students’ messages in educational forums (Kovanović et al., 2016; M. Ferreira et al., 2020; Liu et al., 2023;
G. Barbosa et al., 2020). In addition, we identified studies that reported on the detection of key topics in online discussions
(Hsiao & Awasthi, 2015; Lee & Tan, 2017), knowledge creation and student self-reflection (B. Chen & Resendes, 2014; Jung &
Friend Wise, 2020), community building (Teplovs et al., 2011; Dascalu et al., 2015), and the evaluation of online discussion
participation to predict student performance (Paredes & Chung, 2012; Crossley et al., 2016; Shibani et al., 2016).

In analyzing student essays, we identified two main lines of work: (i) automated essay scoring based on linguistic properties
of text and (ii) provision of analytics-based feedback on student writing. Within the first line of studies, we identified the papers
that reported on extracting rhetorical moves (Ferreira Mello et al., 2022), writing style (Snow et al., 2015), and originality
(Lárusson & White, 2012; Öncel et al., 2021). In the second line, the main focus was providing visualization for actionable
feedback (Gibson et al., 2017; Ullmann, 2017; Buckingham Shum et al., 2016). Furthermore, we also identified studies that
evaluated student essays and used this information to predict student success (Stone et al., 2019) and to support students during
the writing process (Whitelock et al., 2015; Allen et al., 2016).

Analysis of short answers and questions formed another group of studies. The papers about short answers attempted to
evaluate students’ responses to different disciplines: math (Buckingham Shum et al., 2016; Erickson et al., 2020), sciences
(Leeman-Munk et al., 2014), and general-purpose questions (Qiao & Hu, 2019). Regarding the papers related to the analysis of
the questions, in general, they are related to the evaluation of question quality (Benedetto et al., 2020; Jayakodi et al., 2016) and
management of repositories of question items (Albano et al., 2022, 2023).

The application from the studies selected also focused on identifying reflective elements in student discourse, as highlighted
in studies by Jung and Friend Wise (2020), Kovanović and colleagues (2018), and Li and colleagues (2023). These studies
emphasize the importance of detecting such elements to enhance student feedback (Gibson et al., 2017). Additionally, the
quality of feedback messages has become a focal point in educational discourse analysis. Notable contributions in this area
include works by Cavalcanti and colleagues (2020) and Nicoll and colleagues (2022), who have delved into the intricacies of
assessing and improving the effectiveness of feedback.

Another group of papers is focused on analyzing transcripts from audio or video data. In this direction, Carnell and
colleagues (2019) and Sherin (2012) used NLP to assess communication skills based on one-on-one interviews. It is also
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important to highlight that some papers related to the examination of speech also relied on acoustic and verbal features to
enhance the performance of machine learning algorithms for text analysis (Hunkins et al., 2022; Donnelly et al., 2017). Finally,
other researchers analyzed teamwork (Swiecki & Shaffer, 2020) and tutorial dialogue (Zylich & Lan, 2021), evaluated program
competencies or courses based on the course syllabi (Sekiya et al., 2015; Chang et al., 2022), and studied the adoption of
ChatGPT to provide chatbots to support students in different contexts (Qureshi, 2023; Rajala et al., 2023).
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Figure 5. The textual resources used in the field.

3.4 RQ4: Evidence about Support for Learners
This section outlines the application of text analytics in practical settings in the studies reported in the selected papers. In
this study, we used the term evidence as the empirical scientific indication that text analytics improved learning outcomes or
supported learning and/or teaching (Ferguson & Clow, 2017), using the same categories proposed by Sousa and colleagues
(2021). Table 2 summarizes the results. It shows that most of the papers included in the review (139—89.10%) did not apply
their proposed approach in practice. That is, they mostly focused on the analysis of textual data, but they did not use the results
of their analysis in real-world applications. Moreover, six papers (3.84%) assessed the practical application of a text analytic
algorithm, but they did not report any evidence to support the impact on learning outcomes and processes.

Table 2. Practical application of NLP in the studies reported for LA.

Evidence Number of articles (%)

No evidence 6 (3.84%)
Positive with empirical evaluation 5 (3.22%)
Positive without empirical evaluation 6 (3.84%)
Papers evaluated only with previous data 139 (89.10%)
Total 156 (100.00%)

The majority of papers that reported a positive impact on learning outcomes or processes presented the practical use of tools
based on text analytics to support students in creating written products (Shibani et al., 2019; Whitelock et al., 2015; Southavilay
et al., 2013; Gibson et al., 2017; Snow et al., 2015; Lárusson & White, 2012; Knight et al., 2018). For instance, Shibani and
colleagues (2019) and Gibson and colleagues (2017) used the tools and visualizations of writing analytics to provide feedback
for students. Text analytics have also been applied in practice, demonstrating a positive impact on students’ learning outcomes
in tasks related to collaborative writing and reading comprehension (Southavilay et al., 2013).

Another aspect evaluated in practice was the potential of using NLP to develop chatbots (Schlippe & Sawatzki, 2022; Rajala
et al., 2023; Qureshi, 2023). In the study proposed by Schlippe and Sawatzki (2022), the authors proposed the development of a
chatbot to support students’ preparation for exams, including gamification aspects. Moreover, recent works (Rajala et al., 2023;
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Qureshi, 2023) adopted ChatGPT as a chatbot system to support first-year students in computer science courses (Rajala et al.,
2023) and as a programming language tutor (Qureshi, 2023).

Finally, NLP was also used to support interactions in online discussion and chat (Shusterman et al., 2021). In this direction,
Shusterman and colleagues (2021) used text analytics to identify relevant messages from previous online discussions (of the
same course) that could trigger discussion in a subsequent run of the course.

3.5 RQ5: Description of the Datasets Used
As students and instructors interact with different types of textual resources across learning tasks, different approaches are often
needed to analyze those artifacts effectively and purposefully. It is often not sufficient to use NLP algorithms, but it is equally
important to define the appropriate unit of analysis (e.g., discussion post vs. paragraph vs. sentence). Therefore, the dataset is a
critical aspect for the success of the textual analysis, mainly when using NLP and machine learning techniques. In this section,
we aim to describe the datasets used by the selected papers divided among educational textual resources (see Section 3.3) and
unit of analysis. Table 3 summarizes the statistics related to the corpora used by the selected papers.

The first part of Table 3 shows the statistics for the most used textual resources extracted from the selected papers. It is
possible to see that the mean number of records is usually very high. It is important to mention that the papers used different
records as their units of analysis (e.g., full text and words). For instance, the papers for second language learning through
tutorial dialogue (Ruan et al., 2021; Zylich & Lan, 2021) using the Duolingo dataset (Settles & Meeder, 2016) had an extensive
number of records (1,280,000 sentences). In this case, the median and min-max values could be more insightful to better
understand the datasets used.

Online discussions, the most popular textual product used in the selected papers, had a median of 1,747 and minimum and
maximum values of 60 and 175,036, respectively. Regarding essays, the second most used textual product had fewer instances
per dataset, including one paper evaluating only 25 texts. Regarding the median, speech and feedback messages have the most
records. In the first case, the number of records was enormous because the papers considered each speech unit as a single data
point (Molenaar & Chiu, 2015; Sherin, 2012). In the second case, the number of records was enormous because many papers
considered the analysis of peer review feedback, which tends to have large datasets (Dood et al., 2022; Kong et al., 2023).

Table 3. Descriptive statistics of the datasets used for analysis in the selected papers. It includes mean, standard deviation,
median, minimum, and maximum number of instances divided among textual products and units of analysis.

Number of Unit of Analysis Number of Participants

Number of
Papers

Mean (SD) Median Min–Max Mean (SD) Median Min–Max

Textual products
Online Discussion 55 10,369.89

(26,845.81)
1,747 60–175,036 616.45

(1260.64)
275 13–7,814

Essays 26 12,059.56
(50,374.97)

649 25–253,306 511.22
(955.12)

98 22–3,998

Question 10 13,556.30
(35,034.40)

477 53–112,526 17,364.66
(28,280.57)

2,043 51–50,000

Short Answer 10 31,112.57
(55,826.52)

824 207–150,447 10,063
(17,278.24)

331 24–41,946

Feedback Message 9 51,822.87
(99,068.97)

4,246 350–288,312 1,961.20
(3,137.57)

456 2–7,482

Reflective Statements 9 3,682.12
(7,177.04)

1,330 120–21,096 107 (127.19) 30 17–369

Speech 8 9,835.28
(11,597.80)

10,000 36–31,533 121.12
(150.73)

61 11–423

Others 28 1,770,877
(4,156,979)

9,499 180–1,280,000 31,683
(62,480)

154 10–164,196

Unit of Analysis
Full text 129 12,566.69

(37,307.17)
1,330 15–288,312 3,901.60

(18,434.33)
155 2–16,4196

Sentence 19 693,361.63
(2,932,305.84)

6,972 71–12,800,000 9,086
(31,891.07)

200 11–115,222

Words 4 812,978.33
(1,384,837.57)

24,530 2,405–
2,412,000

96 (96.16) 96 28–164
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The bottom part of Table 3 shows the number of records in the datasets according to the unit of analysis of each paper. Most
papers focused on analyzing all of the textual products (N = 129), with significant variability between them (STD = 37,307.17).
In this case, the median is 1,330, using up to 288,312 textual productions. There are 19 papers adopting sentences as the units
of analysis. The median (6,972) for this group is more than five times that of the full text group. Furthermore, the papers using
words as units of analysis had the biggest collection of instances, with a median of 24,530 and a maximum of 2,412,000 words
analyzed. In the remaining studies, authors used paragraphs (Allen et al., 2019), stanzas of speech (Molenaar & Chiu, 2015),
and topic segments (Knight & Littleton, 2015) as units of analysis.

Two important additional aspects about the datasets are as follows: (i) 115 out of the 156 papers evaluated only English
texts. The other papers considered Arabic, Chinese, Dutch, Portuguese, French, German, Italian, Romanian, Greek, Mandarin,
and Spanish. (ii) Only five papers provided the dataset as open access, limiting the reproducibility of the results.

3.6 RQ6: NLP Algorithms and Feature Sets
Our sixth RQ aimed to identify the most prominent NLP algorithms and feature sets used by the LA community to support
text analysis. Figure 6 shows the 10 most utilized algorithms over time. This analysis is more relevant than the simple
volumetry analysis because some models (e.g., BERT) were developed recently. The results reveal a general trend toward using
conventional machine learning algorithms, especially until 2017, with the widespread use of deep learning algorithms (i.e.,
the algorithms based on deep neural networks). However, LSTM and BERT have been widely used since 2021. Moreover,
in the studies included in the review, the authors widely adopted the white-box models (e.g., Decision Tree, Linear and
Logistic Regression, and Naive Bayes), i.e., the models that allow for more straightforward interpretability of the prediction
results. Regarding specific machine learning algorithms, the Random Forest classifier was the most commonly used (N = 30),
whereas Logistic Regression and SVM were second in this list (N = 16). The current analysis shows that Random Forest and
Logistic Regression are the more stable algorithms that reached higher occurrences. Furthermore, BERT, LSTM, and XGBoost
demonstrate an increase in adoption.
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Figure 6. The most commonly used machine learning algorithms in the studies that used NLP for LA over the years.

The main techniques found were supervised machine learning algorithms (N = 90), meaning that textual data was
automatically categorized in a set of pre-defined categories (classification) or a scalar number (regression). In addition to
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the final accuracy of a model, many papers also reported on the most important features in different classification algorithms
(Kovanović et al., 2016; M. Ferreira et al., 2020; Y. Hu et al., 2020; G. Barbosa et al., 2020; Ferreira Mello et al., 2022).
The majority of the deep learning models were applied to multi-modal data, e.g., speech (Pugh et al., 2022) and game
environments (Park et al., 2021), with a broader adoption (after 2019) in the analysis of online discussion and open-ended
questions (Shusterman et al., 2021; Dood et al., 2022; Ruan et al., 2021; Erickson et al., 2020).

The use of unsupervised machine learning algorithms (N = 28) focused on providing an exploratory analysis of textual
data (Sherin, 2012), clustering students based on their messages in online discussion (M. A. D. Ferreira et al., 2022), creating
students’ models (B. Chen & Resendes, 2014), extracting topics from texts (Vytasek et al., 2019), and using similarity methods
(Albano et al., 2023). It is important to mention that among the selected studies, 35 did not use machine learning methods. In
this case, the papers extract indicators based on linguistic features (Paredes & Chung, 2012; Whitelock et al., 2015), perform
text similarity measures to cluster educational resources (Niemann et al., 2012), and adopt different methods as epistemic
network analysis (Fougt et al., 2018), among others.

Figure 7 reveals the most commonly used features in the studies reported in the selected papers over time. Of all features,
TF-IDF (N = 40), the most commonly used in text analytics (Chowdhary, 2020) in general, including education (Ferreira-Mello
et al., 2019), was the most popular. It keeps steady over time as it is largely used as a baseline in NLP studies. However, it is
crucial to emphasize that, over the past three years (2021–2023), word embeddings, particularly BERT (Del Gobbo et al., 2023;
Dood et al., 2022; Liu et al., 2023), have been the predominant approach, used in 28 studies. This frequency is more than using
TF-IDF and structural features combined during the same period.

2012-2014 2015-2017 2018-2020 2021-2023

Years

Figure 7. The most commonly used features in studies selected.

Following TF-IDF and word embedding, structural features (e.g., discussion context features and features based on syntactic
analysis) (Kovanović et al., 2016), LIWC (Tausczik & Pennebaker, 2010), Coh-Metrix (McNamara et al., 2014), part-of-speech
tags (POS) (Chowdhary, 2020), sentiment analysis (Nicoll et al., 2022; Park et al., 2021), latent semantic analysis (LSA)
(Chowdhary, 2020; Raković et al., 2021; Rakovic et al., 2022; Raković et al., 2023), name entity recognition (NER) (Chowdhary,
2020), traditional bag of words (BoW) (Chowdhary, 2020), and social network analysis (SNA) (Serrat, 2017) have been widely
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used to extract indicators in the studies that included NLP in LA. The other category encompassed features that appeared less
than five times, including entropy measures (Snow et al., 2015), ordering features (Ferreira Mello et al., 2022), co-occurrence
of words (Niemann et al., 2012), and other linguistic indexes (e.g., Automated Analyses of Lexical Sophistication (TAALES),
Automated Analysis of Cohesion (TAACO) and Cognition Engine (SEANCE)) (Paredes & Chung, 2012; Hunkins et al., 2022;
Donnelly et al., 2017; Allen et al., 2019).

3.7 RQ7: Better Outcomes
The final RQ we propose seeks to elucidate the impact of NLP algorithms within the LA domain. This question encompasses
two primary analytical dimensions: (i) identification and evaluation of the most effective NLP algorithms yearly and (ii) a
comprehensive synthesis of key results from selected papers focusing on Cohen’s kappa and accuracy.

Figure 8 reveals the algorithms that reached the best performance in previous studies over the years. While this analysis
connects to RQ6, it offers distinct insights by concentrating on the leading algorithm from each study. The figure indicates that
Random Forest was the predominant algorithm in the initial years, particularly peaking in popularity in 2020. In contrast, if we
focus exclusively on research from 2021 onward, it becomes evident that deep learning models, namely LSTM, DNN (Deep
Neural Networks) (Canale et al., 2021), and BERT, have outperformed others in the majority of recent studies.
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Figure 8. The highest-performance machine learning algorithms in the studies that used NLP for LA over the years.

In our final analysis, we aimed to thoroughly examine the outcomes from the chosen studies. For this purpose, we focused
on adapting Cohen’s kappa, largely used for its robustness in evaluating the quality of machine learning algorithms (A. Barbosa
et al., 2021; Y. Hu et al., 2020; G. Barbosa et al., 2020; M. Ferreira et al., 2020; Ullmann, 2017). Additionally, we considered
accuracy, as it emerged as the most frequently used metric across the selected papers (N = 45).

Table 4 presents the mean, median, minimum, and maximum values for kappa and accuracy in the studies that included them
as part of the results divided by educational tasks and overall sum. In all cases, we can see that the mean and median values
are very close. Additionally, no significant variation in mean and median was detected for the tasks presented (Assessment,
Collaborative Learning, and Feedback) compared to the overall result. On the other hand, the tasks included in the “other”
category (e.g., Reading Comprehension, Recommendation System, Student Modelling) reached lower values. It is important to
highlight that other factors (e.g., dataset) could influence the outcomes, even for papers addressing similar tasks. Therefore, this
result is not intended to serve as a definitive benchmark for the field but rather as an indication derived from this SLR.
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Table 4. Synthesis of selected studies regarding Cohen’s kappa and accuracy metrics.

Educational Task Measure Number of Papers Mean (SD) Median Min Max

Assessment kappa 12 0.57 (0.18) 0.56 0.29 0.95
accuracy 15 0.82 (0.10) 0.83 0.58 0.98

Collaborative Learning kappa 10 0.54 (0.20) 0.52 0.15 0.92
accuracy 16 0.79 (0.11) 0.80 0.55 0.96

Feedback kappa 05 0.60 (0.19) 0.59 0.28 0.95
accuracy 09 0.81 (0.08) 0.81 0.67 0.97

Others kappa 01 0.24 (0.00) 0.24 0.24 0.24
accuracy 06 0.69 (0.13) 0.68 0.52 0.92

Overall kappa 28 0.54 (0.19) 0.53 0.15 0.95
accuracy 45 0.79 (0.10) 0.80 0.52 0.97

4. Discussion
The results of our literature review offer information in the three key dimensions: (i) comprehensive statistics that illustrate the
evolution of the community, (ii) detailed information regarding the practical implementation of NLP algorithms in learning
contexts, and (iii) a synthesis of technical aspects to indicate the primary standards and best practices for the integration of NLP
within the LA domain.

Our results showed that the most active authors who worked on this topic are based at institutions in the US, the UK,
Australia, and Canada, i.e., more than 59.3% of the papers reviewed were written by authors from these countries. This finding
may explain why, in more than 80% of the studies we reviewed, the authors analyzed texts written in English. Further, the data
reveals an upward trajectory in the volume of publications over time, culminating in a peak in 2023. This growth can also be
associated with the overall expansion of the LA field.

Regarding the adoption of these methods in educational settings, our analysis highlights three critical aspects: the nature of
tasks being addressed, the textual resources used for implementation, and the practical implications of these applications. First,
the researchers appeared to focus on using text analytical approaches to understand and support collaborative learning, mainly
in the applications related to online discussions. Studies identified in this group can be traced back to the original views on LA
as follows (Siemens & Baker, 2012):

1. Alignment between theory and experimentation/results: The majority of the papers reviewed were grounded in theories,
e.g., community of inquiry (Kovanović et al., 2016), knowledge building (M. A. D. Ferreira et al., 2022), and critical
thinking (Wang et al., 2016);

2. Concerns about the methodological process: The papers we reviewed clearly describe the methodological procedures
used. For instance, Farrow and colleagues (2019) elaborated on a series of steps performed to avoid data contamination
in the analysis of online discussions.

3. Focus on the learning process, not only on the outcome: Although some papers were focused on predicting student
performance, the papers related to online discussions tend to be focused more on understanding students’ behaviour
(Siemens & Baker, 2012).

4. Application of methods for more visual and explainable insights: The papers included in this review adopted a wide range
of approaches, integrating NLP algorithms with several other analytical methods to enrich their findings. For instance,
social network analysis (Lee & Tan, 2017; Boroujeni et al., 2017) was frequently used to explore relational patterns,
while epistemic network analysis (M. Ferreira et al., 2020; M. A. D. Ferreira et al., 2022) provided a lens to examine the
structure of knowledge and reasoning processes. Additionally, some studies employed a combination of these techniques
(Swiecki & Shaffer, 2020), leveraging the strengths of both methods to generate deeper insights into the data, ultimately
contributing to a more comprehensive understanding of the subject matter.

5. Adoption of explainable white-box algorithms: Many papers focused on using white-box machine learning algorithms to
provide further information on the decision-making of the models.

A similar analysis can be applied to other significant tasks: assessment and feedback provision. In assessment, studies
primarily concentrate on scoring essays (Allen et al., 2016; X. Hu, 2017; Ferreira Mello et al., 2022; Oliveira et al., 2023)
and short-answer responses (Qiao & Hu, 2019; Erickson et al., 2020). On the other hand, the scope of feedback provision
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is much broader, encompassing a diverse array of contexts, including enhancing the effectiveness of teachers (or peers) in
delivering feedback (Dood et al., 2022; Mello et al., 2022; Hunkins et al., 2022) and developing automated systems to provide
students with pertinent and timely information (Knight et al., 2018; Del Gobbo et al., 2023). The community has attempted to
incorporate the five items outlined in both scenarios.

However, the selected papers demonstrated the lack of practical applications of NLP. In other words, the community has
been developing many algorithms and models that have not been evaluated in an actual educational application. Among
all the selected papers, 89.10% evaluated the proposed approaches on previously collected data, and only 11 (out of 156)
indicated some positive implications in learning outcomes or supported learning and/or teaching. One reason for this issue
is the complexity involved with text analysis applications. Many studies focus on specific parts of a bigger problem (e.g.,
identification of rhetorical categories that could lead to an essay scoring system; Ferreira Mello et al., 2022). The studies have
so far tried to solve fundamental problems of analysis of textual data, which is already a challenging task on its own, without
considering aspects related to co-designing user interfaces that use insights of text analytics to support and enhance learning
and teaching (Herodotou et al., 2020). As some areas of NLP in LA solidify (e.g., a large body of research on the classification
of discussion messages according to the cognitive and social presence of the communities of inquiry framework), we can expect
this transition to happen. However, we as a community need to recognize the need to develop a strong text analytic foundation
and intentionally close the loop with insights obtained through NLP.

In our final contribution, we expect to establish a technical benchmark for future applications in NLP within LA. To achieve
this goal, we have systematically encapsulated information about three fundamental aspects of an NLP study: the dataset used,
the algorithms implemented, and the specific features analyzed. First, our review indicated that most of the selected papers
performed experimentation with small to midsize datasets when compared to traditional NLP evaluation in general (Khurana
et al., 2023; Min et al., 2023). In some cases, only 25 instances were adopted in the evaluation. Generally, the median sizes of
datasets used in this context vary from 477 to 4,246 instances.

Our results also revealed that only five datasets were publicly available for other researchers (we investigated only the
datasets described in the papers). In LA, this issue happens mainly due to ethical concerns. However, the artificial intelligence
community has put much effort into delivering reproducibility in their studies. Furthermore, we previously noted a significant
dependence on English-language datasets for evaluating the proposed models, with 115 out of the 156 selected papers
exclusively using data in English for their experiments.

The RQ6 analysis indicates that decision tree algorithms, including Decision Trees, Random Forest, XGBoost, and
AdaBoost, remain highly prevalent in the field (Iqbal et al., 2023; Oliveira et al., 2023; Ferreira Mello et al., 2022). This
preference could be attributed to the transparency of their decision-making processes, which facilitates deeper qualitative
insights. Conversely, there is a noticeable shift toward integrating state-of-the-art features and models in NLP applications
in educational contexts. Since 2021, advanced deep learning architectures have been increasingly adopted, including word
embeddings as features and LSTM (Ruan et al., 2021; Park et al., 2021; Guo et al., 2023) and BERT (Morris et al., 2023;
Albano et al., 2023; Liu et al., 2023) as models. Recent research has begun exploring LLMs (Li et al., 2023; Qureshi, 2023;
Rajala et al., 2023), such as ChatGPT, demonstrating promising results. However, the number of papers on this subject remains
relatively modest, reflecting the novelty and emergent status of this technology.

Finally, RQ7 aimed to indicate the level of achievement of different NLP models for LA applications. The lowest outcomes
retrieved in the studies analyzed were 0.15 in kappa and 0.52 in accuracy (A. Barbosa et al., 2021). However, the mean
performance metrics observed in the field significantly exceed these thresholds, typically reaching 0.54 in kappa and 0.79 in
accuracy. These figures are noteworthy: a kappa value of 0.54 denotes moderate agreement, indicating a reliable degree of
consistency in the model’s predictions compared to random chance (Cohen, 1960). Similarly, an accuracy of 0.79 is recognized
as a strong indicator of good performance, reflecting a high rate of correct predictions by the model (Aggarwal & Zhai, 2012;
Selva Birunda & Kanniga Devi, 2021).

In summary, our analysis indicates that the most commonly used aspects of examining NLP within the LA domain would
involve (i) using a dataset comprising a minimum of 1,000 instances; (ii) combining the Random Forest algorithm with TF-IDF,
Structural Features, LIWC, and Coh-Metrix as baseline models; and (iii) evaluating word embeddings through BERT and
LSTM classifiers.

In conclusion, we highlight several critical considerations for the community involved in NLP for LA, identifying potential
directions for future research. These recommendations are drawn from both the findings of this study and the broader body
of literature on LA. As the field continues to evolve, it is essential to focus on these emerging directions to address current
limitations, harness new opportunities, and foster innovation in applying NLP techniques to educational data analysis.

Replicability of the studies: One necessity to improve the community achievements is creating mechanisms to enhance the
reproducibility of the studies (Kitto et al., 2023). It would include developing standard approaches and benchmark
datasets, serving as valuable resources for research comparison and evaluation (Wilson et al., 2017). In this context,
prioritizing research in privacy protection methods, such as de-identification and pseudonymization, is crucial (Farrow
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et al., 2023). These methods are instrumental in enabling the sharing of textual datasets across different research groups
while safeguarding privacy (Tsai et al., 2020). In the cases where privacy concerns present an obstacle in data sharing, it
is important to encourage researchers to make their programming codes available, thereby promoting transparency and
progress in the field (Tsai et al., 2020).

Evaluation for different contexts: The datasets from the selected studies showed a distinct bias toward the English language,
and many of them focused on a single domain (Ferreira-Mello et al., 2019). This observation highlights a pressing need to
expand the scope of research to encompass additional educational fields and a variety of languages. Such diversification
is essential for developing and evaluating classifiers that are representative and effective across different disciplines and
linguistic contexts (Ahadi et al., 2022; Cavalcanti et al., 2023; A. Barbosa et al., 2021). Therefore, it is necessary to
undertake further data collection efforts. These efforts should aim at gathering a more inclusive and diverse range of
data, ensuring that future research is not only more comprehensive but also more universally applicable and relevant to a
broader spectrum of educational and linguistic settings.

Use of LLMs: Although the SLR selected a few papers using LLMs, this continues to be an area to be explored in future
studies (Yan et al., 2024). LLMs offer new possibilities to impact educational research and practice with tasks such
as text analysis, language generation, and personalized learning. However, the community still does not have concrete
evidence of the application of LLMs to address problems already established with other NLP algorithms. It is important
to highlight that the ethical considerations and challenges related to the deployment of LLMs in educational settings,
such as bias, privacy, and the impact on learning equity, should be rigorously examined.

Explainability: This literature review has emphasized the significance of employing white-box machine learning approaches;
in many selected papers the authors used decision trees, regression, and naive Bayes algorithms. However, recent papers
suggest an increasing integration of deep learning models (e.g., LSTM and BERT). Thus, it is important to adopt methods
to further unpack the decisions made by these classifiers. One alternative is the use of explainable artificial intelligence
(XAI) techniques for analyzing educational data. Initial studies indicate that combining deep learning with XAI enhances
the outcome and brings clarity and understanding to the decision-making processes of artificial intelligence systems in
educational contexts (Kumar & Boulanger, 2020; Oliveira et al., 2023; Cavalcanti et al., 2023).

Practical use: This SLR observed that most chosen publications primarily focus on proof-of-concept studies, analyzing past
data. While these automated methods demonstrate effectiveness in controlled environments, their practical application
could fall short. Future research should incorporate the proposed classifiers into real-world environments to bridge this
gap. This integration will allow for a comprehensive evaluation of the system’s intrinsic validity and its practical utility
for students and instructors (Tsai & Gasevic, 2017; Márquez et al., 2024).

Measurement of student learning gains: Another relevant future direction in this field involves measuring student learning
gains more effectively. The LA community has been discussing closing the loop and measuring learning gains in the last
few years (Ferguson et al., 2023). Future studies should concentrate on developing and implementing analytical tools and
methods that track and enhance student learning outcomes. By doing so, the field can evolve from experimental studies
with data to actively contributing to improving educational practices and student performance.

5. Limitations
The primary limitation of this study arises from our search methodology, which specifically targeted papers using “learning
analytics” as a keyword. This approach may have excluded relevant studies that do not explicitly mention this keyword, though
it was chosen to focus our initial search phase. Second, due to space limitations, we could not explicitly include the references
and the details of each paper selected in a spreadsheet. We published a website with all the information extracted from the
papers3. Third, we acknowledge that many recent studies use LLMs as NLP models for various applications. However, this
method was not extensively covered in our work because only a few of the selected articles (156) used LLMs. Nevertheless, we
have discussed potential future directions for the field. Finally, it is important to mention that certain papers presented limited
details regarding their methods and techniques, resulting in several studies being coded with labels such as “no details” and “no
evidence” in various categories of our review. Despite this, we retained these papers in our analysis since they offered valuable
insights for at least one RQ. However, it is crucial to note that we conducted a rigorous evaluation to ensure the overall quality
and relevance of the papers included in our study.

3Available at https://shorturl.at/bMdv1
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models write reflectively. Computers and Education: Artificial Intelligence, 4, 100140. https://doi.org/10.1016/j.caeai.
2023.100140

Liu, Z., Kong, X., Chen, H., Liu, S., & Yang, Z. (2023). MOOC-BERT: Automatically identifying learner cognitive presence
from MOOC discussion data. IEEE Transactions on Learning Technologies, 16(4), 528–542. https://doi.org/10.1109/
TLT.2023.3240715

Márquez, L., Henrı́quez, V., Chevreux, H., Scheihing, E., & Guerra, J. (2024). Adoption of learning analytics in higher
education institutions: A systematic literature review. British Journal of Educational Technology, 55(2), 439–459.
https://doi.org/10.1111/bjet.13385

McAuley, J., O’Connor, A., & Lewis, D. (2012). Exploring reflection in online communities. In Proceedings of the Second
International Conference on Learning Analytics and Knowledge (LAK 2012), 29 April–2 May 2012, Vancouver,
British Columbia, Canada (pp. 102–110). ACM. https://doi.org/10.1145/2330601.2330630

McNamara, D. S., Allen, L. K., Crossley, S. A., Dascalu, M., & Perret, C. A. (2017). Natural language processing and learning
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